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Khintchine’s inequality [4] states that if \( \{X_j; j = 1, \ldots, N\} \) are independent identically distributed Bernoulli random variables \((X_j = \pm 1 \text{ with equal probabilities})\), then for any choice of real \(a_j\), and any \(m = 2, 3, \ldots\), \(X = \sum a_j X_j\) satisfies

\[
E(X^{2m}) \leq ((2m)!/2^m m!) (E(X^2))^m.
\]

This inequality implies [9, Chapter 5] that for \(0 < p < \infty\), there exist positive constants \(A_p\) and \(B_p\) depending only on \(p\) (with \(B_{2m} = ((2m)!/2^m m!)^{1/2m}\)) such that

\[
A_p \|X\|_p \leq \|X\|_2 \leq B_p \|X\|_2
\]

where \(\|X\|_p\) denotes the \(p\)-norm, \((E(|X|^p))^{1/p}\). Khintchine’s inequality in this form has many applications in which the \(\{X_j\}\) are generally represented as Rademacher functions [9], [7], [3].

In this note we give an extension of Khintchine’s inequality from the Bernoulli case to that of random variables of the following type:

**DEFINITION.** A random variable \(X\) is of type \(L\) if its moment generating function \(E_X(z) = E(\exp(zX))\) satisfies

(i) \(3C \sup E_X(z) \leq \exp(Cz^2)\) for all real \(z\) and

(ii) \(E_X(z) = 0 \iff z = i\alpha\) for some real \(\alpha\).

Symmetric random variables satisfying condition (i) have been called sub-gaussian by Kahane; they satisfy an inequality similar to but weaker than (1) [2, p. 87].

Theorem 1 below extends Khintchine’s inequality to arbitrary linear combinations of independent random variables of type \(L\) while Theorem 2 treats the case of positive linear combinations of type \(L\) random variables with a particular kind of dependence (such as arises in models of ferromagnets). Complete proofs of these theorems together with further results concerning random variables of type \(L\) and applications of these results to statistical mechanics and quantum field theory will appear in [6].

**THEOREM 1.** If \(\{X_j\}_{j=1}^N\) are independent (not necessarily identically distributed) random variables of type \(L\), then the inequality (1) applies for any
choice of real \(a_j\) and any \(m = 2, 3, \ldots\) to \(X = \sum_j a_j X_j\).

**Sketch of Proof.** Since the \(X_j\) are independent, \(X\) is itself of type \(L\). Hadamard factorization methods [1, Theorems 2.7.1 and 2.10.1] imply that for any random variable \(X\) of type \(L\),

\[
E_X(z) = \exp(bz^2) \prod_j (1 + (z/\alpha_j)^2),
\]

for some \(b \geq 0\) and \(0 < \alpha_1 \leq \alpha_2 \leq \cdots\) with \(\Sigma(1/\alpha_j)^2 < \infty\). We next note that \(E_X(z) = \Sigma E(X^n)z^n/n!\) so that by (3),

\[
E(X^2)/2 = b + \sum_j (1/\alpha_j)^2.
\]

Now each Taylor coefficient of \((1 + (z/\alpha_j)^2)\) is bounded by the corresponding Taylor coefficient of \(\exp((z/\alpha_j)^2)\) from which it follows by (3) and (4) that each Taylor coefficient of \(E_X(z)\) is bounded by the corresponding one of \(\exp(z^2E(X^2)/2)\) which yields (1).

**Remark.** \(X\) may satisfy (1) without being of type \(L\) as can be seen by considering the probability distribution

\[
(1 - \beta)\delta(x) + \beta(\delta(x - 1) + \delta(x + 1))/2 \quad \text{for } 1/3 \leq \beta < 1/2.
\]

**Theorem 2.** Suppose \(\{Y_j\}_{j=1}^N\) are random variables whose joint probability distribution \(\rho\) on \(\mathbb{R}^N\) is of the form

\[
\rho(y_1, \ldots, y_N) = C\exp \left( \sum_{j,k=1}^N J_{jk} y_j y_k \right) \prod_{j=1}^N \mu_j(y_j),
\]

with \(J_{jk} \geq 0 \forall j, k\), and with each \(\mu_j\) an even measure satisfying:

(a) \(\int \exp(by^2)d\mu_j(y) < \infty \forall b > 0\), and

(b) \(\int \exp(zy)d\mu_j(y) = 0 \Rightarrow z = i\alpha\) for some real \(\alpha\);

then for any choice of \(\lambda_j > 0\), \(X \equiv \Sigma \lambda_j Y_j\) is of type \(L\) and thus satisfies (1) \((m = 2, 3, \ldots)\).

**Sketch of Proof.** Theorem 2 follows directly from the proof of Theorem 1 combined with a general version of the (Statistical Mechanics) Lee-Yang Theorem [5, Theorem 1.1].

Examples of measures \(\mu\) satisfying (a) and (b) and thus examples of type \(L\) random variables) include:

\[
\mu(y) = \sum_{k=0}^n \delta(y - (n - 2k)), \quad n = 1, 2, \ldots
\]

\[
d\mu/\,dy = \begin{cases} 1, \quad |y| \leq A, \\ 0, \quad |y| > A, \end{cases} \quad A > 0,
\]

Many other examples can be found in various of Polya's papers on the location of zeros of entire functions.
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\[ d\mu/dy = \begin{cases} (1 - y^2)^{d/2 - 2}/2, & |y| < 1, \\ 0, & |y| > 1, \end{cases} \quad d > 0, \]

\[ d\mu/dy = \exp(-\lambda \cosh y), \quad \lambda > 0, \]

\[ d\mu/dy = \exp(-ay^4 - by^2), \quad a > 0 \quad [8]. \]

When \( d \) is an integer, example (8) is the one-dimensional marginal distribution of the uniform distribution on the surface of the unit \( d \)-sphere (in \( \mathbb{R}^{d+1} \)).

REFERENCES


DEPARTMENT OF MATHEMATICS, INDIANA UNIVERSITY, BLOOMINGTON, INDIANA 47401