GENERALIZATION OF THE EUCLIDEAN ALGORITHM FOR REAL NUMBERS TO ALL DIMENSIONS HIGHER THAN TWO

BY H. R. P. FERGUSON AND R. W. FORCADE

ABSTRACT. A construction using integral matrices with determinant \( \pm 1 \) is given which has as corollaries generalizations of classical theorems of Dirichlet and Kronecker. This construction yields a geometrically convergent algorithm successfully generalizing the Euclidean algorithm to finite sets of real numbers. Applied to such a set this algorithm terminates if and only if the set is integrally linearly dependent and the algorithm gives absolute simultaneous integral approximations if and only if the set is integrally linearly independent. This development applies to complex numbers, can be used to give proofs of irreducibility of polynomials and yields effective lower bounds on heights of integral relations.

Let \( \mathbb{Z} \) = rational integers, \( \mathbb{R} \) = real numbers, \( \mathbb{Z}^n \) = lattice points \( \subset \mathbb{R}^n \) as row vectors, \( \text{GL}_n(Z) \subset \text{GL}_n(R) \) are \( n \) by \( n \) matrices with entries and invertible determinants in \( \mathbb{Z} \subset \mathbb{R} \) resp. For \( M \) = any matrix or vector, \( M^t \) = transpose, \( \text{row}_iM \) = \( i \)th row, \( \text{col}_jM \) = \( j \)th column, \( \text{height}(M) \) = max absolute values of entries of \( M \). The entries of \( x \in \mathbb{R}^n \) are \( \mathbb{Z} \)-linearly dependent iff there exists \( 0 \neq m \in \mathbb{Z}^n \) such that \( xm^t = 0 \), \( m \) = \( \mathbb{Z} \)-relation for \( x \). For \( 0 \neq x \in \mathbb{R}^n \), \( x \) determines the line \( x \mathbb{R} \) and orthogonal hyperplane \( x^\perp = \{ y \in \mathbb{R}^n : xy^t = 0 \} \). A hyperplane matrix \( Q \) with respect to \( x \) is any matrix \( xQ = 0 \) such that the columns of \( Q \) transposed span \( x^\perp \). The hyperplane matrix is a key idea here in three aspects: (I) it permits estimates of heights of relations (Theorem 1), (II) it measures how closely the rows of a \( \text{GL}_n(Z) \) matrix are to the line \( x \mathbb{R} \) (Lemma 1), (III) it underlies the definition of a crucial injection \( \text{GL}_n(Z) \hookrightarrow \text{GL}_{n+1}(Z) \) (Lemma 2).

We exploit the nonuniqueness of \( Q \).

**Theorem 1.** Let \( 0 \neq x \in \mathbb{R}^n \). Then there exists a hyperplane matrix \( Q \) such that \( \text{height}(m) \geq 1/\text{height}(AQ) \) for any \( \mathbb{Z} \)-relation for \( x \) and any \( A \in \text{GL}_n(Z) \).

**Sketch of Proof.** The parallelotope \( /A/ = \{ \sum f_j \text{col}_jA : |f_j| \leq 1, 1 \leq j \leq n \} \) has easily characterized lattice points if \( A \in \text{GL}_n(Z) \). Let \( I = \text{identity matrix} \) and define \( Q \) to be the hyperplane matrix whose columns transposed are the vertices of the convex polytope \( /I/ \cap x^\perp \).

A \( \text{GL}_n(Z) \)-algorithm is defined to be any construction (usually in response
to an $x$) of a sequence $\{M_k\}_{k \geq 1}, M_k \in \text{GL}_n(Z)$. If $xM_k$ has a zero entry for some $k$ then the entries of $x$ are $Z$-linearly dependent: the algorithm terminates. If the height of $M_k^{-1}Q$ approaches zero as $k$ increases to infinity then the entries of $x$ are $Z$-linearly independent: the algorithm absolutely approximates $x$. A $\text{GL}_n(Z)$-algorithm is split iff the algorithm terminates or absolutely approximates for every $x \in \mathbb{R}^n$.

**Lemma 1.** If a $\text{GL}_n(Z)$ algorithm is split and does not terminate for some $x$ then the distance of the rows of $M_k^{-1}$ to the line $x\mathbb{R}$ approaches zero as $k$ increases.

**Sketch of Proof.** For $xx^t = 1$, set $Q = I - xx^t$ to get a line-hyperplane decomposition of any matrix $A = (Ax^t)x + AQ$.

Define the $\text{GL}_2(Z)$ algorithm $A_2$ by the following iteration. For $x = (x_1, x_2)$, let $x_i$ be of largest and $x_j$ of next largest absolute value. Replace $x_i$ by the $x_j \pm x_i$ of smaller absolute value. Then $A_2$ splits. We will give an uncountable collection of $\text{GL}_n(Z)$ algorithms which split, $A_n(b), n \geq 2 > 1/b > 1$. For brevity we describe them by induction on $n$ by defining the injection $J: \text{GL}_n(Z) \hookrightarrow \text{GL}_{n+1}(Z)$, $j$ is also an integer $1 \leq j \leq n + 1$. Let $x_{(j)} \in \mathbb{R}^n$ be $x \in \mathbb{R}^{n+1}$ with the $j$th entry deleted. For $A \in \text{GL}_n(Z)$ set $T_i = row_i A$ if $i < j$ or $T_i = \text{row}_{i-1} A$ if $i > j$, $c_i =$ nearest integer to $T_i^*x_{(j)}/x_{(j)}^t$. Define $A(J) \in \text{GL}_{n+1}(Z)$ to have a 1 in the $(i, j)$ position, zeros in that row, the $c_i$'s in that column and $A$ the minor matrix of the 1. Let $Q_{(j)}$ be $Q$ without the $j$th row and $T_i = d_i x_{(j)} + v_i$ orthogonally.

**Lemma 2.** The injection map $J: \text{GL}_n(Z) \hookrightarrow \text{GL}_{n+1}(Z)$ has the property that $\text{row}_i(J(A)Q) = \text{row}_i Q$ if $i = j$ and $\delta_i \text{row}_j Q + n_i Q_{(j)}$ if $i \neq j$ where $|\delta_i| \leq 1/2$.

To sketch the construction of $A_{n+1}(b)$ from $A_n(b)$ and the proof that $A_n$ splits, select the map $J$ by choosing $j$ to be the number of the row of $Q$ with least height. By induction $A_n$ splits; if $A_n$ does not terminate then for $0 < \epsilon < (b - 1/2)$ height $(\text{row}_j Q)$ there exists a finite number of iterations of $A_n$ acting on $x_{(j)}$ yielding $x_{(j)}A^{-1}$ for a certain $A \in \text{GL}_n(Z)$ with height $(n_i) < \epsilon / \text{height } Q$. By Lemma 2, height $(\text{row}_i(J(A)Q)) < b$ height $(\text{row}_j Q)$ if $i \neq j$. Define one iteration of $A_{n+1}$ by $x \mapsto x(J(A))^{-1}$.

**Theorem 2.** For every integer $n$ and real number $b, n \geq 2 > 1/b > 1$, the $\text{GL}_n(Z)$ algorithm $A_n(b)$ splits, i.e., for every nonzero $x \in \mathbb{R}^n$ the sequence of matrices $M_k, k \geq 1$ is such that Termination) There exists a $k$ such that a column of $M_k$ is an integral relation among the entries of $x$ OR Absolute approximation) For every $\epsilon > 0$ there exists an integer $K \geq 1$ such that for each $k \geq K$ the rows of $M_k^{-1}$ give $n$ linearly independent lattice points in $\mathbb{Z}^n$, each within a distance $\epsilon$ of the line determined by $x.$
THEOREM 3. Let \( x = (x_1, x_2, \ldots, x_n) \in \mathbb{R}^n \) where \( x_1 = 1, x_2, \ldots, x_n \) are \( \mathbb{Z} \)-linearly independent real numbers. Then for every \( \varepsilon > 0 \) there exists an integral matrix \( P \in \text{GL}_n(\mathbb{Z}) \) with first column \( N, N^t \in \mathbb{Z}^n \) such that height \( (Nx - P) < \varepsilon \).

THEOREM 4. A finitely generated spanning \( \mathbb{Z} \)-module in \( \mathbb{R}^n \) is dense in \( \mathbb{R}^n \) if and only if every neighborhood of the origin contains a \( \mathbb{Z} \)-basis for the \( \mathbb{Z} \)-module.

THEOREM 5. (a) The height of any quintic polynomial with integer coefficients having Euler's constant as a zero must exceed \( 10^{50} \).
   (b) If \( \frac{\zeta(3)}{\pi^3} \) satisfies an integral quadratic equation then at least two of the three coefficients exceed one hundred decimal digits in length.
   (c) The first seven imaginary parts of the nontrivial zeros of the Riemann zeta function have no integral relations with heights \( \leq 65 \).

The proof of Theorems 3 and 4 involve applications of the construction represented in Theorem 2. The proof of Theorem 5 is given by exhibiting three integral matrices, from \( \text{GL}_6(\mathbb{Z}), \text{GL}_3(\mathbb{Z}) \) and \( \text{GL}_7(\mathbb{Z}) \) for parts (a), (b) and (c) respectively.
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