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Added in Proof. Complete and detailed proofs of all the results discussed
in these lectures (except those in section 4), as well as further developments,
will appear in a forthcoming monograph of the author.

1. Basic notions. In these lectures we discuss some topics concerning the
relationship of ergodic theory, representation theory, and the structure of Lie
groups and their discrete subgroups.

In studying the representation theory of groups, the assumption of compact-
ness on the group essentially allows one to reduce to a finite dimensional
situation, in which case one often can obtain complete information. For
noncompact groups, of course, no such reduction is possible and the situation
is much more complex. When studying general actions of groups, a somewhat
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similar situation arises. In the compact case every orbit will be closed, the space of orbits will have a reasonable structure, and one can often find nice (with respect to the action) neighborhoods of orbits. A large amount of information about actions of finite and compact groups has been obtained by topological methods. However, once again, if the compactness assumption on the group is dropped, one faces many additional problems. In particular, one can have orbits which are dense (for example, the irrational flow on the torus) and the orbit space may be so badly behaved as to have no continuous functions but constants. Furthermore, moving from a point to a nearby point may produce an orbit which does not follow closely to the original orbit. If one wishes to deal with actions in the noncompact case, this phenomenon of complicated orbit structure must be faced. For many actions, e.g., differentiable actions on manifolds, there are natural measures that behave well with respect to the action. A significant part of ergodic theory is the study of group actions on measure spaces. In particular, ergodic theory aims to understand the phenomenon of bad orbit structure in the presence of a measure.

Throughout these lectures, $G$ will be a locally compact, second countable group. Let $(S, \mu)$ be a standard measure space, and assume we have an action $S \times G \to S$ which is a Borel function. Then $\mu$ (which is always assumed to be $\sigma$-finite) is invariant if $\mu(Ag) = \mu(A)$ for all $A \subset S$ and $g \in G$, and quasi-invariant if $\mu(Ag) = 0$ if and only if $\mu(A) = 0$.

**Definition 1.1.** The action is called ergodic if $A \subset S$ is $G$-invariant implies $\mu(A) = 0$ or $\mu(S - A) = 0$.

Clearly any transitive action is ergodic, or, more generally, any essentially transitive action (i.e., transitive on the complement of a null set). We can then write $S = G/G_0$ where $G_0 \subset G$ is a closed subgroup. An ergodic action that is not essentially transitive will be called properly ergodic.

**Example 1.2.** Let $S = \{ z \in \mathbb{C} \mid |z| = 1 \}$ and $T: S \to S$ be $T(z) = e^{i\alpha z}$ where $\alpha/2\pi$ is irrational. Then $T$ generates a $\mathbb{Z}$-action. If $A \subset S$ is invariant, let $\chi_A(z) = \sum a_n z^n$ be the $L^2$-Fourier expansion of its characteristic function. Then by invariance $\chi_A(z) = \chi_A(e^{i\alpha z}) = \sum a_n e^{i\alpha n z^n}$. Thus $a_n e^{i\alpha n} = a_n$ and so $a_n = 0$ for $n \neq 0$. This implies $\chi_A$ is constant, so the action is properly ergodic.

**Remark.** If $S$ is a (second countable) topological space and $\mu$ is positive on open sets, then proper ergodicity implies almost every orbit is a dense null set. This is one sense in which proper ergodicity is a reflection of complicated orbits. Another is the following.

**Proposition 1.3 [12].** Let $G$ act continuously on $S$ where $S$ is metrizable by a complete separable metric. Then the following are equivalent. (We say the action is “smooth” if they hold.)

(i) Every $G$-orbit is locally closed.

(ii) $S/G$ is $T_0$ in the quotient topology.

(iii) The quotient Borel structure on $S/G$ is countably separable and generated (i.e., there is a countable family $\{ A_i \}$ separating points and generating the Borel structure).

(iv) Every quasi-invariant ergodic measure is supported on an orbit.
Proof. (i) $\Rightarrow$ (ii) $\Rightarrow$ (iii) are elementary. To see (iii) $\Rightarrow$ (iv), let $p: S \to S/G$ be the projection, and $\mu$ an ergodic probability measure on $S$. Then $\nu = p_* (\mu)$ is a measure on $S/G$ with the property that for any Borel set $B \subset S/G$, $\nu (B) = 0$ or 1. Since $S/G$ is countably separated and generated, $\nu$ is supported on a point, so $\mu$ is supported on an orbit. The implication (iv) $\Rightarrow$ (i) is difficult (and we will not be using it).

We will be making constant use of the implication (i) $\Rightarrow$ (iv). For example,

**Corollary 1.4.** Every ergodic action of a compact group is essentially transitive.

If the action is on a metric space, this follows immediately. However, a theorem of Varadarajan [45] implies that any action can be so realized.

**Corollary 1.5.** Every ergodic algebraic action of a real (or $p$-adic) algebraic group (more precisely, the real or $p$-adic points) on an algebraic variety is essentially transitive.

This follows from the theorem of Borel and Borel-Serre that orbits are locally closed [3, 6].

While the decomposition of a general action into orbits may not be satisfactory there is always a good decomposition into ergodic components.

**Proposition 1.6.** Let $(S, \mu)$ be a $G$-space. Then there is a standard measure space $(E, \nu)$, a conull $G$-invariant set $S_0 \subset S$, and a $G$-invariant Borel map $\varphi: S \to E$ with $\varphi_* (\mu) = \nu$ such that, writing $\mu_y = \int \mu_y (\nu(y))$ where $\mu_y$ is supported on $\varphi^{-1}(y)$, we have $\mu_y$ is quasi-invariant and ergodic under $G$ for almost all $y$.

$(E, \nu)$ is called the space of ergodic components of the action (and is essentially uniquely determined by the above conditions).

We now discuss some notions of “isomorphism”.

**Definition 1.7.** Let $(S, \mu), (S', \mu')$ be ergodic $G$-spaces. Call them conjugate if modulo null sets there is $\varphi: S \to S'$ with

(i) $\varphi$ a bijective Borel isomorphism.

(ii) $\varphi_* (\mu) \sim \mu'$ (i.e., same null sets).

(iii) $\varphi (g) \ast \varphi = \varphi (g) \ast \mu$.

If $A \in \text{Aut}(G)$ and $S$ is a $G$-space, we have a new $G$-action on $S$ by defining

$s \circ g = s \ast A(g)$.

**Definition 1.8.** Call two actions automorphically conjugate if they become conjugate when modified by some automorphism.

An a priori much weaker notion is simply to ask for the orbit pictures to be the same. Here, we can compare actions of different groups.

**Definition 1.9.** Suppose $(S, \mu)$ is a $G$-space, $(S', \mu')$ a $G'$-space. Call the actions orbit equivalent if (modulo null sets) there exists $\varphi: S \to S'$ with

(i) $\varphi$ a bijective Borel isomorphism.

(ii) $\varphi_* (\mu) \sim \mu'$.

(iii) $\varphi (G$-orbit) = $G'$-orbit.

If $\varphi: (X, \mu) \to (Y, \nu)$ is a measure class preserving $G$-map of $G$-spaces we call $X$ an extension of $Y$ or $Y$ a factor of $X$. Observe that we automatically
have \( \nu(Y - \varphi(X)) = 0 \). If \( H \subseteq G \) is a subgroup, and \( X \) is an ergodic \( G \)-space, we can restrict to obtain an action of \( H \), which of course no longer need be ergodic. In the other direction, we can induce. Namely, suppose \( S \) is an ergodic \( H \)-space and \( H \subseteq G \) is a closed subgroup. Then we obtain a naturally associated \( G \)-space as follows. Let \( H \) act on \( S \times G \) by \((s, g)h = (sh, gh)\) and let \( X = (S \times G)/H \). Then \( G \) acts on \( S \times G \) by \((s, g)\tilde{g} = (s, \tilde{g}^{-1}g)\), and this action commutes with the \( H \)-action. Hence there is an induced action of \( G \) on \( X \) which will be ergodic with its natural measure class.

**Definition 1.10.** \( X \) is called the ergodic \( G \)-space induced from the \( G \)-action, and we denote it by \( \text{ind}_G^H(S) \).

For example, if \( H = \mathbb{Z}, G = \mathbb{R} \), then \( X \) can be identified with \((S \times [0, 1])/\sim \) where \( \sim \) identifies \((s, 1) \) with \((T, 0)\). Under the induced \( \mathbb{R} \)-action a point simply flows up along the line it is in with unit speed.

Given an ergodic \( G \)-space \( X \), it is useful to know when it is induced from an action of a subgroup. The following is helpful in this regard.

**Proposition 1.11 [52].** If \( X \) is an ergodic \( G \)-space and \( H \subseteq G \) is a closed subgroup, then \( X = \text{ind}_G^H(S) \) for some \( H \)-space \( S \) if and only if \( G/H \) is a factor of \( X \), i.e., there is a measure class preserving \( G \)-map \( X \to G/H \).

If \( X \) is a \( G \)-space, is there a unique (up to conjugacy) smallest closed subgroup from which it is induced? The answer in general is no, but we have the following

**Proposition 1.12 [54].** Suppose \( G \) is (the real points, or \( k \)-points, \( k \) a \( p \)-adic field) of an algebraic group and \( X \) an ergodic \( G \)-space. Then there is a unique conjugacy class of algebraic subgroups such that \( X = \text{ind}_G^H(S) \) for \( H \) algebraic (and some \( S \)), if and only if \( H \) contains a member of this conjugacy class.

**Definition 1.13 [54].** If \( H \) is in this class, call \( H \) the algebraic hull of the action. If this is all of \( G \), call the action Zariski dense.

If \( X = G/G_0 \), then the algebraic hull is just usual algebraic hull of the group \( G_0 \).

**Proof of 1.12.** There exist minimal such groups from the descending chain condition on algebraic subgroups. Suppose \( H_1, H_2 \subseteq G \) are two such minimal algebraic groups. We have \( \varphi_i: X \to G/H_i \). Let \( \varphi = (\varphi_1, \varphi_2): X \to G/H_1 \times G/H_2 \). Then \( \varphi_*(\mu) \) is an ergodic quasi-invariant measure on \( G/H_1 \times G/H_2 \). But the \( G \)-action on this product is algebraic, so \( \varphi_*(\mu) \) is supported on an orbit. But as a \( G \)-space, an orbit is \( G/(g_1H_1g_1^{-1} \cap g_2H_2g_2^{-1}) \). By minimality assumptions, \( H_1 \) and \( H_2 \) are conjugate.

**Theorem 1.14 (Borel Density Theorem [4]).** If \( G \) is a connected semisimple real algebraic group with no compact factors, and \( S \) an ergodic \( G \)-space with finite invariant measure, then \( S \) is Zariski dense in \( G \).

As an example of an ergodic action of such a group, we point out the following example. (One can show there are uncountably many inequivalent actions of such groups [with finite invariant measure].)
**Example 1.15.** Let $\text{SL}(n, \mathbb{Z})$ act on $\mathbb{R}^n / \mathbb{Z}^n$ by automorphisms. This is ergodic. The induced $\text{SL}(n, \mathbb{R})$ action will be properly ergodic, essentially free (i.e. almost all stabilizers trivial), and have finite invariant measure.

2. **Ergodicity theorems.** A natural class of actions that arises in a variety of situations are actions on homogeneous spaces. Thus, if $H_1, H_2 \subset G$ are subgroups with $H_2$ closed, $H_1$ acts on $G/H_2$ and the question arises as to when this is ergodic. This is a special case of the following question. Suppose $S$ is an ergodic $G$-space and $H \subset G$ is a subgroup. When will the restriction to $H$ still be ergodic? In the special case in which $S$ has a finite invariant measure, results about unitary representations can be directly applied. Namely, let $(U_g f)(s) = f(s g)$, where $f \in L^2(S)$. This defines a unitary representation of $G$ on $L^2(S)$ and $G$ is ergodic on $S$ (assuming finite invariant measure) if and only if there are no nonzero invariant vectors in $L^2(S) \otimes \mathbb{C}$. Thus, to settle the question about ergodicity of restrictions in this case, we have a representation $U_g$ of $G$ with no invariant vectors and we ask whether or not $U | H$ has invariant vectors. Let us consider some of the classical examples, when $G$ is transitive on $S$.

**Example 2.1.** Suppose $G$ is compact, $S = G$. Then $H \subset G$ is ergodic on $S$ if and only if $H$ is dense. This includes Example 1.2.

Now let $N$ be a simply connected nilpotent Lie group, $\Gamma \subset N$ a lattice (i.e., $\Gamma$ is discrete and $N/\Gamma$ has finite invariant measure). For example, $N = \left\{ \begin{pmatrix} 1 & x & z \\ 0 & 1 & y \\ 0 & 0 & 1 \end{pmatrix} \middle| x, y, z \in \mathbb{R} \right\}$ and $\Gamma = N_{\mathbb{Z}}$, the subgroup with $x, y, z \in \mathbb{Z}$. Then $[N, N] = \{ A \in N \mid x = y = 0 \}$, and $N/[N, N] \Gamma$ is a torus. The map $N/\Gamma \to N/[N, N] \Gamma$ exhibits the 3-manifold $N/\Gamma$ as a circle bundle over the torus. In general $N/\Gamma \to N/[N, N] \Gamma$ will be a bundle over the torus with fiber $[N, N]/[N, N] \cap \Gamma$.

**Theorem 2.2 (L. Green [1]).** $H \subset N$ is ergodic on $N/\Gamma$ if and only if it is ergodic on $N/[N, N] \Gamma$.

As the latter is a torus, ergodicity can be determined as in Example 2.1. The proof of this depends on writing down the representation of $N$ which appear in $L^2(N/\Gamma)$ and examining them with respect to restriction to subgroups. See [1] for details.

Results for 1-parameter subgroups acting on compact homogeneous spaces of solvable Lie groups have been obtained by Auslander [2] and Brezin and Moore [7].

If $G = \text{SL}(2, \mathbb{R})$, $\Gamma \subset G$ is a lattice in $G$ and $H \subset G$ is the group of positive diagonal matrices, then $G/\Gamma$ is in a natural way the unit tangent bundle of the finite volume negatively curved manifold $D/\Gamma$ where $D = \text{SO}(2, \mathbb{R}) \setminus G$ is the Poincaré disk, and $H$ is the geodesic flow. Thus, a classical result of Hedlund [20] and Hopf [21] says that $H$ is ergodic on $G/\Gamma$. C. C. Moore generalized this to allow $G$ to be a very general semisimple Lie group, and $H$ to be an arbitrary subgroup.
THEOREM 2.3 (C. C. Moore [32]). Let $G = \prod G_i$ where $G_i$ is a noncompact connected simple Lie group with finite center and let $\Gamma \subset G$ be an irreducible lattice. Then $H \subset G$ is ergodic on $G/\Gamma$ if and only if $H$ is not compact.

This theorem was proved by showing the following general result about arbitrary representations (not necessarily one appearing in $L^2(G/\Gamma)$). Let $G$ be a noncompact connected simple Lie group with finite center and $\pi$ a unitary representation of $G$ with no nonzero invariant vectors. Then for any vector $x \neq 0$, $\{g \in G \mid \pi(g)x = x\}$ is compact. This result easily implies the theorem. A stronger result about such representations that we will need has subsequently come to light.

THEOREM 2.4. If $\pi$ is any unitary representation of a connected noncompact simple Lie group with finite center, then the matrix coefficients $f(g) = \langle \pi(g)x \mid y \rangle \to 0$ as $g \to \infty$, assuming there are no $\pi(G)$-invariant vectors.

A nice proof of this appears in a paper of Howe and Moore [22] although the basic idea is present in the work of Sherman [43] (see also [49]). The idea of the proof is to let $G = KA$ where $K$ is a Cartan decomposition. Since $K$ is compact, it suffices to see $f(a) \to 0$ as $a \to \infty$. Consider the example $G = SL(2, \mathbb{R})$, so that $A$ is the positive diagonals. Let $P$ be the upper triangular $2 \times 2$ matrices in $G$ with positive diagonal entries. The representation theory of $P$ is well known. There are 1-dimensional representations which factor through $[P, P]$ and 2 infinite dimensional representations induced from $[P, P]$. For the latter, it is clear that the restriction of a representation to $A$ is just the regular representation of $A$ for which it is clear that matrix coefficients vanish at $\infty$. Thus it suffices to see that $\pi \mid P$ has a spectral decomposition which assigns measure 0 to the 1-dimensional representations. But if it assigned positive measure, $[P, P]$ would have to leave a vector fixed, say $v$. Then $\phi(g) = \langle \pi(g)v \mid v \rangle$ would be bi-invariant under $[P, P] = N$. $G/N$ can be identified with $\mathbb{R}^2 - \{0\}$, and the $N$ orbits on $G/N$ are the horizontal lines except for the $x$-axis, and single points on the $x$-axis. A continuous function on $G/N$ constant on the orbits must clearly be constant on the $x$-axis as well. This translates into $\phi(g) = 1$ for all $g \in P$, and since $\pi$ is unitary, $v$ is $P$-invariant. Thus $\phi$ is bi-invariant under $P$, and since $P$ has a dense orbit on $G/P$, $\phi(g) = 1$ for all $g \in G$, showing that $v$ is $G$-invariant.

We thus have good information about some basic examples for the question of ergodicity of actions on homogeneous spaces of finite invariant measure. For the general homogeneous space we make use of the following observation.

PROPOSITION 2.5 [49]. If $S$ is an ergodic $G$-space (general quasi-invariant measure) and $H \subset G$ is a closed subgroup, then $H$ is ergodic on $S$ if and only if $G$ acts ergodically on the product $G/H \times S$.

To see this, suppose $A \subset G/H \times S$ is $G$-invariant. For each $x \in G/H$, let $A_x = \{s \in S \mid (x, s) \in A\}$. By quasi-invariance one easily sees that $A$ and all $A_x$ are simultaneously either null, of null complement, or neither. $A_{[e]}$ is an $H$-invariant set, and clearly any $H$-invariant set $B \subset S$ is of the form $B = A_{[e]}$ for some $G$-invariant $A$. 
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**Corollary 2.6 [32].** If $\Gamma$, $H \subset G$ are closed subgroups, then $H$ is ergodic on $G/\Gamma$ if and only if $\Gamma$ is ergodic on $G/H$.

This enables us to use information about ergodicity of restrictions on spaces for which there is a finite invariant measure to obtain results in the case no such measure exists.

**Corollary 2.7 (Moore).** $G = \prod G_i$, $\Gamma$ as in Theorem 2.3. If $S$ is a transitive $G$-space, then $\Gamma$ is ergodic on $S$ if and only if the stabilizers in $G$ of points in $S$ are not compact.

**Example 2.8 (Moore).** $\text{SL}(n, \mathbb{Z})$ is ergodic on $\mathbb{R}^n$, $n \geq 2$. This follows since $\text{SL}(n, \mathbb{R})$ is essentially transitive on $\mathbb{R}^n$ and the stabilizers in the orbit of full measure are not compact.

**Example 2.9.** Consider the action of $\text{SL}(2, \mathbb{R})$ on the Poincaré disk $\text{SL}(2, \mathbb{R})/\text{SO}(2, \mathbb{R})$. This action extends to the boundary circle, and the boundary can be identified with $\text{SL}(2, \mathbb{R})/P$, where $P$ is the upper triangular matrices in $G$. If $\Gamma \subset \text{SL}(2, \mathbb{R})$ is a torsion free lattice, then $\Gamma$ acts in a properly discontinuous fashion on the disk, and the quotient space $D/\Gamma$ is a Riemann surface of finite volume. On the other hand, since $P$ is not compact, the action of $\Gamma$ on the boundary will be properly ergodic. More generally, if $G$ is any semisimple Lie group and $P \subset G$ is a minimal parabolic subgroup, then $G/P$ is the unique compact $G$-orbit in the boundary of a natural compactification of the symmetric space $X = G/K$, $K \subset G$ maximal compact. Here again, $\Gamma$ is ergodic on $G/P$. Thus these ergodic actions of $\Gamma$ on homogeneous spaces of $G$ arise very naturally in a geometric setting, and the study of these ergodic actions is extremely useful in understanding $\Gamma$.

Since this is such an important example, let us point out that for $G/P$ compact (e.g. $P$ a parabolic) that ergodicity of $\Gamma$ on $G/P$ can be demonstrated in a much less sophisticated fashion. Namely if there is a $P$-invariant vector in $L^2(G/\Gamma) \otimes \mathbb{C}$ then there is a compact $G$-orbit in the boundary of a natural compactification of the symmetric space $X = G/K$, $K \subset G$ maximal compact. Here again, $\Gamma$ is ergodic on $G/P$. Thus these ergodic actions of $\Gamma$ on homogeneous spaces of $G$ arise very naturally in a geometric setting, and the study of these ergodic actions is extremely useful in understanding $\Gamma$.

Corollary 2.7 deals with the restriction of transitive $G$-actions to $\Gamma$. We now deal with the properly ergodic case.

**Theorem 2.10 [49].** If $G = \prod G_i$, $G_i$ connected noncompact simple Lie groups with finite center, $\Gamma \subset G$ an irreducible lattice and $S$ is a properly ergodic $G$-space, then $\Gamma$ is ergodic on $S$.

**Proof.** Suppose not. Let $A \subset S \times G/\Gamma$ be invariant. For each $s$, let $f_s \in L^2(G/\Gamma) \otimes \mathbb{C}$ be the image under orthogonal projection of the characteristic function of $A_s = \{x \in G/\Gamma | (s, x) \in A\}$. We can suppose $f_s \neq 0$ on a set of positive measure. Invariance of $A$ is easily seen to imply that if we let $B \subset L^2(G/\Gamma) \otimes \mathbb{C}$ be the unit ball and let $G$ act on the right in $G$ via the unitary representation of $G$ on $L^2(G/\Gamma)$, then $\Phi: S \to B$, $\Phi(s) = f_s$ is a $G$-map. Then $\Phi_* (\mu)$ is a quasi-invariant ergodic measure on $B$.

But by vanishing of the matrix coefficients (Theorem 2.4), for $w \in B$, $w \cdot g \to 0$ weakly as $g \to \infty$. This implies $G$-orbits in $B$ are locally closed, i.e.
the action is smooth. It follows that $\Phi_*(\mu)$ is supported on an orbit, so we can suppose $\Phi: S \to G/G_0$ where $G_0$ is the stabilizer of a point in this orbit. This implies $S = \text{ind}^G_{G_0}(S_0)$ where $S_0$ is an ergodic $G_0$ space. But $G_0$ is compact, so $G_0$ is transitive on $S_0$. This implies $G$ is transitive on $S$, which contradicts our hypotheses.

Similar results can be proven for other groups for which there is a vanishing theorem for matrix coefficients.

**Theorem 2.11 [50].** Let $G$ be an exponential solvable Lie group and $S$ an ergodic $G$-space. Suppose $[G, G]$ is ergodic on $S$. Then $\Gamma$ is also ergodic on $S$ for every cocompact $\Gamma \subset G$.

The proof uses the result of Howe and Moore [22] that for such a group, the matrix coefficients $\langle \pi(g)v | w \rangle \to 0$ as $g \to \infty$ in $G/P_m$ where $P_m = \{g | \pi(g) \text{ is scalar}\}$. Here $\pi$ is assumed irreducible.

3. Cocycles. If $X$ is a $G$-space and $Y$ a Borel space, let $F(X, Y)$ be the space of measurable functions $X \to Y$, two functions being identified if they agree off a null set. $G$ acts on $X \times Y$ by $(x, y) \cdot g = (xg, y)$ and on $F(X, Y)$ by $(g \cdot f)(x) = f(xg)$. If $Y$ is also an $H$-space for some group $H$, we can define “twisted” actions. Namely, $(x, y) \cdot g = (xg, y \cdot a(x, g))$ where $a(x, g) \in H$, and for $f \in F(X, Y)$ (where for convenience we usually take $H$ to be acting on the left), $(g \cdot f)(x) = a(x, g)f(xg)$. For these to define actions, we need the following compatibility condition: $a(x, gh) = a(x, g)a(xg, h)$. Such a Borel function $a: X \times G \to H$ will be called a cocycle. (The question as to whether this holds everywhere or almost everywhere is an important technical point which we will not discuss. See [41].) When endowed with this action we shall denote $X \times Y$ by $X \times_a Y$. If $Y = \mathcal{H}$ a Hilbert space, $H = U(\mathcal{H})$, the unitary group of the Hilbert space, and the measure on $X$ is invariant, then the $a$-twisted action on $F(X, Y)$ restricts to $L^2(X; \mathcal{H})$ to yield a unitary representation $U^a$. If $\alpha, \beta: X \times G \to H$ are cocycles there is a certain relation which immediately implies equivalence of the actions or representations. Namely if we have a Borel map $\phi: X \to H$ such that $\alpha(x, g) = \phi(x)\beta(x, g)\phi(xg)^{-1}$, this will be the case. We then call $\alpha$ and $\beta$ equivalent, or cohomologous, and write $\alpha \sim \beta$.

To get some further feeling for this notion, consider the case $X = G/G_0$. If $\alpha: G/G_0 \times G \to H$ is a cocycle, then $\alpha([e] \times G_0)$ defines a homomorphism $G_0 \to H$. Equivalent cocycles yield conjugate homomorphisms. Furthermore, every homomorphism $G_0 \to H$ arises from a cocycle $\alpha$ in this way. Namely, let $\gamma: G/G_0 \to G$ be a Borel section. Then for $(x, g) \in G/G_0 \times G$, $\gamma(xg)$ and $\gamma(x) \cdot g$ are equal when projected to $G/G_0$. Thus $\gamma(x)g\gamma(xg)^{-1} \in G_0$. We can suppose $\gamma([e]) = e$, and then $(x, g) \to \gamma(x)g\gamma(xg)^{-1}$ is a cocycle $G/G_0 \times G \to G_0$ which when restricted to $[e] \times G_0$ yields the identity $G_0 \to G_0$. Thus if $\pi: G_0 \to H$ is a homomorphism, $\alpha(x, g) = \pi(\gamma(x)g\gamma(xg)^{-1})$ is the required cocycle. Thus we have

**Theorem 3.1.** $\alpha \to \alpha([e] \times G_0)$ defines a bijection between equivalence classes of cocycles $G/G_0 \times G \to H$ and conjugacy classes of homomorphisms $G_0 \to H$. 
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We remark that if \( H = U(\mathcal{C}) \), and \( \pi: G_0 \to H \) is a unitary representation, we have an associated cocycle \( \alpha: G/G_0 \times G \to H \), and then an associated representation \( U^\alpha \) of \( G \) on \( L^2(G/G_0; \mathcal{C}) \). Of course \( U^\alpha = \text{ind}_{G_0}^G(\pi) \). See [45] for this approach to induced representations.

We now consider some other examples.

**Example 3.2.** (a) If \( h: G \to H \) is a homomorphism, \( X \) a \( G \)-space, then \( \alpha(x, g) = h(g) \) is a cocycle. If \( X = G/G_0 \), this corresponds to a homomorphism \( G_0 \to H \), which is simply \( h|G_0 \). Thus in general we shall sometimes call \( \alpha \) the restriction of \( h \) to \( X \times G \) and write \( \alpha = h|X \times G \).

(b) Suppose \( X \) is an ergodic \( G \)-space with quasi-invariant measure \( \mu \). Let \( r^\mu(x, g) = d\mu(xg)/d\mu(x) \), the Radon-Nikodym derivative. The chain rule implies \( r^\mu \): \( X \times G \to \mathbb{R}^+ \) is a cocycle, called the Radon-Nikodym cocycle. If \( \mu \sim \nu \), so \( d\mu / d\nu > 0 \), then
\[
d\mu(xg) / d\mu(x) = f(x)^{-1} (d\nu(xg)/d\nu(x)) f(x),
\]
i.e., \( r^\mu \sim r^\nu \). Therefore the cohomology class we obtain does not depend upon the measure, only the measure class. In particular, there is an equivalent \( \sigma \)-finite invariant measure if and only if the cocycle is trivial (i.e. equivalent to the identity \( \alpha(x, g) = 1 \)).

(c) Suppose \( X \) is a \( G \)-space, \( X' \) a free \( G' \)-space, and that the actions are orbit equivalent, with \( \theta: X \to X' \) the orbit equivalence. Then for \( (x, g) \in X \times G \), \( \theta(x) \) and \( \theta(xg) \) are in the same \( G' \)-orbit, say \( \theta(x) \alpha(x, g) = \theta(xg) \) for \( \alpha(x, g) \in G' \). Then \( \alpha: X \times G \to G' \) is a cocycle. If \( G = G' \), we have the following.

**Proposition 3.3** [55]. If \( \alpha \) is equivalent to the restriction of an automorphism \( A \in \text{Aut}(G) \) to \( X \times G \), then \( X \) and \( X' \) are automorphically conjugate. If this automorphism is inner, then \( X \) and \( X' \) are conjugate.

**Proof.** If \( \alpha(x, g) = \lambda(x)A(g)\lambda(xg)^{-1} \), then \( \theta_1(xg) = \theta(x)\lambda(x) \) satisfies \( \theta_1(xg) = \theta_1(x)A(g) \), so we have automorphic conjugacy. If \( A(g) = hgh^{-1} \), let \( \theta_2(x) = \theta_1(x)h \). This is then a \( G \)-map.

There are many other naturally arising situations in which cocycles appear, but we shall not have time to discuss them here. Instead, we turn to an important invariant attached to a cocycle, namely the Mackey range. Let \( \alpha: S \times G \to H \) where \( H \) is also locally compact. Form the twisted \( G \)-action \( S \times_a H \) where we view \( H \) as acting on itself by right translations. \( H \) also acts on \( S \times_a H \) by \( (s, h) \cdot h_0 = (s, h_0 h) \), and this \( H \) action commutes with the \( G \)-action. Note that if \( i: G \to H \) is an embedding of \( G \) into a larger group and \( \alpha = i|S \times G \), this is exactly the situation in the inducing procedure. As in the latter, we obtain an action of \( H \) on the space of \( G \)-orbits. But this space may not be a decent measure space, so instead, we let \( X \) be the space of \( G \)-ergodic components of the action of \( G \) of \( S \times_a H \). Then \( H \) will act on \( X \) as well, and this will be an ergodic \( H \)-action.

**Definition 3.4.** If \( \alpha: S \times G \to H \) is a cocycle, the associated \( H \)-space \( X \) will be called the Mackey range of \( \alpha \). This is a cohomology invariant of \( \alpha \).

**Example 3.5.** (a) If \( i: G \to H \) is an embedding of \( G \) as a closed subgroup of \( H \), and \( \alpha(s, g) = i(g) \), i.e. \( \alpha = i|S \times G \), then the Mackey range of \( \alpha \) is \( \text{ind}_{H}^G(S) \).
(b) If \( \theta \colon X \to X' \) is an orbit equivalence, \( \alpha \colon X \times G \to G' \) the associated cocycle, then the Mackey range is the \( G' \)-space \( X' \).

(c) If \( S = G/G_0 \) and \( \alpha \) corresponds to a homomorphism \( \pi \colon G_0 \to H \), then the Mackey range of \( \alpha \colon G/G_0 \times G \to H \) is the \( H \)-space \( H/\pi(G_0) \).

Finally, the following relates the Mackey range to the cohomology class of \( \alpha \).

**Proposition 3.6.** If \( \alpha \colon S \times G \to H \), the following are equivalent.

(i) \( \alpha \sim \beta \) where \( \beta(S \times G) \subset H_0, H_0 \subset H \) a closed subgroup.

(ii) \( H/H_0 \) is a factor of the Mackey range.

(iii) \( X = \text{ind}_{H_0}^H(S_0) \) for some \( S_0 \), where \( X \) is the Mackey range.

For a proof, see [47, 52].

4. Generalized discrete spectrum. Suppose \( (S, \mu) \) is an ergodic space with \( \mu \) finite and invariant. In this lecture we try to see what the algebraic structure of the representation \( \pi \) of \( G \) on \( L^2(S) \) says about the geometric structure of the action.

**Definition 4.1.** We say that the action has discrete spectrum if \( \pi \) is the direct sum of finite dimensional irreducible subrepresentations.

**Example 4.2.** Let \( K \) be a compact group, \( H \) a closed subgroup, and \( \varphi \colon G \to K \) a homomorphism with \( \varphi(G) \) dense in \( K \). Let \( G \) act on \( K/H \) by \( [\xi] \cdot g = [\varphi(g)]\xi \). Then this action has discrete spectrum.

**Theorem 4.3 (von Neumann-Halmos-Mackey).** These are all the examples. That is, if \( S \) is a \( G \)-space with discrete spectrum, then there exists a compact group \( K \), a closed subgroup \( H \), and a homomorphism \( \varphi \colon G \to K \) with dense range such that \( S \) and \( K/H \) are conjugate \( G \)-spaces.

This was originally proved by von Neumann and Halmos for \( G = Z \) or \( R \), and by Mackey [26] for general \( G \). We sketch Mackey’s proof.

Let \( L^2(S) = \sum W_i \) where \( W_i \) are \( \pi(G) \)-invariant and finite dimensional. Let \( B = \prod U(W_i) \), the product of the associated unitary groups, which is a compact subgroup of \( U(L^2(S)) \). Further, \( \pi \colon G \to B \). Let \( K = \overline{\pi(G)} \), so that \( K \) is also compact. Let \( M \) be the abelian von Neumann algebra on \( L^2(S) \) consisting of multiplication by elements of \( L^\infty(S) \). Then clearly \( \pi(g)M\pi(g)^{-1} = M \), and by passing to the strong limit, we obtain \( TMT^{-1} = M \) for all \( T \in K \). From this one can deduce that each operator \( T \) in \( K \) is induced by a point transformation of \( S \), and thus the \( G \)-action on \( S \) extends to an action of \( K \). (There is some delicate measure theory we are ignoring here.) Since the \( G \)-action is already ergodic, so is the \( K \)-action. Since \( K \) is compact, \( K \) must act transitively, so we can identify \( S \cong K/H \).

Theorem 4.3 can be generalized to extensions. Namely, suppose \( X \to Y \) is an extension of ergodic \( G \)-spaces with finite invariant measure. The Hilbert space \( L^2(X) \) not only has a natural representation of \( G \) on it, but \( L^2(X) \) is also an \( L^\infty(Y) \)-module in a natural way. (Namely, lift a function on \( Y \) to a function on \( X \) and multiply.) Alternatively, we can express this by saying that there is a natural system of imprimitivity for \( \pi \) on \( L^2(X) \) based on \( Y \).
Definition 4.4 [47]. We say that $X$ has relatively discrete spectrum over $Y$ if $L^2(X) = \sum W_i$ where $W_i$ are $G$-invariant subspaces that are finitely generated as $L^\infty(Y)$-modules.

Example 4.5. Suppose $Y$ is an ergodic $G$-space with finite invariant measure, $\alpha: Y \times G \to K$ is a cocycle where $K$ is compact, and $H \subset K$ is a closed subgroup. Then $X = Y \times_\alpha K/H$ is an extension of $Y$ with relatively discrete spectrum. To see this, observe that $L^2(X) = L^2((Y);L^2(K/H))$. Write $L^2(K/H) = \sum Z_i$, where $Z_i$ are finite dimensional and $K$-invariant. We then have $L^2(X) = \sum L^2(Y;Z_i)$ and $L^2(Y;Z_i)$ will be $G$-invariant since $G$ acts from fiber to fiber in $X$ by an element of $K$, and $Z_i$ is $K$-invariant. Clearly $L^2(Y;Z_i) = L^\infty(Y,Z_i)$ and the latter is finitely generated over $L^\infty(Y)$.

Theorem 4.6 [47]. These are all the examples. That is, if $X \to Y$ is an ergodic extension with relatively discrete spectrum, then there exists a compact group $K$, a closed subgroup $H \subset K$, and a cocycle $\alpha: Y \times G \to K$, such that as extensions of $Y$, $X = Y \times_\alpha K/H$.

Thus Theorem 4.6 tells us how to recognize extensions of the form $Y \times_\alpha K/H$ from information about the unitary representation of the extension. There is now a larger class of actions whose “structure” we know.

Definition 4.7 [48]. We say that $X$ has generalized discrete spectrum if $X$ can be built from a point via the operations of taking extensions with relatively discrete spectrum and inverse limits. More precisely, there is a countable ordinal $\alpha$ and for each $\sigma < \alpha$ a factor $X_\sigma$ of $X$ such that

(i) $X_0$ = point,
(ii) $X_{\sigma+1} \to X_\sigma$ is an extension with relatively discrete spectrum, for $\sigma < \alpha$,
(iii) if $\sigma$ is a limit ordinal, $X_\sigma = \lim_{\sigma} \{X_\beta, \beta < \sigma\}$,
(iv) $X_\alpha = X$.

In light of Theorem 4.6, we have an exact picture of the structure of such actions. We would now like to see which actions arise in this fashion.

Definition 4.8. If $G$ acts continuously on a compact metric space $X$, $G$ is called distal on $X$ if $x, y \in X, x \neq y$, implies $\inf_{g \in G} d(xg, yg) > 0$.

Clearly any isometric action is distal. However, not every distal action admits an invariant metric. For example, if $N$ is a nilpotent Lie group and $\Gamma \subset N$ is a lattice, then the action of $N$ on $N/\Gamma$ is distal. This was first shown in [1].

Definition 4.9 (Parry [38]). If $(S, \mu)$ is an ergodic $G$-space, call the action measure distal if there is a decreasing sequence of sets of positive measure $\{A_i\}$ with $\mu(A_i) \to 0$, such that if $x, y \in S, xg_i, yg_i \in A_i$ for some sequence $g_i \in G$, then $x = y$. (We have ignored some measure theoretic issues in this definition, which arise if $G$ is not discrete. See [48] for a more careful formulation.)

Any distal action with an invariant measure that is positive on open sets is clearly measure distal.

Theorem 4.10 [48]. A finite measure preserving ergodic action (on a non-atomic measure space) is measure distal if and only if it has generalized discrete spectrum.
This is an analogue for measure theoretic actions of the Furstenberg structure theorem for minimal (i.e. every orbit dense) distal actions on compact metric spaces [16].

Another situation in which actions with generalized discrete spectrum arise is the following.

**Theorem 4.11.** Let $N$ be a nilpotent group. Suppose $S$ is an ergodic $N$-space for which $L^2(S)$ is a direct sum of irreducible representations (not necessarily finite dimensional). Then $S$ has generalized discrete spectrum (and the ordinal in Definition 4.7 can be taken to be finite).

This theorem is false for solvable groups. Let us give an example of such a properly ergodic $N$-space. Let $N$ be the Heisenberg group, $N = \mathbb{T}$ the integer points, so that $\mathbb{T}$ is a lattice. There is an injective homomorphism $\Gamma \to K$ where $K$ is compact. For example, let $K = \prod N_{\mathbb{Z}/p\mathbb{Z}}$, where the product is taken over all primes. Then $K$ is a $\Gamma$-space with discrete spectrum. Let $X = \text{ind}^\mathbb{T}_{\mathbb{Z}}(K)$. Since a finite dimensional representation of $\Gamma$ induced to $N$ decomposes into a direct sum of irreducibles, and $\pi$ on $L^2(X)$ can be expressed as $\pi = \text{ind}^\mathbb{T}_{\mathbb{Z}}(\sigma)$ where $\sigma$ is the representation of $\Gamma$ on $L^2(K)$, it follows that $L^2(X)$ is a direct sum of irreducibles.

It is natural to ask which groups have actions of the sort we have been discussing in a nontrivial way, say an effective or essentially free action. A group will have an effective or free action with discrete spectrum if and only if there are enough finite dimensional unitary representations to separate points. In the connected case, such groups are identified by a classical theorem of Freudenthal.

**Theorem 4.12 (Freudenthal [14]).** A connected group has a free (or effective) action with discrete spectrum if and only if it is isomorphic to $\mathbb{R}^n \times K$ where $K$ is compact.

To describe the analogous result for generalized discrete spectrum, we recall that a connected group is said to be of polynomial growth if for any compact neighborhood of the identity, $W$, the Haar measure $m(W^n)$ grows no faster than a polynomial in $n$. (If this is true for one compact neighborhood, it is true for all such neighborhoods.) For Lie groups, this condition is equivalent to the group being of type (R) [19, 23]. We recall that this means that every eigenvalue of $\text{Ad}(g)$ lies on the unit circle for all $g \in G$. For example, nilpotent groups and Euclidean motion groups are type (R), while semisimple groups and the $ax + b$ group are not. The following is joint work with C. C. Moore.

**Theorem 4.13 [34].** A connected group has a free (or effective) ergodic action with generalized discrete spectrum if and only if it is of polynomial growth.

**Proof.** We indicate the proof for the $ax + b$ group. The general proof is based on this argument and some structure theory for Lie groups, particularly that of solvable Lie groups.

Let $G = AB$ be a semidirect product where $B = \mathbb{R}$ is normal and $A = \mathbb{R}^+$ acts on $B$ by multiplication. If $X$ is a $G$-space with generalized discrete
spectrum, and $X_1$ is the factor of $X$ with discrete spectrum, then $B$ must act trivially on $X_1$ since all finite dimensional unitary representations of $G$ are one dimensional and thus factor through $B = [G, G]$. It therefore suffices to show the following: suppose $\varphi: X \to Y$ is an extension of $G$-spaces with relatively discrete spectrum and suppose $B$ acts trivially on $Y$; then $B$ acts trivially on $X$.

To prove this assertion, let $L^2(X) = \sum_{\gamma} W_\gamma$, $W_\gamma$ a finitely generated $L^\infty(Y)$-module which is $G$-invariant. Let $\mu, \nu$ be the given measures on $X$ and $Y$ respectively, and decompose $\mu$ with respect to $\nu$ over the fibers of $\varphi$. Thus, we write $\mu = \int \mu_\gamma d\nu(\gamma)$ where $\mu_\gamma$ is supported on $\varphi^{-1}(\gamma)$. This gives us a direct integral decomposition $L^2(X) = \int \otimes L^2(\varphi^{-1}(\gamma), \mu_\gamma) d\nu(\gamma)$. For each $\gamma$, we have $a(\gamma, g): L^2(\varphi^{-1}(\gamma), \mu_\gamma) \to L^2(\varphi^{-1}(\gamma), \mu_\gamma)$ given by $[a(\gamma, g)f](z) = f(\gamma z)$ for $z \in \varphi^{-1}(\gamma)$. Fix $i$. Saying that $W_\gamma$ is finitely generated means that there is a finite dimensional subspace, such that $W_\gamma = \int \otimes V_\gamma d\nu(\gamma)$ and $a(\gamma, g)V_\gamma = V_\gamma$. For $g \in B, \gamma g = \gamma$, so $a(\gamma, g) V_\gamma = V_\gamma$. For each $\gamma$, we have $n$ elements in $\hat{B} = \text{character group of } B$. Furthermore, $G$ acts on $\hat{B}$ and one can check that the cocycle identity for $a$ implies

\[ (\alpha | \{\gamma\} \times B) \cdot g = \alpha | \{\gamma g\} \times B, \quad \text{where} \approx \text{means unitary equivalence.} \]

Let $\hat{B}^n/S_n$ ($S_n$ is the symmetric group on $n$ letters) be the set of unordered $n$-tuples of elements of $\hat{B}$. We have a map $\Phi: Y \to \hat{B}^n/S_n$, and $(\ast)$ implies that $\Phi$ is a $G$-map. The action of $G$ on $\hat{B} \approx \mathbb{R}$ has three orbits, namely the origin and the $2$ half lines. From this it is easy to see that every $G$-orbit in $\hat{B}^n$ (and hence in $\hat{B}^n/S_n$) is locally closed, and that the only compact $G$-orbit is the identity (i.e. the origin). But $\Phi_\ast(\mu)$ is a finite invariant ergodic measure on $\hat{B}^n/S_n$. By smoothness, this must be supported on an orbit and by finiteness and invariance, this must clearly be the zero orbit. Thus, $\alpha | \{\gamma\} \times B$ is the identity for all $\gamma$, so $B$ acts trivially on each $W_\gamma$. Therefore, $B$ is trivial on $L^2(X)$ and hence on $X$ as well.

Finally, we remark that the notion of generalized discrete spectrum yields a type of structure theorem for general actions with finite invariant measure that is sometimes useful. If $S$ is an ergodic $G$-space, it is not always true that $S \times S$ is also ergodic, where $G$ acts by $(s, t)g = (sg, tg)$. If this additional ergodicity property holds, the action is called weakly mixing. More generally, if $X \to Y$ is an ergodic extension of $Y$, the fibered product $X \times_Y X$ has a natural $G$-invariant measure on it [47], but this action no longer need be ergodic. Once again, if this extra ergodicity holds, the extension $X$ is called relatively weak mixing over $Y$. Given any ergodic $G$-space $X$, there is a unique maximal factor $Z$ of $X$ such that $Z$ has generalized discrete spectrum and $X$ is relatively weakly mixing over $Z$. Thus we break $X$ up into a factor whose structure we know explicitly, and an extension with extra ergodicity properties. Of course, simply by knowing that an action or extension is weak mixing does not say very much about its detailed structure, so for most questions, this is not a satisfactory structure theorem aside from the factor $Z$. Nevertheless, weak mixing does clearly have some information, and thus one can hope to find this decomposition useful in some circumstances. An example of this appears in recent work.
of Furstenberg. Szemerédi recently succeeded in proving a conjecture of Erdős which asserts that every set of positive integers of positive upper density contains arithmetic progressions of arbitrary (finite) length. In [17], Furstenberg gave another proof of Szemerédi’s theorem, first by converting this to a statement about measure preserving integer actions, and then proving the latter by proving it first for actions with generalized discrete spectrum, and then showing the property is preserved by passing to relatively weakly mixing extensions.

5. Amenability. The notion of an amenable group can be described in a variety of ways. Here, we shall focus on the fixed point property.

Let \( E \) be a separable Banach space, \( E^* \) the dual, \( E_1^* \) the unit ball in \( E^* \), and Iso\((E)\) the group of isometric isomorphisms of \( E \). Suppose \( \pi: G \to \text{Iso}(E) \) is a representation of \( G \) on \( E \), and that \( A \subset E_1^* \) is a compact convex \( G \)-invariant set. (Here \( G \) acts on \( E^* \) via the adjoint representation, \( \pi^*(g) = (\pi(g^{-1}))^* \).)

**Definition 5.1.** \( G \) is amenable if for all \( \pi \) and \( A \) as above, there is a fixed point for \( G \).

For example, if \( G \) is amenable and \( G \) acts continuously on a compact metric space \( X \), then there is a \( G \)-invariant probability measure on \( X \). We simply apply the definition to \( E = C(X) \) where \( A \subset C(X)_1^* \) is the set of probability measures. In fact a standard convexity argument shows that \( G \) is amenable if and only if there is a \( G \)-invariant measure on every compact metric \( G \)-space.

Abelian groups are amenable by the Markov-Kakutani fixed point theorem, and compact groups are easily seen to be amenable. If \( 0 \to A \to B \to C \to 0 \) is an exact sequence, then \( B \) is amenable if and only if \( A \) and \( C \) are amenable. Thus, groups with a cocompact solvable normal subgroup are amenable. Every connected amenable group is of this form, but this is no longer true among all discrete groups [18].

We now wish to define the notion of an amenable ergodic action of a group, originally introduced in [51]. This will include all actions of amenable groups, as well as some actions of nonamenable groups. We begin by describing certain classes of \( G \)-invariant compact convex sets that arise from an ergodic \( G \)-space \( S \).

So suppose \( S \) is an ergodic \( G \)-space and \( \alpha: S \times G \to \text{Iso}(E) \) is a cocycle. We then have the adjoint cocycle \( \alpha^*(s, g) = (\alpha(s, g)^{-1})^* \), and the \( \alpha^* \)-twisted action on \( L^\infty(S, E^*) \), given by \( (g \cdot f)(s) = \alpha^*(s, g)f(sg) \), for \( f \in L^\infty(S, E^*) \). We observe that \( L^\infty(S, E^*) = (L^1(S, E))^* \), so that \( L^\infty(S, E^*) \) is a dual space. We want to describe certain \( G \)-invariant compact convex sets in the unit ball of this dual space. One natural possibility is to take \( A \subset E_1^* \) compact, convex, and satisfying the condition \( \alpha^*(s, g)A = A \). Then \( F(S, A) \) (= measurable functions \( S \to A \)) will be a compact convex \( G \)-invariant set in \( L^\infty(S, E^*) \). However, it is also possible to vary the set \( A \) as we move from point to point in \( S \). Thus, suppose \( \{A_s\} \) is a collection of compact convex subsets \( A_s \subset E_1^* \), which vary measurably in \( s \), and satisfying the condition \( \alpha^*(s, g)A_{sg} = A_s \). Then \( F(S, \{A_s\}) = \{ f \in L^\infty(S, E^*) | f(s) \in A_s \} \) is a compact convex \( G \)-invariant set.
**Definition 5.2 [51].** Call a set of the form \( F(S, \{ A_s \}) \) a compact convex set over \( S \). An ergodic action of \( G \) on \( S \) is called amenable if every compact convex \( G \)-invariant set over \( S \) has a fixed point.

Thus while amenability of \( G \) demands a fixed point in every compact convex set, amenability of the action demands a fixed point only in compact convex sets over the action. We also remark that the condition that one has a fixed point simply means \( \alpha^*(s, g)f(sg) = f(s) \) for \( f: S \to \mathbb{E}^* \), \( f(s) \in A_s \). As an example of how one can use this condition, suppose \( S \) is an amenable \( G \)-space and that \( X \) is a compact metric \( G \)-space. Let \( M(X) \) be the space of probability measures on \( X \). We have a representation \( \pi: G \to \text{Iso}(C(X)) \) and hence a cocycle \( \alpha: S \times G \to \text{Iso}(C(X)) \) by restriction, i.e. \( \alpha(s, g) = \pi(g) \). \( M(X) \) will be a \( G \)-invariant compact convex set, and thus we can take \( A_s = M(X) \) for all \( s \). (So for this example, we did not have to vary the compact convex set in going from point to point.) Amenability of the action then implies that there is a function \( f: S \to M(X) \) such that \( \alpha^*(s, g)f(sg) = f(s) \), i.e., \( \pi^*(g)f(sg) = f(s) \).

Switching to a right action on \( M(X) \), we obtain that \( f(sg) = f(s) \cdot g \). Thus, we conclude that if \( S \) is an amenable ergodic \( G \)-space, \( X \) a compact metric \( G \)-space, then there is a measurable \( G \)-map \( f: S \to M(X) \).

We now list some basic properties. Proofs can be found in [51, 52].

**Proposition 5.3.** (a) If \( G \) is amenable, every ergodic \( G \)-space is amenable.

(b) If \( S \) is an amenable ergodic \( G \)-space with finite invariant measure, then \( G \) is amenable.

(c) If \( S = G/H \), then \( G/H \) is an amenable \( G \)-space if and only if \( H \) is amenable.

(d) If \( S \) is an amenable ergodic \( G \)-space, and \( \Gamma \subset G \) is a closed subgroup, then the restriction of the action on \( S \) to \( \Gamma \) is amenable.

**Example 5.4.** Let \( \Gamma \subset \text{SL}(2, \mathbb{R}) \) be a lattice and consider the ergodic action of \( \Gamma \) on the boundary circle of the Poincaré disk. This is just the action of \( \Gamma \) on \( \text{SL}(2, \mathbb{R})/P \) where \( P \) is the upper triangular subgroup. Since \( P \) is amenable, the \( \Gamma \)-action on the boundary circle is amenable by (c) and (d) of the above proposition. More generally, let \( G \) be a semisimple Lie group, \( \Gamma \subset G \) a lattice, and \( P \subset G \) a minimal parabolic subgroup. Then \( P \) is amenable and so \( \Gamma \) acting on \( G/P \) is amenable.

This example indicates how natural and important examples of actions of nonamenable groups are amenable. Assertion (c) of the above proposition shows that any group has amenable transitive actions. More generally, we have the following.

**Proposition 5.5 [52].** If \( H \subset G \) is a closed subgroup and \( S \) is an ergodic \( H \)-space, then \( S \) is an amenable \( H \)-space if and only if \( \text{ind}^G_H(S) \) is an amenable \( G \)-space.

This proposition raises the following question. Although one can have amenable actions of nonamenable groups, does every such action come in a simple way from an action of an amenable subgroup, namely just by inducing? In fact, the answer in general is no. One can show that if \( \Gamma \subset \text{SL}(2, \mathbb{C}) \) is a
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lattice, then $\Gamma$ is amenable on $\mathbb{CP}^1$ (this is just Example 5.4) but that this action
is not induced from an action of an amenable subgroup. This latter fact is not
trivial, and a proof is given in [52]. On the other hand, we do have the
following.

**Theorem 5.6 [52, 55].** Let $G$ be a connected group. Then every amenable
ergodic action of $G$ is induced from an action of an amenable subgroup.

**Proof.** We give the proof for $G$ semisimple. Let $S$ be an amenable $G$-space
and $P \subset G$ be a minimal parabolic subgroup. Since $G/P$ is compact, by the
remarks following Definition 5.2, there is a measurable $G$-map $f: S \to M(G/P)$,
where the latter is the space of probability measures on $G/P$. The proof will
now follow from two basic results about the action of $G$ on $M(G/P)$. The first
is due to the author, the second to C. C. Moore [33].

**Theorem 5.7 [52, 55].** Let $G$ be a connected semisimple Lie group and $P \subset G$
any parabolic subgroup. Then every element in $M(G/P)$ has a locally closed orbit
under the $G$-action.

**Theorem 5.8 (C. C. Moore [33]).** Let $G$ be a connected semisimple Lie group
with trivial center and $P \subset G$ a minimal parabolic subgroup. Let $\mu \in M(G/P)$
and $G_\mu$ the stabilizer of $\mu$ in $G$. Then $G_\mu$ is an amenable algebraic group. (By
algebraic, we mean the intersection of $G$ with an algebraic subgroup of $G$, where
the latter is an algebraic subgroup containing $G$ as a subgroup of finite index.)

To conclude the proof of Theorem 5.6 given these results, we simply observe
that Theorem 5.7 asserts the smoothness of the $G$-action on $M(G/P)$, so if $m$
denotes the measure on $S$, then $f_\ast(m)$ is quasi-invariant and ergodic on
$M(G/P)$ and hence supported on an orbit. Thus we can consider $f$ as $f$
$S \to G/H$, where $H$ is the stabilizer of an orbit. But by Theorem 5.8, $H$ is
amenable so the result follows from Proposition 1.11.

Without giving a proof of Theorems 5.7 and 5.8, let us at least try to give
some indication of why they are true. To this end, we state the following
lemma of Furstenberg [15].

**Lemma 5.9 (Furstenberg).** Suppose $g_n \in SL(n, \mathbb{R})$, $g_n \to \infty$. Let $\mu \in M(P^{n-1})$ and suppose $\mu \cdot g_n \to \nu$ for some $\nu \in M(P^{n-1})$. Then $\nu$ is supported on
a union of two proper projective subspaces.

**Remark.** (i) Since the set of measures supported on a union of two proper
projective subspaces is closed, this shows that the orbit of any $\mu$ not so
supported is locally closed. This is the beginning of an inductive procedure for
proving Theorem 5.7.

(ii) If $H \subset SL(n, \mathbb{R})$ leaves a measure fixed, then $H$ is either compact or
leaves the union of finitely many proper subspaces invariant. Both of these
conditions are “algebraic”. Proceeding inductively, one should obtain either
compactness or further splitting. This should result in an algebraic object
which is a compact extension of a solvable group. In this way, Lemma 5.9
suggests Theorem 5.8 as well.
Proof of Lemma 5.9. Let $h_n = g_n/\|g_n\|$. Then $\|h_n\| = 1$, $\det(h_n) \to 0$, so we can assume $h_n \to h$, $h \neq 0$, $\det(h) = 0$. Let $V = \text{range}(h)$, $N = \ker(h)$, $[V]$, $[N]$ the corresponding projective subspaces in $\mathbb{P}^{n-1}$. Write $\mu = \mu_1 + \mu_2$ where support($\mu_1$) $\subset [N]$, support($\mu_2$) $\subset \mathbb{P}^{n-1} - [N]$. If $x \in \mathbb{P}^{n-1} - [N]$, then as $n \to \infty$, $h_n(x) \to h(x) \in [V]$. Passing to a subsequence, we can write

$$v = \lim \mu \cdot g_n = \lim \mu_1 \cdot g_n + \lim \mu_2 \cdot g_n,$$

and the previous sentence implies $\lim \mu_2 \cdot g_n$ is supported on $[V]$. We also have $\lim \mu_2 \cdot g_n$ supported on $[W]$ where $\lim [N] \cdot g_n = [W]$.

We now turn to the theory of orbit equivalence for amenable actions. We begin with an observation.

Proposition 5.10. For free ergodic actions amenability is an invariant of orbit equivalence.

The circle of ideas concerning orbit equivalence began in the late 1950s with the work of H. Dye [10, 11] and for amenable actions has been brought to complete form very recently. We begin with the fundamental theorem of Dye.

Theorem 5.11 (Dye [10]). All finite measure preserving (properly) ergodic $\mathbb{Z}$-actions are orbit equivalent.

This was later extended to the $\sigma$-finite case by Krieger [25].

Theorem 5.12 (Krieger). All $\sigma$-finite (but not finite) measure preserving $\mathbb{Z}$-actions are orbit equivalent.

Krieger also extended the theorem to the case of quasi-invariant measure without equivalent invariant measure. He showed that a measurement of the extent to which the action fails to be measure preserving is a complete invariant of orbit equivalence. Namely, let $X$ be an ergodic $G$-space, and $r: X \times G \to \mathbb{R}^+$ be the Radon-Nikodym cocycle. Let $\Delta: G \to \mathbb{R}^+$ be the modular function of $G$, and let $m: X \times G \to \mathbb{R}^+$ be $m(x, g) = r(x, g)\Delta(g)^{-1}$. We call $m$ the modular cocycle. The Mackey range of this cocycle will be an ergodic $\mathbb{R}^+$-action, which we call the modular flow or the modular range. For unimodular groups, the modular flow will be translation of $\mathbb{R}^+$ on $\mathbb{R}^+$ itself if and only if there is an invariant measure for the action (for then the Radon-Nikodym cocycle is trivial (Proposition 3.6)).

Theorem 5.13 (Krieger). For $\mathbb{Z}$-actions with quasi-invariant measure, and not possessing (an equivalent) finite invariant measure, the modular flow is a complete invariant of orbit equivalence.

A good account of Krieger’s work is [44].

Example 5.14. Let us see how to compute the modular flow in some examples. Let $\Gamma \subset \text{SL}(2, \mathbb{R})$ be a lattice, $P$ the upper triangular subgroup. The Radon-Nikodym cocycle for the action of $G = \text{SL}(2, \mathbb{R})$ on $G/P$ is the cocycle $\alpha: G/P \times G \to \mathbb{R}^+$ corresponding to the homomorphism $P \to \mathbb{R}^+$ given by $\Delta_P$, the modular function of $P$. Clearly $r: G/P \times \Gamma \to \mathbb{R}^+$ is just $\alpha| G/P \times \Gamma$. Now the $\Gamma$ action on $G/P \times \Gamma \to \mathbb{R}^+$ that appears in the construction of the
Mackey range is just the restriction to $\Gamma$ of the $G$-action $G/P \times_\alpha \mathbb{R}^+$. Since $\Delta: P \to \mathbb{R}^+$ is surjective, as is well known, this is the $G$-action $G/P \times_\alpha P/\ker \Delta_p$ on which $G$ acts transitively with stabilizer $\ker \Delta_p$. Thus as a $\Gamma$-space, $G/P \times_\alpha \mathbb{R}^+$ is just the action of $\Gamma$ on $G/\ker \Delta_p$. Since $\ker \Delta_p$ is not compact, by Moore’s ergodicity theorem (§2) $\Gamma$ is ergodic on this space. Thus there is only one ergodic component, and so the modular flow is the action of $\mathbb{R}^+$ on a point. This computation can clearly be carried out on any semisimple noncompact Lie group. If $\Gamma$ is a lattice in such a group $G$, and $P \subset G$ is a minimal parabolic, then the modular flow of the action of $\Gamma$ on $G/P$ will be the action of $\mathbb{R}^+$ on a point.

The Dye-Krieger theorems were extended over the years by a number of persons to include within its framework actions of larger classes of groups. (In fact Dye did not restrict himself to the integers.) This work has recently culminated with the following theorems.

**Theorem 5.15 (Connes-Feldman-Ornstein-Weiss [8, 37]).** (i) A free properly ergodic action of a discrete group is amenable if and only if it is orbit equivalent to a $\mathbb{Z}$-action.

(ii) The Dye-Krieger Theorems 5.11–5.13 hold for the class of amenable properly ergodic actions of discrete groups.

**Theorem 5.16 (Connes-Feldman-Ornstein-Weiss [8, 37]).** (i) A free properly ergodic action of a continuous group is amenable if and only if it is orbit equivalent to an $\mathbb{R}$-action.

(ii) For such actions, the modular flow is a complete invariant of orbit equivalence. In particular, any two free properly ergodic actions of continuous amenable unimodular groups with invariant measure are orbit equivalent.

**Example 5.17.** If $G$ is a semisimple noncompact Lie group, $\Gamma \subset G$ a lattice, $P \subset G$ a minimal parabolic, we saw in Example 5.14 that the modular flow of $\Gamma$ on $G/P$ is independent of $G$ and $\Gamma$. Since these actions are amenable, Theorem 5.15 says that they are all orbit equivalent.

6. Rigidity: The Mostow-Margulis theorem and a generalization to ergodic actions. In this lecture we shall describe the proof of the Mostow-Margulis rigidity theorem for lattices in semisimple Lie groups and indicate how this result can be extended to yield results about orbit equivalence for ergodic actions of semisimple groups and their lattices.

**Theorem 6.1 (Mostow-Margulis Rigidity).** Let $G, G'$ be connected semisimple Lie groups with finite center, no compact factors, and $\Gamma, \Gamma'$ irreducible lattices in $G, G'$ respectively. Suppose $\mathbb{R}$-rank($G) \geq 2$. Then

(i) if $\Gamma$ and $\Gamma'$ are isomorphic, then $G$ and $G'$ are locally isomorphic.

(ii) In the center free case, any isomorphism $\Gamma \to \Gamma'$ extends to a rational isomorphism $G \to G'$.

This was first proved for cocompact lattices by Mostow [36] and for noncocompact lattices by Margulis [27]. In an extraordinary and highly original and innovative paper, Margulis then gave an alternate proof in [28]
which subsumed both cases, gave stronger results on the extension of homomorphisms from $\Gamma$ to $G'$, and which was powerful enough to prove the arithmeticity of lattices. In [55] we showed how Margulis' techniques could be incorporated into a proof of rigidity for ergodic actions. Theorem 6.1 is also true without the $R$-rank assumption as long as $G \neq \text{PSL}(2, \mathbb{R})$. This is due to Mostow [36] and Prasad [39]. We now describe rigidity for ergodic actions.

**Definition 6.2 [55].** Suppose $G$ is a semisimple connected Lie group with finite center and no compact factors. An ergodic $G$-space $S$ is called irreducible if every noncentral normal subgroup of $G$ is also ergodic on $S$. (Thus if $T$ is a lattice, $G/T$ is irreducible if and only if $T$ is irreducible.)

**Theorem 6.3 [55] (Rigidity for Ergodic Actions).** Let $G$, $G'$ be connected semisimple Lie groups with finite center and no compact factors, $S$, $S'$ free irreducible ergodic $G$, $G'$-spaces, respectively, with finite invariant measure. Let $R$-rank($G$) $\geq 2$. Suppose the actions are orbit equivalent. Then

(i) $G$ and $G'$ are locally isomorphic,

(ii) in the centerfree case, we can take $G = G'$, and then the actions on $S$ and $S'$ are automorphically conjugate.

Thus, this theorem asserts that one has behavior that is diametrically opposed to the behavior of actions of amenable groups. Although Theorems 6.1 and 6.3 look rather different, let us show that they are both direct consequences of the following theorem.

**Theorem 6.4 [55].** Let $G$, $G'$ be connected semisimple Lie groups with trivial center and no compact factors, and let $S$ be an irreducible ergodic $G$-space with finite invariant measure. Assume $R$-rank($G$) $\geq 2$. Let $\alpha: S \times G \to G'$ be a cocycle whose Mackey range is Zariski dense in $G'$. Then $\alpha$ is equivalent to a cocycle $\beta$ that is the restriction of a rational epimorphism $\pi: G \to G'$.

To deduce Theorem 6.1 from Theorem 6.4, one observes that when applied to the case $S = G/\Gamma$ and $\alpha: G/\Gamma \times G \to G'$ a cocycle corresponding to a homomorphism $\Gamma \to G'$, Theorem 6.4 yields the following theorem of Margulis.

**Theorem 6.5 (Margulis).** $G$, $G'$ as in Theorem 6.4, $R$-rank($G$) $\geq 2$, $\Gamma \subset G$ an irreducible lattice. Suppose $\pi: \Gamma \to G'$ is a homomorphism with $\pi(\Gamma)$ Zariski dense in $G'$. Then $\pi$ extends to a rational epimorphism $G \to G'$.

Theorem 6.1 then follows. To deduce Theorem 6.3 from Theorem 6.4, one simply applies Theorem 6.4 to the cocycle $\alpha: S \times G \to G'$ coming from an orbit equivalence. The hypotheses of Theorem 6.4 are satisfied since the Mackey range of $\alpha$ is the $G'$-space $S'$ and the Borel density theorem implies Zariski density. The conclusion of 6.4 implies that of 6.3 by Proposition 3.3.

Let us give an example of how to apply Theorem 6.3 to some natural examples.

**Corollary 6.6 [55].** Let $G$, $G'$ be connected simple noncompact Lie groups with finite center, $\Gamma$, $\Gamma' \subset G$, $G'$ lattices and suppose $S$, $S'$ are free ergodic $\Gamma$-,
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\( \Gamma' \)-spaces with finite invariant measure. Suppose \( \textbf{R}-\text{rank}(G) \geq 2 \), and that the \( \Gamma \)-action on \( S \) and \( \Gamma' \)-action on \( S' \) are orbit equivalent. Then \( G \) and \( G' \) are locally isomorphic.

**Proof.** Let \( X = \text{ind}_G^\Gamma(S) \), \( X' = \text{ind}_G^{\Gamma'}(S') \). Then one easily checks that the hypothesis of Theorem 6.3 is satisfied.

**Example 6.7** [55]. As we vary \( n, n \gg 2 \), the natural actions of \( \text{SL}(n, \mathbb{Z}) \) on \( \mathbb{R}^n/\mathbb{Z}^n \) by automorphisms are mutually nonorbit equivalent.

We now turn to some proofs. We will not prove Theorem 6.4 here, but rather only Theorem 6.5 (which therefore gives us a proof of Theorem 6.1). The first part of the proof we present is different from Margulis' original argument. Instead, we present an argument which generalizes nicely when one attempts to prove Theorem 6.4. It is perhaps also more transparent than the original argument. The second part of the proof will be that of Margulis, although we shall try to give some motivation. For the proof of Theorem 6.4, see [55].

**Proof of Theorem 6.5.** Let \( P \subset G \), \( P' \subset G' \) be minimal parabolic subgroups. We have a homomorphism \( \pi: \Gamma \to G' \) and hence \( G'/P' \) becomes a compact metrizable \( \Gamma \)-space. On the other hand, as we observed in Example 5.4, the action of \( \Gamma \) on \( G/P \) is ergodic and amenable. By the remarks following Definition 5.2, there is a measurable \( \Gamma \)-map \( \varphi: G/P \to M(G'/P') \), the latter space being the space of probability measures on \( G'/P' \). By Theorem 5.7, the action of \( G' \) on \( M(G'/P') \) is smooth, so \( M(G'/P') = [M(G'/P')]/G' \) is countably separated and generated. Since \( \varphi \) is a \( \Gamma \)-map, \( \varphi(xy) = \varphi(x)\pi(y) \), so \( \varphi(xy) = \varphi(x) \) in \( M(G'/P') \). By ergodicity of \( \Gamma \) on \( G/P \), the projection of \( \varphi \) into \( M(G'/P') \) is essentially constant, i.e. \( \varphi(G/P) \) can be assumed to lie in one \( G' \)-orbit in \( M(G'/P') \). Thus, we can view \( \varphi \) as a \( \Gamma \)-map \( \varphi: G/P \to G'/P' \), and by Theorem 5.8, \( P' \) is an amenable algebraic subgroup. What we have done is to obtain a \( \Gamma \)-map \( \varphi \) where the image is no longer an infinite dimensional space \( M(G'/P') \) but an algebraic variety \( G'/P' \). The existence of such a measurable map \( \varphi \) is the first main step in the proof. The second step is the following fundamental lemma of Margulis.

**Lemma A.** \( \varphi: G/P \to G'/P' \) is a rational mapping of algebraic varieties.

Let us show why this lemma suffices to prove the theorem. Suppose \( \varphi: G'/P \to G'/P' \) is a rational mapping such that \( \varphi(xy) = \varphi(x)\pi(y) \). Let \( R(G/P, G'/P') \) be the space of rational mappings. Then \( G \times G' \) acts on \( R(G/P, G'/P') \) by

\[
[(g, g') \cdot f](x) = f(xg) \cdot (g')^{-1}.
\]

The fact that \( \varphi \) is a \( \Gamma \)-map means \( \varphi \) is fixed under \( \Gamma \), where \( \Gamma \) is identified with the subgroup of \( G \times G' \) given by \( \{(\gamma, \pi(\gamma))\} \). Let \( \bar{\Gamma} \) be the algebraic hull of \( \Gamma \) in \( G \times G' \). Then \( \varphi \) is also fixed under \( \bar{\Gamma} \). We claim that \( \bar{\Gamma} \) is the graph of homomorphism \( G \to G' \). Since \( \Gamma \) is Zariski dense in \( G \), \( \bar{\Gamma} \) must project onto all of \( G \). So suppose \( (g, h_1), (g, h_2) \in \bar{\Gamma} \). Then \( \varphi(xg) = \varphi(x)h_1 \) and \( \varphi(xg) = \varphi(x)h_2 \). Therefore \( h_1h_2^{-1} \) leaves \( \varphi(G/P) \) pointwise fixed. But \( \pi(\bar{\Gamma}) \) leaves \( \varphi(G/P) \) invariant, and since \( \pi(\bar{\Gamma}) \) is Zariski dense in \( G' \), \( \varphi(G/P) \) must be Zariski dense in \( G'/P' \). Therefore \( h_1h_2^{-1} \) leaves all \( G'/P' \) pointwise fixed, and
since \( \bigcap_{g \in G} gH'g^{-1} = \{ e \} \) (since it is an amenable normal subgroup), \( h_1h_2^{-1} = e \). Therefore \( \Gamma \) is the graph of a function \( G \to G' \), which is a homomorphism since \( \Gamma \subset G \) is Zariski dense and the map is a homomorphism on \( \Gamma \).

We now return to the proof of the lemma. We must show that a certain measurable mapping between varieties is actually rational. There is one well known situation in which a measurable map is known to have much stronger properties, namely if the map is a homomorphism. For example, any measurable homomorphism between Lie groups is \( C^{\infty} \), and similarly, any measurable homomorphism between real algebraic groups \( R \to R' \), with \( R \) reductive, will be rational on all unipotent subgroups of \( R \). Of course our map \( \varphi \) is defined on \( G/P \) which is not a group. However, up to a set of measure 0, it is a group. For example, consider \( G = \text{SL}(n, R) \), \( P = \) upper triangular subgroup. Let \( U \) be the lower triangular unipotent matrices. Then the natural map \( G \to G/P \) carries \( U \) onto an open subset of measure 1. Furthermore, this establishes an isomorphism of \( U \) with its image as algebraic varieties. Thus, we can view \( \varphi \) as a map \( U \to G'/H' \). Now, although we have \( \varphi \) defined on a group, it is not a homomorphism (as the image is not even a group). We do however, have some sort of algebraic relation, namely the fact that \( \varphi \) is a \( \Gamma \)-map. Thus we might hope to be able to force this algebraic relation to show that \( \varphi \) only depends upon a homomorphism of \( U \). This, however, is not possible. As we shall see, when we try to force the algebra, we shall need some commutativity of \( U \) with elements of \( A \), where \( A \) is the positive diagonals. But the centralizer of \( U \) in \( A \) is trivial. In the \( R \)-rank 1 case, we can proceed no further, but in higher rank all is not lost. Let us fix an element \( t \in A \), and consider the centralizer \( C_t \). For example, in \( \text{SL}(3, R) \), let

\[
\begin{pmatrix}
\lambda & 0 & 0 \\
0 & \lambda & 0 \\
0 & 0 & \lambda^2
\end{pmatrix}, \quad C_t = \left\{ \begin{pmatrix} M & 0 \\ 0 & \alpha \end{pmatrix} \right\} \text{ where } \alpha = (\det M)^{-1}.
\]

Let

\[ C_t'' = C_t \cap U = \left\{ \begin{pmatrix} 1 & 0 & 0 \\ a & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} \right\}. \]

Now \( U \cong R^3 \), and \( C_t'' \cong R \). Thus \( C_t'' \) will give us one direction in \( U \), and \( C_t \) is a reductive group that has a centralizer in \( A \). As we shall see, this will be enough to show that \( \varphi: U \to G'/H' \) depends rationally on \( C_t'' \). But now if we vary \( t \in A \), we can pick up the other directions in the same way. The following lemma of Margulis is now clearly relevant.

**Lemma B.** Let \( \varphi \) be a measurable function defined on \( R^n \times R^k \). If \( \varphi \) is rational in \( x \) for almost all \( y \in R^k \) and rational in \( y \) for almost all \( x \in R^n \), then \( \varphi \) is rational.

The above remarks about \( \text{SL}(n, R) \) extend to general \( G \). Thus, if we let \( U \) be the unipotent radical of the parabolic opposite to \( P \), then \( U \to G/P \) is an isomorphism of algebraic varieties with its image, the latter being open and of full measure. Let \( A \subset P \) be a maximal abelian \( R \)-diagonalizable subgroup and
Let $t \in A$, $t \neq 0$. Let $C_t$ be the centralizer of $t$ in $G$. Then $C_t$ is reductive. Letting $C_t^u = U \cap C_t$, $U$ can be built from the various $C_t^u$ by varying $t$. Thus, using Lemma B, it suffices now to prove the following. View $\varphi: G/P \to G'/H'$ as a map $\varphi: G \to G'/H'$, with $\varphi(pg) = \varphi(g)$, for $p \in P$.

**Lemma C.** For almost all $g \in G$, $\varphi(cg)$ depends rationally on $c$ for $c \in C_t^u$ (for any $t \in A$).

**Proof.** Let $C_t = C$. We want to study dependence of $\varphi$ on $C$, so for each $g \in G$, define $\omega_g: C \to G'/H'$ by $\omega_g(c) = \varphi(cg)$.

Thus we have a map $\omega: G \to F(C, G'/H')$, the latter being the space of measurable maps $C \to G'/H'$. Let $T = \{t^n\}$. Then $\omega_{tg}(c) = \omega(ctg) = \omega(tcg) = \omega(cg)$ (since $t \in P$), and so we have $\omega_{tg}(c) = \omega_{t^0}(c)$. Thus we can view $\omega$ as a map $\omega: G/T \to F(C, G'/H')$. We now use $\Gamma$-invariance of $\varphi$:

$$\omega_{g\gamma}(c) = \varphi(cg\gamma) = \varphi(cg)\pi(\gamma) = \omega_g(c) \cdot \pi(\gamma).$$

Thus, $\omega_{g\gamma}$ and $\omega_g$ are in the same $G'$-orbit in $F(C, G'/H')$, where $G'$ acts on the latter pointwise. We now need another smoothness result.

**Lemma D.** Every $G'$-orbit in $F(X, G'/H')$ is locally closed, where $X$ is a measure space.

We observe that if $X$ is finite, this is immediate from the fact that $F(X, G'/H')$ would then be a variety. Margulis observed that the lemma is true for any measure space $X$. For a simple proof, see the appendix of [55].

Returning now to the proof of Lemma C, we have that $\omega_{g\gamma} = \omega_g$ when projected to $[F(C, G'/H')]/G'$. By Lemma D, this latter space is countably generated and separated, and by Moore's theorem $\Gamma$ is ergodic on $G/T$. Therefore, all $\omega_g$ are equal when projected to $[F(C, G'/H')]/G'$, or equivalently, all $\omega_g$ lie in the same $G'$-orbit. So for $a, g \in G$, we have

$$\omega_{ag} = \omega_g \cdot h(a, g)$$

where $h(a, g) \in G'$ and $h$ is measurable. For any $f \in F(C, G'/H')$, let $G^f$ be the stabilizer, and $N_f$ the normalizer of $G^f$ in $G'$. Clearly for $a \in C$, $G^f_{\omega_g} = G^f_{\omega_g}$, so for $a \in C$, $h(a, g) \in N_{\omega_g}$. Suppose now that $a_1, a_2 \in C$. Then

$$\omega_g(c) \cdot h(a_1a_2, g) = \omega_{a_1a_2g}(c) = \varphi(ca_1a_2g)$$

$$= \omega_{a_2g}(ca_1) = \omega_g(ca_1) \cdot h(a_2, g)$$

$$= \varphi(ca_1g) \cdot h(a_2, g) = \omega_{a_1g}(c) \cdot h(a_2, g)$$

$$= \omega_g(c) \cdot h(a_1, g)h(a_2, g).$$

Thus, for almost all $g$, $a \to h(a, g)$ is a measurable homomorphism

$$C \to N_{\omega_g}/G^f_{\omega_g}.$$  

We have $\varphi(cag) = \varphi(cg) \cdot h(a, g)$. Thus for $a$ in any unipotent subgroup of $C$, $a \to \varphi(cag)$ depends rationally on $a$. Choosing this subgroup to be $c^{-1}C_t^u c$, we obtain $\varphi(bg)$ depends rationally on $b \in C_t^u$. This completes the proof.
7. Complements to the rigidity theorem for ergodic actions: Foliations by symmetric spaces and Kazhdan's property (T). The rigidity theorem for ergodic actions stated in §6 allowed us to distinguish ergodic actions of lattices on the basis of orbit equivalence if the actions had finite invariant measure (e.g. Corollary 6.6 and Example 6.7). However, some of the most interesting actions of lattices, e.g., the action of $\text{SL}(n, Z)$ on $\mathbf{P}^{n-1}$ or other flag and Grassman varieties, do not have finite invariant measure. We now indicate how to extend the rigidity theorem to enable us to deal with this situation. The main step is to first extend the rigidity theorem to actions of general connected groups.

Let $H$ be a connected group. Every locally compact group has a unique maximal normal amenable subgroup $N$. If $H$ is connected $H/N$ will be a product of noncompact connected simple Lie groups with trivial center. We shall say that an ergodic action of $H$ is irreducible if the inverse image in $H$ of each of these simple factors of $H/N$ is still ergodic.

**Theorem 7.1** [56]. Let $H, H'$ be connected locally compact groups, $N, N'$ the maximal normal amenable subgroups. Suppose $\text{R-rank}(H/N) \geq 2$. Let $S, S'$ be free ergodic irreducible $H$-, $H'$-spaces with finite invariant measure, and suppose the actions are orbit equivalent. Then $H/N$ and $H'/N'$ are isomorphic, and $N$ is compact if and only if $N'$ is also compact.

Thus, for connected groups, orbit equivalence implies isomorphism of the semisimple parts of the groups. The proof of this result is an extension of the proof of the rigidity theorem for ergodic actions of semisimple groups. To see how to apply this to obtain results about actions of lattices without invariant measure, observe that the orbit space of $\Gamma$ acting on $G/H$ can be identified with the orbit space of $H$ acting on $G/T$. Theorem 7.1 deals with the latter situation since now $G/T$ has a finite $H$-invariant measure, so we can try to apply this to the action of $\Gamma$ on $G/H$. One can then prove the following precise result.

**Theorem 7.2** [56]. Let $G, G'$ be connected semisimple Lie groups with finite center, $\Gamma, \Gamma'$ irreducible lattices. Let $H \subset G$, $H' \subset G'$ be almost connected noncompact subgroups. Assume the actions of $\Gamma$ on $G/H$ and $\Gamma'$ on $G'/H'$ are essentially free and orbit equivalent. Let $N, N' \subset H, H'$ be the maximal normal amenable subgroups, and suppose $\text{R-rank}(H/N) \geq 2$. Then $H/N$ and $H'/N'$ are locally isomorphic.

**Example 7.3** [56]. As we vary $n, n \geq 2$, the actions of $\text{SL}(n, Z)$ on $\mathbf{P}^{n-1}$ are mutually nonorbit equivalent. This follows by simply observing that the semisimple parts of the corresponding maximal parabolics in $\text{SL}(n, \mathbb{R})$ are not isomorphic. (Actually, Theorem 7.2 will not apply to compare the cases $n = 2$ and $n = 3$. However, the action of $\text{SL}(2, Z)$ on $\mathbf{P}^1$ is amenable, while the action of $\text{SL}(3, Z)$ on $\mathbf{P}^2$ is not.) In a similar fashion, one can read off a large number of results about actions of lattices on the flag and Grassman varieties.

A natural question that arises in light of Theorem 7.1 is how sensitive orbit equivalence is to the way in which $H$ is built from $N$ and $H/N$. For example, what is the relation of actions of $\text{SL}(n, \mathbb{R}) \times \mathbb{R}^n$ to that of $\text{SL}(n, \mathbb{R}) \bigotimes \mathbb{R}^n$?
where the latter semidirect product just results from the natural action of $\text{SL}(n, \mathbb{R})$ on $\mathbb{R}^n$? To answer this question, we recall Kazhdan’s notion of property (T) for groups, and then indicate how to define this for actions.

Let $G$ be a locally compact group, and $I$ the one dimensional trivial representation. If $\pi_n, \pi$ are unitary representations of $G$, then recall $\pi_n \to \pi$ means that for any unit vectors $v_1, \ldots, v_k \in H_\pi$ there exist unit vectors $v_1^n, \ldots, v_k^n \in H_{\pi_n}$ such that $\langle \pi_n(g) v_i^n | v_j^n \rangle \to \langle \pi(g) v_i | v_j \rangle$ uniformly on compact sets in $G$ for each $i, j$. Kazhdan [24] defined a group to have property (T) if $\pi_n \to I$ implies $I \leq \pi_n$ for $n$ sufficiently large.

**Theorem 7.4 (Kazhdan [24, 9]).** (i) Semisimple Lie groups with all simple factors having R-rank at least 2 have property (T). (Actually, Kazhdan proved this assuming R-rank $\geq 3$. That one only need assume R-rank $\geq 2$ was observed by a number of persons, e.g. [9].)

(ii) Any lattice subgroup of a group with property (T) also has property (T).

We shall also need the following result of Wang.

**Theorem 7.5 (Wang [46]).** $\text{SL}(n, \mathbb{R}) \ominus \mathbb{R}^n$ has property (T), and hence so does $\text{SL}(n, \mathbb{Z}) \ominus \mathbb{Z}^n$ ($n \geq 3$).

We now define property (T) for ergodic actions. For simplicity, we restrict attention to actions of discrete groups. This notion for actions originally appeared in [57].

Let $G$ be a discrete group, $S$ an ergodic $G$-space. Let $\alpha: S \times G \to U(H)$ be a unitary group valued cocycle. Let $v, w: S \to H$ be Borel functions with $\|v\|_\infty = \|w\|_\infty = 1$. Let $f_{\alpha, v, w}: S \times G \to \mathbb{C}$ be given by

$$f_{\alpha, v, w}(s, g) = \langle \alpha(s, g) v(sg) | w(s) \rangle.$$

We consider $f_{\alpha, v, w}$ as a function $G \to F(S, \mathbb{C})$, and we endow $F(S, \mathbb{C})$ with the topology of convergence in measure. For cocycles $\alpha_n, \alpha$, we say $\alpha_n \to \alpha$ if given $v_1, \ldots, v_k: S \to H_{\pi}, \|v_i\|_\infty = 1$, there exist $v_1^n, \ldots, v_k^n: S \to H_{\pi_n}$ such that $f_{\alpha_n, v_1^n, \ldots, v_k^n} \to f_{\alpha, v_1, \ldots, v_k}$ pointwise on $G$ (i.e. in measure on $S$ for each $g \in G$) for all $i, j$. $\alpha_n \to I$ means $\alpha \sim \beta$ where $\beta(s, g)v = v$ for some nonzero vector $v$.

**Definition 7.6 [57].** The action of $G$ on $S$ has property (T) if $\alpha_n \to I$ implies $\alpha_n \geq I$ for $n$ sufficiently large. Here $I$ is the one dimensional trivial cocycle and $\alpha \geq I$ means $\alpha \sim \beta$ where $\beta(s, g)v = v$ for some nonzero vector $v$.

We then have the following results.

**Theorem 7.7 [57].** (a) If $G$ has property (T), and $S$ has a finite invariant measure then $S$ has property (T).

(b) If $S$ has property (T), finite invariant measure and is weak mixing (i.e. there are no finite dimensional invariant subspaces in $L^2(S) \ominus \mathbb{C}$), then $G$ has property (T).

(c) For free actions of discrete groups, property (T) is an invariant of orbit equivalence.

Combining 7.5 and 7.7, we have the following, showing that, in fact, orbit equivalence is quite sensitive to the way $H$ is constructed from $N$ and $H/N$. 
Corollary 7.8 [57]. Let \( n \geq 3 \), and \( \Gamma_1 = \text{SL}(n, \mathbb{Z}) \times \mathbb{Z}^n \), \( \Gamma_2 = \text{SL}(n, \mathbb{Z}) \backslash \mathbb{R}^n \). Then \( \Gamma_1 \) and \( \Gamma_2 \) do not have free orbit equivalent weakly mixing actions with finite invariant measure.

We shall now describe a geometric interpretation of the rigidity theorem for ergodic actions. We begin by recalling the geometric formulation of the Mostow-Margulis theorem. Let \( G \) be a connected semisimple Lie group with finite center and no compact factors, \( K \subset G \) a maximal compact subgroup, and \( \Gamma \subset G \) a torsion free lattice. Then \( G/K \) is a Riemannian symmetric space (diffeomorphic to Euclidean space), and \( \Gamma \) operates properly discontinuously on \( X = G/K \). Thus \( \Gamma \backslash X \) is a locally symmetric space of finite volume, and \( \pi_1(\Gamma \backslash X) \cong \Gamma \).

Theorem 7.9 (Mostow-Margulis Rigidity, Geometric Form). Let \( M_1, M_2 \) be locally symmetric Riemannian manifolds of finite volume whose universal covers, \( X_1, X_2 \) are symmetric spaces of purely noncompact type, and whose fundamental groups \( \pi_1(M_i) \) act as irreducible groups of isometries of \( X_i \). Suppose further that the rank of \( M_1 \) is at least 2. Then any isomorphism \( \pi_1(M_1) \to \pi_1(M_2) \) is induced by a diffeomorphism \( M_1 \to M_2 \) that is an isometry modulo normalizing scalar multiples.

Roughly speaking, this asserts that for a particular class of Riemannian manifolds, i.e. suitable locally symmetric spaces, that a purely topological invariant, namely the fundamental group, determines the Riemannian structure. We now describe an analogous geometric interpretation of the rigidity theorem for actions which will make an assertion about foliations by symmetric spaces.

Let \( G \) be a connected semisimple noncompact Lie group with finite center and no compact factors, \( K \subset G \) a maximal compact subgroup, and \( (S, \mu) \) a free ergodic \( G \)-space with finite invariant measure. Let \( Y = S/K \). Then because \( K \) is compact, \( Y \) is a standard Borel space, and the orbits in \( S \) yield an equivalence relation \( \mathcal{S} \) on \( Y \) in which each equivalence class can be identified with \( G/K \). Thus, \( (Y, \mathcal{S}) \) is a “Riemannian measurable foliation”, i.e., a measure space with an equivalence relation \( \mathcal{S} \) in which each equivalence class (or “leaf”) has the structure of a \( C^\infty \)-Riemannian manifold, so that these structures vary measurably in a suitable sense [53] over \( Y \). Given \( Y, Y' \), two spaces supporting Riemannian measurable foliations, we call them isometric if there is a measure space isomorphism between \( Y \) and \( Y' \) that carries leaves onto leaves isometrically (possibly after discarding null sets of leaves). By a transversal for \( (Y, \mathcal{S}) \) we mean a Borel set intersecting almost every leaf in a countable set. Such a set \( T \) will have a natural equivalence relation on it with countable equivalence classes (namely \( \mathcal{S} \mid T \)), and a natural measure class \( \nu \) satisfying the condition that for \( B \subset T \), \( \nu(B) = 0 \) if and only if the union of the leaves intersecting \( B \) has \( \mu \)-measure 0 [13, 41]. We call two Riemannian measurable foliations transversally equivalent if they have isomorphic transversals. By an isomorphism of transversals, we mean isomorphism as measure...
spaces with equivalence relations, i.e., a measure space isomorphism carrying one equivalence relation onto the other. This is a purely measure-theoretic invariant of the foliation. The following is the geometric version of Theorem 6.3.

**THEOREM 7.10** (RIGIDITY FOR FOLIATIONS BY SYMMETRIC SPACES). Let $G$, $G'$, $S$, $S'$ be as in Theorem 6.3. Let $Y = S/K$, $Y' = S'/K'$ where $K, K' \subset G, G'$ are the maximal compact subgroups. Let $(Y, \mathcal{F})$, $(Y', \mathcal{F}')$ be the associated Riemannian measurable foliations by symmetric spaces. If the foliations are transversally equivalent, then they are isometric, modulo normalizing scalar multiples (independent of the leaves).

Thus, roughly speaking, for suitable foliations in which the leaves are symmetric spaces, a purely measure-theoretic invariant, namely the measure theory of the transversal, determines the Riemannian structure on almost every leaf.

As we have already remarked, the rigidity theorem for lattices holds in the $\mathbb{R}$-rank 1 case as well as long as $G \neq \text{PSL}(2, \mathbb{R})$, although the proof we have given in §6 does not apply, and one must use other techniques, for example those of Mostow [36] and Prasad [39]. It is natural to inquire as to what extent the rigidity theorem for ergodic actions holds in the $\mathbb{R}$-rank 1 case as well. In [58] we proved the following result in this direction, applying basic results of Mostow [35] on quasi-conformal mappings.

**THEOREM 7.11** [58]. Let $S, S'$ be free ergodic $SO(1, n)/\{-, I\}$-spaces with finite invariant measure, and assume $n \geq 3$. Let $(Y, \mathcal{F})$, $(Y', \mathcal{F}')$ be the associated measurable foliations by hyperbolic space (as in the discussion preceding Theorem 7.10). If $(Y, \mathcal{F})$ and $(Y', \mathcal{F}')$ are quasi-conformally equivalent, then they are isometric (modulo a normalizing scalar independent of the leaf), and the actions of $SO(1, n)/\{-I\}$ on $S$ and $S'$ are automorphically conjugate.

Here, of course, quasi-conformal equivalence asserts the existence of a measure space isomorphism taking (almost all) leaves to leaves quasi-conformally. We remark that the analogous statement for $\mathbb{R}^n$ actions can be shown to be false by many counterexamples.

**8. Margulis' finiteness theorem.** In §6, we saw how the analysis of the ergodic action of $\Gamma$ on $G/P$ led to Margulis' proof of the rigidity theorem. Margulis has also demonstrated some other deep properties of this ergodic action and used this to obtain very strong results about the structure of $\Gamma$. More precisely, he has shown the following.

**THEOREM 8.1** (Margulis [30, 31]). Let $G$ be a connected semisimple Lie group with finite center and no compact factors, and assume $\text{R-rank}(G) \geq 2$. Let $\Gamma \subset G$ be an irreducible lattice, and $H = \Gamma/N$ a nonamenable quotient group. Then $N \subset Z/Z(G)$, the center of $G$, and in particular, is finite.

If we further assume that the $\mathbb{R}$-rank of every simple factor of $G$ is at least 2, then $\Gamma$ has property (T) of Kazhdan [24], and hence if $H = \Gamma/N$ is an
amenable quotient, \( H \) must also have property (T) and hence is finite. Thus, we conclude the following.

Corollary 8.2. Let \( G \) be a connected semisimple Lie group with finite center and assume \( R \)-rank of each simple factor of \( G \) is at least 2. Let \( \Gamma \subset G \) be an irreducible lattice. Then every normal subgroup of \( G \) is either finite or of finite index.

Margulis' results are in fact significantly more general, both in terms of taking lattices in products of algebraic groups defined over various local fields and in terms of rank restrictions. The basic difficult step in the proof of Theorem 8.1 is the following result concerning the action of \( \Gamma \) on \( G/P \). Let \( P' \) be another parabolic subgroup containing \( P \). Then there is a \( \Gamma \)-map \( G/P \to G/P' \), i.e. \( G/P' \) is a \( \Gamma \)-space factor of \( G/P \).

Theorem 8.3 (Margulis [30]). Let \( G, \Gamma \) be as in Theorem 8.1, \( P \subset G \) a minimal parabolic. Then any measurable factor of the \( \Gamma \)-space \( G/P \) is of the form \( G/P \to G/P' \) for some parabolic \( P' \supset P \).

In other words, every measurable \( \Gamma \)-factor of \( G/P \) is actually also a \( G \)-factor. This theorem is difficult and we will not prove it here. Instead, we show how to deduce Theorem 8.1 from it.

Let \( H = \Gamma / N \) be a nonamenable quotient. Then there is a compact metric \( H \)-space \( X \) so that there is no \( H \)-invariant measure on \( X \). We can also view \( X \) as a compact metric \( \Gamma \)-space. Since the action of \( \Gamma \) on \( G/P \) is amenable, by the discussion following Definition 5.2, there is a measurable \( \Gamma \)-map \( \phi: G/P \to M(X) \), where the latter is the space of probability measures on \( X \). If we let \( \mu \) be a measure on \( G/P \) in the natural measure class, then \((M(X), \phi_\ast(\mu))\) is a \( \Gamma \)-space factor of \( G/P \). Thus, there is some parabolic \( P' \) so that as \( \Gamma \)-spaces, \((M(X), \phi_\ast(\mu))\) is conjugate to \( G/P' \). Since there are no fixed points in \( M(X) \) under \( \Gamma \), \( P' \neq G \). But \( N \) acts trivially on \( M(X) \) by definition, so \( N \) is trivial on \( G/P' \) which implies \( N \subset \cap_{g \in G} gP'g^{-1} \), a proper normal subgroup of \( G \). Dividing \( G \) by its center, it clearly suffices to observe that if \( \Gamma \subset \prod_{i \in I} G_i \) is an irreducible lattice in a product of simple Lie groups with trivial center, that \( N = \Gamma \cap \cap_{i \in J} G_i \) is trivial for \( J \subset I \) a proper subset. But since \( N \) is normalized by \( \Gamma \) and \( \prod_{i \in I} G_i \), it is normalized by the product of these groups which is dense in \( G \) by irreducibility. The result follows.

9. Margulis' arithmeticity theorem. (This section will require a bit more knowledge about algebraic groups than previous sections. We also caution the reader that in this section, by algebraic group, Zariski closure, etc., we shall mean with respect to the algebraically closed field, unless we explicitly declare otherwise in a given instance.)

In this section we describe the proof of Margulis' arithmeticity theorem for lattices in semisimple Lie groups. The proof of the rigidity theorem in §6 was based on a result asserting that under suitable hypotheses, a homomorphism of \( \Gamma \) into a real algebraic group extended to a homomorphism of \( G \). This result is also basic to the proof of the arithmeticity theorem. However, we shall also
need results concerning homomorphisms of $\Gamma$ into complex groups and algebraic groups over local fields. With some additional comments, the proof of Theorem 6.5 can be applied to give us these needed results, so that the bulk of the work of the proof of arithmeticity has in fact already been done. But before passing to these arguments, let us recall the statement of the problem.

The first example of a lattice in a Lie group is the integer lattice $\mathbb{Z}^n \subset \mathbb{R}^n$. This is of course not the only lattice in $\mathbb{R}^n$. However if $L$ is any lattice there is an automorphism $A: \mathbb{R}^n \to \mathbb{R}^n$ such that $A(\mathbb{Z}^n) = L$. Thus, $L$ is “arithmetically” defined.

To get other examples of lattices, suppose $G \subset G L(n, \mathbb{C})$ is an algebraic group defined over $\mathbb{Q}$, i.e. there is an ideal $I \subset \mathbb{Q}[a_{ij}, \det(a_{ij})^{-1}]$ such that $G = \{a \in G L(n, \mathbb{C}) | p(a) = 0 \text{ for all } p \in I\}$. As usual, if $B \subset \mathbb{C}$ is any subring, we let

$$G_B = \{a \in G | a_{ij} \in B, \text{ for all } i, j \text{ and } \det(a_{ij})^{-1} \in B\}.$$

**Theorem 9.1** (Borel-Harish-Chandra [5]). *If $G$ is semisimple, then $G_Z$ is a lattice in $G_R$.*

For example, for $G = S L(n, \mathbb{C})$, we have $S L(n, \mathbb{Z})$ is a lattice in $S L(n, \mathbb{R})$. The question the arithmeticity theorem answers is to what extent this is a general construction, i.e. to what extent are lattices arithmetically defined? We now exhibit two ways of modifying a given lattice to obtain a new lattice.

**Definition 9.2.** If $\Gamma, \Gamma'$ are discrete groups, then $\Gamma$ and $\Gamma'$ are called commensurable if $[\Gamma: \Gamma \cap \Gamma'] < \infty$ and $[\Gamma': \Gamma \cap \Gamma'] < \infty$.

**Proposition 9.3.** If $\Gamma, \Gamma' \subset G$, $\Gamma$ is a lattice and $\Gamma, \Gamma'$ are commensurable, then $\Gamma'$ is a lattice.

For example, given that $S L(n, \mathbb{Z})$ is a lattice, $\{a \in S L(n, \mathbb{Z}) | a = I \text{ mod } p \text{ for a given prime } p\}$ is a commensurable lattice.

Here is another way to get new lattices.

**Proposition 9.4.** If $\Gamma \subset H$ is a lattice, $\varphi: H \to G$ a surjective homomorphism with compact kernel then $\varphi(\Gamma)$ is a lattice in $G$.

Margulis’ theorem says that aside from these two types of rather trivial modifications, every lattice in a semisimple Lie group of higher $\mathbb{R}$-rank arises as in Theorem 9.1. More precisely, let us make the following definition. (If $H$ is a group, $H^0$ denotes the topologically connected component of the identity.)

**Definition 9.5.** Let $G$ be a connected semisimple Lie group with trivial center and no compact factors. Let $\Gamma \subset G$ be a lattice. Then $\Gamma$ is called arithmetic if there exists an algebraic group $H$ defined over $\mathbb{Q}$, and a surjective homomorphism $\varphi$ such that

(i) $\text{kernel}(\varphi)$ is compact;

(ii) $\varphi(H_Z \cap H^0_R)$ is a lattice in $G$ commensurable with $\Gamma$.

**Theorem 9.6** (Margulis [28]). *Let $G$ be as in Definition 9.5, and assume $R$-rank$(G) \geq 2$. Then any irreducible lattice in $G$ is arithmetic.*
As we indicated above, the proof is based on two further results about homomorphisms of $\Gamma$.

**Theorem 9.7 (Margulis [28]).** Let $\Gamma \subset G$ be an irreducible lattice, $G$ as above, $R$-rank$(G) \geq 2$.

(i) If $H$ is a (complex) simple algebraic group, connected and with trivial center, then any homomorphism $\pi: \Gamma \to H$ with $\pi(\Gamma)$ Zariski dense in $H$ either satisfies $\pi(\Gamma)$ compact or extends to a rational endomorphism $\hat{G} \to H$, where $\hat{G}$ is the Zariski closure of $G$ (embedding $G$ in the linear transformations in the complexified Lie algebra for example).

(ii) Any homomorphism $\pi: \Gamma \to H_K$ where $H$ is a semisimple algebraic group over $K$, and $K$ is a local totally disconnected field of characteristic 0, with $\pi(\Gamma)$ Zariski dense, satisfies $\pi(\Gamma)$ is compact.

The proof we present is in the spirit of the proof we gave of Theorem 6.5 so as to be generalizable to cocycles defined on general ergodic $G$-spaces. We expect these generalized results to be of use in describing “arithmetic” features of an ergodic action, but we do not discuss this here.

**Proof.** (i) The proof we gave of Theorem 6.5 can be applied if we can find a measurable $\Gamma$-map $\phi: G/P \to H/H_0$ where $H_0$ is an algebraic subgroup of $H$ such that $\cap_{h \in H} hH_0h^{-1} = \{e\}$. As in Theorem 6.5, we can let $P' \subset H$ be a minimal parabolic subgroup, use amenability to find a $\Gamma$-map $\phi: G/P \to M(H/P')$ and prove that each orbit in $M(H/P')$ under $H$ is locally closed. Again, as in 6.5, we can then assume $\phi: G/P \to H/H_1$ where $H_1$ is the stabilizer of a measure in $M(H/P')$. Unlike the real case however, this stabilizer need not be algebraic. For example, the group may be compact which in the real case implies that it is the real points of an algebraic group, while in the complex case, of course, a compact group will not be algebraic. However, we can suppose $H$ is rationally represented on a finite dimensional complex space in such a way that $P'$ is the stabilizer of a point in projective space. Let $\mu$ be the measure on $H/P'$ stabilized by $H_1$. If $H_1$ is not compact, then using an argument as in Furstenberg’s lemma (Lemma 5.9) we see that $\mu$ must be supported on the intersection of $H/P'$ with the union of two proper projective subspaces. Choose a proper subspace $V$ so that $\mu(H/P' \cap [V]) > 0$. By the minimality property of $[V]$ and $H_1$-invariance of $\mu$, the $H_1$-orbit of $[V]$ must clearly be a finite union of projective subspaces. Hence, if we let $H_0$ be the Zariski closure of $H_1$, then $H_0 \subset H$ is a proper algebraic subgroup. Since $H$ is simple and with trivial center $\cap hH_0h^{-1} = \{e\}$, and as we remarked at the beginning of the proof, this suffices.

We must now consider the case in which $H_1$ is compact. We then have a $\Gamma$-map $\phi: G/P \to H/H_1$, so that if we let $\nu = \phi_*(\mu)$, $\nu$ is a quasi-invariant ergodic measure for the action of $\Gamma$ on $H/H_1$. (Unlike the previous paragraph, $\mu$ is now the natural measure class on $G/P$.) Consider the $\Gamma$-map $\phi \times \phi: G/P \times G/P \to H/H_1 \times H/H_1$. It is well known that on $G/P$, the $P$-action is essentially transitive, the conull orbit having $P \cap \bar{P}$ as stabilizer, where $\bar{P}$ is the opposite parabolic to $P$. Thus as a $G$-space, $G/P \times G/P$ will be essentially transitive with stabilizer $P \cap \bar{P}$, which is noncompact. By Moore’s ergodicity
theorem (§2), \( \Gamma \) is therefore ergodic on \( G/P \times G/P \). It follows that \( \Gamma \) must also be ergodic on \( (H/H_1, \nu) \times (H/H_1, \nu) \). Since \( H_1 \) is compact, the \( H \)-orbits on \( H/H_1 \times H/H_1 \) are closed. Since \( \nu \times \nu \) is ergodic under \( \Gamma \), and \( \Gamma \)-orbits are of course contained in \( H \)-orbits, smoothness of the \( H \)-action on \( H/H_1 \times H/H_1 \) implies that \( \nu \times \nu \) must be supported on an \( H \)-orbit. From Fubini's theorem, one easily deduces that \( \nu \times \nu \) must be supported on an \( H \)-orbit in \( H/H_1 \) where \( H_2 \) is a conjugate of \( H_1 \), and in particular is compact. Thus, support\((\nu)\) is compact. Since \( \nu \) is quasi-invariant under \( \pi(\Gamma) \), support\((\nu)\) is \( \pi(\Gamma) \)-invariant, and since \( H_1 \) is also compact, it follows that \( \pi(\Gamma) \) is contained in a compact set. This completes the proof of (i).

(ii) Let \( P' \subset H \) be a minimal parabolic \( K \)-subgroup, so that \( H_K/P'_K \) is compact, and \( P'_K \) contains no normal algebraic subgroup. We again wish to apply the same type of argument as in the proof of Theorem 6.5. The first step is to prove the analogue of Theorem 5.7 over \( K \). In fact the proof in [52] shows that \( \text{GL}(n, K) \) acts smoothly on \( M(\mathbb{P}^{n-1}(K)) \). We can assume that we have a faithful rational representation of \( H_K \) on \( K^n \) so that \( H_K/P'_K \) is an orbit in \( \mathbb{P}^{n-1}(K) \). By amenability of the \( \Gamma \)-action on \( G/P \), there is a \( 1 \)-map \( \varphi: G/P \to M(H_K/P'_K) \subset M(\mathbb{P}^{n-1}(K)) \). By smoothness of the \( \text{GL}(n, K) \)-action on \( M(\mathbb{P}^{n-1}(K)) \), we can view \( \varphi \) as a map \( \varphi: G/P \to [\mu : \text{GL}(n, K)] \cap M(H_K/P'_K) \) where \( \mu \in M(H_K/P'_K) \). Let \( S \) be the stabilizer of \( \mu \) in \( \text{GL}(n, K) \). If \( S \) is compact in \( \text{PGL}(n, K) \), then by the argument in part (i), \( \pi(\Gamma) \) will be compact in \( \text{PGL}(n, K) \), and so \( \pi(\Gamma) \) will also be compact in \( H \). If not, then using an argument as in Furstenberg's lemma (Lemma 5.9), we can, as in part (i), assume the Zariski closure \( L \) of \( S \) is a proper algebraic subgroup. Furthermore, we can clearly assume from the construction of \( L \) as in part (i), that for any \( g \in \text{GL}(n, K) \), \( \dim(H \cap gLg^{-1}) < \dim H \). By the condition of Zariski density, it therefore suffices to see that \( \pi(\Gamma) \subset gL_Kg^{-1} \) for some \( g \in \text{GL}(n, K) \). We have \( \varphi: G/P \to \text{GL}(n, K)/L_K \) a measurable \( \Gamma \)-map. In the real case we showed \( \varphi \) was rational by showing it could be built from homomorphisms of unipotent subgroups of \( G \) which had to be rational. In the present situation, we can construct the same type of homomorphism using the argument of Theorem 6.5, but now, since the image group is totally disconnected, these maps must be constant. We thus conclude that \( \varphi: G/P \to \text{GL}(n, K)/L_K \) is essentially constant. Since \( \pi(\Gamma) \) leaves \( \varphi(G/P) \) fixed, this implies \( \pi(\Gamma) \) is contained in a \( \text{GL}(n, K) \)-conjugate of \( L_K \), and this completes the proof.

We now turn to the proof of Theorem 9.6 itself. We may take the semisimple Lie group to be \( G_K^0 \), where now \( G \subset \text{GL}(n, C) \) represents an algebraic group defined over \( Q \). Thus \( \Gamma \subset G_K^0 \) is an irreducible lattice. The following lemma is classical, and follows for example from an argument of Selberg [42] (see also [40, Proposition 6.6] for the same argument). This argument is based on expressing the embeddings of \( \Gamma \) into \( G \) as an algebraic variety, and then choosing a real algebraic point of this variety. However, with Theorem 9.7 at hand, we present an alternative argument due to Margulis [29].

**Lemma 9.8.** There is a real algebraic number field \( k \) and a rational faithful representation of \( G \) such that, identifying \( G \) with its image under this representation, \( \Gamma \subset G_k \).
PROOF. The first step is to show that for \( K \) the field of real algebraic numbers we have \( \text{Tr}(\text{Ad}(\gamma)) \in K \) for all \( \gamma \). Following Margulis, we let \( \sigma \) be an automorphism of \( \mathbb{C} \). Then \( \sigma \) acts on matrices with entries in \( \mathbb{C} \) by taking \( (z_{ij}) \to (\sigma(z_{ij})) \), and since \( G \) is defined over \( \mathbb{Q} \), \( \sigma \) induces an automorphism of \( G \). (Of course this is an automorphism of \( G \) only as an abstract group, and will in general not be measurable.) Let us assume for the moment that \( G \) is simple. Then \( \sigma | \Gamma \) satisfies either (i) \( \sigma(\Gamma) \) is compact; or (ii) \( \sigma | \Gamma \) extends to a rational automorphism of \( G \). This follows from Theorem 9.7. In the first case, all eigenvalues of \( \text{Ad}(\sigma(\gamma)) \) will have absolute value one, and in the second case, these eigenvalues coincide with those of \( \text{Ad}(\gamma) \). (We remark that if \( A: G \to G \) is an automorphism we have \( dA \circ \text{Ad}(A(g)) \circ (dA)^{-1} = \text{Ad}(g) \), so \( \text{Tr}(\text{Ad}(A(g)) = \text{Tr}(\text{Ad}(g)) \)). Hence for each \( \gamma \in \Gamma \), \( \{ \sigma(\text{Tr}(\text{Ad}(\gamma))) | \sigma \in \text{Aut}(\mathbb{C}) \} \) is bounded. The same can easily be seen if \( G \) is semisimple by examining the composition of \( \sigma | \Gamma \) with projection on the simple factors. However, since \( \text{Aut}(\mathbb{C}) \) is transitive on the transcendental numbers, it follows that \( \text{Tr}(\text{Ad}(\gamma)) \) is algebraic for all \( \gamma \in \Gamma \).

Thus, identifying \( G \) with \( \text{Ad}(G) \), we have \( \Gamma \subset G \) with \( \text{Tr}(\gamma) \in K \) for all \( \gamma \in \Gamma \). The next step, which is classical, is to observe that this implies that there is a faithful rational representation of \( G \), defined over \( K \), such that \( \Gamma \subset G_{K} \), once again, identifying \( G \) with its image under this representation. We recall the construction. Consider \( \text{Tr}: G \to \mathbb{C} \), and let \( V = \mathbb{C} \)-linear span of \( \Gamma \)-translates of \( \text{Tr} \). By the Borel density theorem \( V \) will also be \( G \)-invariant. Choose a basis of \( V \) of the form \( \gamma_{i} \cdot \text{Tr} \). Then one can verify in a straightforward manner that with respect to this basis, the matrix elements of \( \gamma \in \Gamma \) acting on this space are all in \( K \). Since \( \Gamma \) is finitely generated (in the property (T) case this follows easily [9]) we can find an algebraic number field \( k \) with \( \Gamma \subset G_{k} \).

We now recall the basic operation of restriction of scalars. Suppose \( G \) is an algebraic group defined over an algebraic number field \( k \). Then there exists an algebraic group \( \tilde{G} \) defined over \( \mathbb{Q} \) such that

(i) there is an injective map \( \alpha: G_{k} \to \tilde{G}_{\mathbb{Q}} \); and

(ii) there is a surjective rational homomorphism \( p: \tilde{G} \to G \) defined over \( k \) such that \( p(\tilde{G}_{\mathbb{Q}}) = G_{k} \) and \( p \circ \alpha: G_{k} \to G_{k} \) is the identity.

We recall here two ways of describing this construction. We can take \( \tilde{G} = \prod_{\sigma} \text{Ad}(\sigma(g)) \) where \( \sigma \) runs through the distinct embeddings of \( k \) in \( \mathbb{C} \). Then \( \alpha: G_{k} \to \tilde{G} \) is the map \( \alpha(g) = (\sigma_{1}(g), \ldots, \sigma_{r}(g)) \), and \( p: \tilde{G} \to G \) is projection onto the factor corresponding to \( \sigma = \text{id} \). Alternatively, let \( |k: \mathbb{Q}| = r \), and choose an identification \( k^{n} \to Q^{nr} \). Then we have a map \( \alpha: G_{k} \to \text{GL}(nr, \mathbb{Q}) \), and we let \( \tilde{G} \) be the Zariski closure of \( \alpha(G_{k}) \) in \( \text{GL}(nr, \mathbb{C}) \). In this formulation, \( p \) arises from the fact that the entries of \( g \in G_{k} \) are described by \( k \)-linear combinations of the entries of \( \alpha(g) \). These linear expressions allow us to define a linear map from \( nr \times nr \mathbb{Q} \)-matrices to \( n \times n k \)-matrices, and thus a map \( \tilde{G} \to G \). (Recall that \( G \) is the Zariski closure of \( G_{k} \).) Since this map is clearly a homomorphism on \( \alpha(G_{k}) \) (being the inverse of \( \alpha \)), it is also a homomorphism on its Zariski-closure, \( \tilde{G} \).

COMPLETION OF PROOF OF THEOREM 9.6. We let \( k \) be as in Lemma 9.8, and \( \tilde{G} \), \( p \), \( \alpha \) as above. We have \( \Gamma \subset G_{k} \), and we let \( H \subset \tilde{G} \) be the Zariski closure of
\[ R. J. \text{ ZIMMER} \]

\[ \Gamma. \] We still have \( p(H) = G \) by Zariski density of \( \Gamma \) in \( G \). Since \( G \) is semisimple, \( p \) trivial on the radical of \( H \), and, replacing \( H \) by the quotient of \( H \) by its radical, we can assume \( H \) is a semisimple group defined over \( \mathbb{Q} \), and with trivial center.

We now claim that \( (\ker p)_{\mathbb{R}} \) is compact. Let \( F \) be a simple factor of \( \ker p \). Then as algebraic groups defined over \( \mathbb{R} \), we can write \( H = G \times F \times F' \) where \( F' \) is the product of the remaining simple factors. Since \( \alpha(\Gamma) \) is Zariski dense in \( H \), \( (q \circ \alpha)(\Gamma) \) is Zariski dense in \( F \) where \( q \) is projection of \( H \) onto \( F \). We claim \( F_{\mathbb{R}} \) must be compact. If not, then \( (q \circ \alpha)(\Gamma) \) cannot have compact (topological) closure since compact real matrix groups are real points of algebraic groups. This would imply by Theorem 9.7 that \( q \circ \alpha \) extended to a rational homomorphism \( h : G \to F \). But then \( \{(g, h(g), f') | g \in G, f' \in F'\} \) would be a proper algebraic subgroup containing \( \alpha(\Gamma) \), contradicting Zariski density of \( \alpha(\Gamma) \) in \( H \). This verifies compactness of \( F_{\mathbb{R}} \), and doing the same for each factor, compactness of \( (\ker p)_{\mathbb{R}} \).

Now consider \( \alpha : \Gamma \to H_{\mathbb{Q}} \). For each prime \( p \), the image of \( \alpha(\Gamma) \) in \( H_{\mathbb{Q}} \) must be bounded by Theorem 9.7(ii). This means that the powers of each prime appearing in the denominators of matrix entries of \( \alpha(\gamma) \in H_{\mathbb{Q}} \) are bounded uniformly over \( \gamma \in \Gamma \). But \( \Gamma \) is finitely generated, and hence only finitely many primes will appear at all. This is readily seen to imply that \( \alpha(\Gamma) \cap H_{\mathbb{Z}} \) is of finite index in \( \alpha(\Gamma) \), and hence, applying \( p \), that \( \Gamma \cap p(H_{\mathbb{Z}}) \) is of finite index in \( \Gamma \). This in turn implies that \( \Gamma \cap p(H_{\mathbb{Z}}) \) is a lattice in \( G_{\mathbb{R}} \). By Theorem 9.1 and Proposition 9.4, \( p(H_{\mathbb{Z}}) \) is a lattice in \( G_{\mathbb{R}} \), and since \( (\Gamma \cap p(H_{\mathbb{Z}})) \subset p(H_{\mathbb{Z}}) \) is an inclusion of lattices, we also have \( [p(H_{\mathbb{Z}}) : \Gamma \cap p(H_{\mathbb{Z}})] < \infty \). This shows commensurability of \( \Gamma \) and \( p(H_{\mathbb{Z}}) \), completing the proof.
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