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ABSTRACT. After a brief exposition of the theory of discrete reflection groups in spherical, euclidean and hyperbolic geometry as well as their analogs in complex spaces, we present a survey of appearances of these groups in various areas of algebraic geometry.

1. Introduction

The notion of a reflection in a euclidean space is one of the fundamental notions of symmetry of geometric figures and does not need an introduction. The theory of discrete groups of motions generated by reflections originates in the study of plane regular polygons and space polyhedra, which goes back to ancient mathematics. Nowadays it is hard to find a mathematician who has not encountered reflection groups in his area of research. Thus a geometer sees them as examples of discrete groups of isometries of Riemannian spaces of constant curvature or examples of special convex polytopes. An algebraist finds them in group theory, especially in the theory of Coxeter groups, invariant theory and representation theory. A combinatorialist may see them in the theory of arrangements of hyperplanes and combinatorics of permutation groups. A number theorist meets them in arithmetic theory of quadratic forms and modular forms. For a topologist they turn up in the study of hyperbolic real and complex manifolds, low-dimensional topology and singularity theory. An analyst sees them in the theory of hypergeometric functions and automorphic forms, complex higher-dimensional dynamics and ordinary differential equations. All of the above and much more appears in algebraic geometry. The goal of this survey is to explain some of “much more”.

One finds an extensive account of the history of the theory of reflection groups in euclidean and spherical spaces in Bourbaki’s Groupes et Algèbres de Lie, Chapters IV-VI. According to this account the modern theory originates from the works of geometers A. Möbius and L. Schläfli in the middle of the 19th century, then was extended and applied to the theory of Lie algebras in the works of E. Cartan and W. Killing at the end of the same century, and culminated in the works of H. S. M. Coxeter [27]. The first examples of reflection groups in hyperbolic plane go back to F. Klein and H. Poincaré at the end of the 19th century.
It is not general knowledge that reflection groups, finite and infinite, appeared in 1885-1895 in the works of S. Kantor [63] on classification of subgroups of the Cremona group of birational transformations of the complex projective plane [63]. He realized their reflection action in the cohomology space of rational algebraic surfaces obtained as blow-ups of the plane. In this way all Weyl groups of type $A_2 \times A_1$, $A_4$, $D_5$, $E_6$, $E_7$, $E_8$ appear naturally when the number of points blown up is between 3 and 8. The last three groups appeared much earlier in algebraic geometry as the group of 27 lines on a cubic surface (type $E_6$), the group of bitangents of a plane quartic (type $E_7$), and the group of tritangent planes of a space sextic of genus 4 (type $E_8$). They were widely known among algebraists since the appearance of C. Jordan’s “Traité des substitutions” in 1870. In 1910 P. Schoute discovered a convex polytope in six-dimensional space whose vertices are in a bijective correspondence with 27 lines on a cubic surface and the group of symmetries is isomorphic to the group of 27 lines [98]. A similar polytope in seven-dimensional space was found for the group of 28 bitangents of a plane quartic by Coxeter [26]. The relationship between this six-dimensional space and the cohomology space of the blow-up of the plane at 6 points was explained by P. Du Val in the 1930s. He also showed that all Kantor groups are reflection groups in euclidean, affine or hyperbolic spaces [39], [38].

The Coxeter diagram of the Weyl group of type $E_8$ is of the form
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It appears when the number of points blown up is equal to 8. When the number of points is 9, we get a reflection group in affine space of dimension 8, the affine Weyl group of type $E_8$. Its Coxeter diagram is obtained by adding one point in the long arm of the diagram above. Starting from 10 points one gets Coxeter groups in hyperbolic space with Coxeter diagram of type $E_n$ (extending the long arm of the diagram in Fig. 1). In 1917, generalizing Kantor’s work, Arthur Coble introduced the notion of a regular Cremona transformation of a higher-dimensional projective space and considered more general Coxeter groups of type $W(2, p, q)$ [21]. Its Coxeter diagram is obtained from extending the two upper arms of the diagram. A modern account of Coble’s theory is given in my book with D. Orland [36]. Very recently, S. Mukai [82] was able to extend Coble’s construction to include all Coxeter groups of type $W(p, q, r)$ with Coxeter diagram obtained from the above diagram by extending all its arms.

Another class of algebraic surfaces where reflection groups in hyperbolic spaces arise naturally is the class of surfaces of type K3. An example of such a surface is a nonsingular quartic surface in complex three-dimensional projective space. F. Severi gave the first example of a quartic surface with an explicitly computed infinite group of birational automorphisms; the group turns out to be isomorphic to a plane reflection group [100]. In 1972 I.I. Pyatetsky-Shapiro and I. R. Shafarevich, answering a question of A. Weil, proved that the complex structure of an algebraic (polarized) K3-surface is determined uniquely by the linear functional on its second cohomology space obtained by integrating a nowhere vanishing holomorphic 2-form.
They called this result a Global Torelli Theorem. As a corollary of this result they showed that the group of automorphisms of a K3 surface is isomorphic, up to a finite group, to the quotient of the orthogonal group of the integral quadratic form defined on the group of integral algebraic 2-cycles modulo the subgroup $\Gamma$ generated by reflections in the cohomology classes of smooth rational curves lying on the surface. Thus they reduced the question of finiteness of the automorphism group to the question of finiteness of the volume of the fundamental polyhedron of $\Gamma$ in a real hyperbolic space. V. Nikulin [87] and E. Vinberg [112] determined which isomorphism types of integral quadratic forms so arise and have the property that the fundamental polyhedron in question has finite volume. This solves, in principle, the problem of classification of fields of algebraic dimension 2 over $\mathbb{C}$ whose group of automorphisms over $\mathbb{C}$ is infinite.

In the 1930s Patrick Du Val [37] found the appearance of Coxeter diagrams in resolution of certain types of singularities on algebraic surfaces (nowadays going under the different names: simple singularities, ADE singularities, Du Val singularities, double rational points, Gorenstein quotient singularities, and Klein singularities). However, Du Val did not find any reflection groups associated to these singularities. A conjectural relation to reflection groups and simple Lie algebras was suggested by A. Grothendieck in the sixties and was confirmed by a construction of E. Brieskorn [16] (full details appeared in [105]).

The theory of finite complex reflection groups was developed by G. C. Shephard and A. Todd in 1954 as a follow-up to the classical work on groups of projective transformations generated by homologies (see [102]). Some examples of the arrangements of reflection hyperplanes and the hypersurfaces defined by polynomial invariants of the groups have been known in classical geometry since the 19th century.

Infinite reflection groups of finite covolume in complex affine spaces were classified by V. Popov in 1982 [93]. They appear in the theory of compactification of versal deformation of simple elliptic singularities [74] and surface singularities with symmetries [50].

The most spectacular is the appearance of reflection groups in complex hyperbolic spaces of dimension $> 1$. Extending the work of H. Terada [109], P. Deligne and G. Mostow [28], [80] classified all hypergeometric functions whose monodromy groups $\Gamma$ are discrete reflection groups of finite covolume in a complex ball $\mathbb{B}^r$ (complex hyperbolic crystallographic groups, c.h.c. groups for short). The compactified orbit spaces $\overline{\mathbb{B}^r}/\Gamma$ turned out to be isomorphic to some geometric invariant quotients $\mathbb{P}^1(\mathbb{C})^{r+3}/\text{PGL}(2, \mathbb{C})$ for $r \leq 9$. No other c.h.c. groups in $\mathbb{B}^r$ had been discovered until a few years ago (except one missed case in Deligne-Mostow’s list noticed by W. Thurston [110]). The first new c.h.c. group in $\mathbb{B}^4$ appeared in a beautiful construction of D. Allcock, J. Carlson and D. Toledo of a complex ball uniformization of the moduli space of cubic surfaces [2]. Later, using a similar uniformization construction for moduli spaces of other Del Pezzo surfaces, new examples of c.h.c. groups were found in dimensions 6 and 8 [56], [72], [71]. All these groups are commensurable with some of the Deligne-Mostow groups. Recent work of Allcock, Carlson and Toledo [4] (see also [77]) on complex ball uniformization of the moduli space of cubic hypersurfaces in $\mathbb{P}^4$ produces a new complex reflection group in dimension 10. A generalization of the Deligne-Mostow theory due to W. Couwenberg, G. Heckaman and E. Looijenga [25] gives other new examples of...
complex reflection crystallographic groups. A c.h.c. group in a record high dimension 13 was constructed by D. Allcock [1]. No geometrical interpretation so far is known for the corresponding ball quotients.

The above discussion outlines the contents of the present paper. As is the case with any survey paper, it is incomplete, and the omitted material is either due to the author’s ignorance, poor memory, or size limitations of the paper.

2. Real reflection groups

2.1. Elementary introduction. The idea of a reflection transformation \( r_H \) with respect to a mirror line \( H \) is of course very familiar. A picture on the plane is

\[
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**Figure 2**

Now suppose we have two mirror lines \( H_1 \) and \( H_2 \). Each line divides the plane into the disjoint union of two halfplanes, \( H_i^\pm \).

A choice of halfplanes, say \( H_1^+, H_2^+ \), defines the angle \( H_1^+ \cap H_2^+ \) with measure \( \phi = \angle(H_1^+, H_2^+) \). Here \( \phi = 0 \) if and only if \( H_1^- \cap H_2^- = \emptyset \).
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**Figure 3**

Let \( s_1 = r_{H_1}, s_2 = r_{H_2} \). The composition \( s_2s_1 \) is the counterclockwise rotation about the angle \( 2\phi \) if \( \phi \neq 0 \) and a translation if \( \phi = 0 \):

\[
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**Figure 4**
Let $G$ be the group generated by the two reflections $s_1, s_2$. We assume that $H_1 \neq H_2$, i.e. $s_1 \neq s_2$. The following two cases may occur:

Case 1: The angle $\phi$ is of the form $n\pi/m$ for some rational number $r = n/m$. In the following we assume that $m = \infty$ if $\phi = 0$.

In this case $s_2s_1$ is the rotation about the angle $2n\pi/m$ and hence $(s_2s_1)^m = \text{identity}$.

The group $G$ is isomorphic to the finite dihedral group $D_{2m}$ of order $2m$ (resp. infinite dihedral group $D_{\infty}$ if $m = \infty$) with presentation

$$<s_1, s_2 | s_2^2 = s_1^2 = (s_1s_2)^m = 1>.$$  

It acts as a discrete group of motions of the plane with fundamental domain $H_1^- \cap H_2^-$. Observe that the same group is generated by reflections with respect to the lines forming the angle obtained from the angle $\angle(H_1^-, H_2^-)$, subdividing it into $n$ equal parts. So, we may assume that $\phi = \pi/m$.

Case 2: The angle $\phi$ is not of the form $r\pi$ for any rational $r$.

In this case $s_2s_1$ is of infinite order, $G$ is isomorphic to $D_{\infty}$, but it does not act discretely.

Now suppose we have a convex polygon given as the intersection of a finite set of halfplanes

$$P = \bigcap_{i=1}^{r} H_i^-.$$  

We assume that the interior $P^\circ$ is not empty and the set $\{H_1, \ldots, H_r\}$ is minimal in the sense that one cannot delete any of the halfplanes without changing $P$.

More importantly, we assume that

$$\angle(H_i^-, H_j^-) = \pi/m_{ij}$$

for some positive integer $m_{ij}$ or equal to 0 ($m_{ij} = \infty$).

Let $G$ be the group generated by reflections with mirror lines $H_i$. It is a discrete group of motions of the plane. The polygon $P$ is a fundamental domain of $G$ in the plane.

Conversely any discrete group of motions of the plane generated by reflections is obtained in this way.

Let $p_1, \ldots, p_r$ be the vertices of the polygon $P$. We may assume that $p_i = H_i \cap H_{i+1}$, where $H_{r+1} = H_1$. Let $m_i = m_{ii+1}$. Since

$$\sum_{i=1}^{r} (\pi/m_i) = (r - 2)\pi$$

we have

$$\sum_{i=1}^{r} \frac{1}{m_i} = r - 2.$$  

The only solutions for $(r; m_1, \ldots, m_r)$ are

$$(3; 2, 3, 6), \quad (3; 2, 4, 4), \quad (3; 3, 3, 3), \quad (4; 2, 2, 2, 2).$$
2.2. Spaces of constant curvature. The usual euclidean plane is an example of a 2-dimensional space of zero constant curvature. Recall that a space of constant curvature is a simply connected Riemannian homogeneous space $X$ such that the isotropy subgroup of its group of isometries $\text{Iso}(X)$ at each point coincides with the full orthogonal group of the tangent space. Up to isometry and rescaling the metric, there are three spaces of constant curvature of fixed dimension $n$.

- The euclidean space $E^n$ with $\text{Iso}(X)$ equal to the affine orthogonal group $\text{AO}^n = \mathbb{R}^n \rtimes O(n)$.
- The $n$-dimensional sphere $S^n = \{(x_0, \ldots, x_n) \in \mathbb{R}^{n+1} : x_0^2 + \ldots + x_n^2 = 1\}$ with $\text{Iso}(X)$ equal to the orthogonal group $O(n+1)$.
- The hyperbolic (or Lobachevsky) space $H^n = \{(x_0, \ldots, x_n) \in \mathbb{R}^{n+1}, -x_0^2 + x_1^2 + \ldots + x_n^2 = -1, x_0 > 0\}$ with $\text{Iso}(X)$ equal to the subgroup $O(n,1)^+$ of index 2 of the orthogonal group $O(n,1)$ which consists of transformations of spinor norm 1, that is, transformations that can be written as a product of reflections in vectors with positive norm. The Riemannian metric is induced by the hyperbolic metric in $\mathbb{R}^{n+1}$,

$$ds^2 = -dx_0^2 + dx_1^2 + \ldots + dx_n^2.$$  

We will be using a projective model of $H^n$, considering $H^n$ as the image of the subset

$$C = \{(x_0, \ldots, x_n) \in \mathbb{R}^{n+1}, -x_0^2 + x_1^2 + \ldots + x_n^2 < 0\}$$
in the projective space $\mathbb{P}^n(\mathbb{R})$. The isometry group of the projective model is naturally identified with the group $\text{PO}(n, 1)$. By choosing a representative of a point from $H^n$ with $x_0 = 1$, we can identify $H^n$ with the real ball

$$K^n = \{(x_1, \ldots, x_n) : |x|^2 = x_1^2 + \ldots + x_n^2 < 1\}$$

(the Klein model). The metric is given by

$$ds^2 = \frac{1}{1 - |x|^2} \sum_{i=1}^n dx_i^2 + \frac{1}{(1 - |x|^2)^2} (\sum_{i=1}^n x_i dx_i)^2.$$

The closure of $H^n$ in $\mathbb{P}^n(\mathbb{R})$ is equal to the image of the set

$$\bar{C} = \{(x_0, \ldots, x_n) \in \mathbb{R}^{n+1}, -x_0^2 + x_1^2 + \ldots + x_n^2 \leq 0\}$$

in $\mathbb{P}^n(\mathbb{R})$. The boundary is called the absolute.

One defines the notion of a hyperplane in a space of constant curvature. If $X = E^n$, a hyperplane is an affine hyperplane. If $X = S^n$, a hyperplane is the intersection of $S^n$ with a linear hyperplane in $\mathbb{R}^{n+1}$ (a great circle when $n = 2$). If $X = H^n$, a hyperplane is the nonempty intersection of $H^n$ with a projective hyperplane in $\mathbb{P}^n(\mathbb{R})$.

Each hyperplane $H$ in $E^n$ is a translate $a + L = \{x + a, x \in L\}$ of a unique linear hyperplane $\bar{H}$ in the corresponding standard euclidean space $V = \mathbb{R}^n$. If $X^n = S^n$ or $H^n$, then a hyperplane $H$ is uniquely defined by a linear hyperplane $\bar{H}$ in $V = \mathbb{R}^{n+1}$ equipped with the standard symmetric bilinear form of Sylvester signature $(t_+, t_-) = (n + 1, 0)$ or $(n, 1)$.

Any point $x \in V$ can be written uniquely in the form

$$x = h + v,$$

where $h \in H$ and $v \in V$ is orthogonal to $\bar{H}$. We define a reflection with mirror hyperplane $H$ by the formula

$$r_H(x) = h - v.$$

One can also give a uniform definition of a hyperplane in a space of constant curvature as a totally geodesic hypersurface and define a reflection in such a space as an isometric involution whose set of fixed points is a hyperplane.

Let $H$ be a hyperplane in $X^n$. Its complement $X^n \setminus H$ consists of two connected components. The closure of a component is called a halfspace. A reflection $r_H$ permutes the two halfspaces. One can distinguish the two halfspaces by a choice of one of the two unit vectors in $V$ orthogonal to the corresponding linear hyperplane $\bar{H}$. We choose it so that it belongs to the corresponding halfspace. For any vector $v$ perpendicular to a hyperplane in $H^n$ we have $(v, v) > 0$ (otherwise the intersection of the hyperplane with $H^n$ is empty).

Let $H_1^+, H_2^+$ be two halfspaces, and $e_1, e_2$ be the corresponding unit vectors. If $X \neq H^n$, the angle $\phi = \angle(H_1^+, H_2^+) = \angle(H_1^-, H_2^-)$ is defined by

$$\cos \phi = -(e_1, e_2), \quad 0 \leq \phi \leq \pi.$$

If $X^n = H^n$ we use the same definition if $(e_1, e_2) \leq 1$; otherwise we say that the angle is divergent (in this case $(e_1, e_2)$ is equal to the hyperbolic cosine of the distance between the hyperplanes).
A convex polytope in \( X^n \) is a nonempty intersection of a locally finite\(^1 \) set of halfspaces

\[ P = \cap_{i \in I} H_i^- . \]

The normal vectors \( e_i \) defining the halfspaces \( H_i^- \) all look inside the polytope. The hyperplanes \( H_i \)'s are called faces of the polytope. In the case \( X^n = H^n \) we also add to \( P \) the points of the intersection lying on the absolute. We will always assume that no \( e_i \) is a positive linear combination of others or, equivalently, none of the halfspaces contains the intersection of the rest of the halfspaces. In this case the set of bounding hyperplanes can be reconstructed from \( P \).

A convex polytope has a finite volume if and only if it is equal to a convex hull of finitely many points (vertices) from \( X^n \) (or from the absolute if \( X^n = H^n \)). Such a polytope has finitely many faces. If \( X^n = E^n \) or \( S^n \), it is a compact polytope. A polytope of finite volume in \( H^n \) is compact only if its vertices do not lie on the absolute.

2.3. Reflection groups. A reflection group in a space of constant curvature is a discrete group of motions of \( X^n \) generated by reflections.

**Theorem 2.1.** Let \( \Gamma \) be a reflection group in \( X^n \). There exists a convex polytope \( P(\Gamma) = \cap_{i \in I} H_i^- \) such that

(i) \( P \) is a fundamental domain for the action of \( \Gamma \) in \( X^n \);

(ii) the angle between any two halfspaces \( H_i^- , H_j^- \) is equal to zero or \( \pi/m_{i,j} \) for some positive integer \( m_{i,j} \) unless the angle is divergent;

(iii) \( \Gamma \) is generated by reflections \( r_{H_i} , i \in I \).

Conversely, for every convex polytope \( P \) satisfying property (ii) the group \( \Gamma(P) \) generated by the reflections into its facets is a reflection group and \( P \) satisfies (i).

**Proof.** Consider the set \( \mathcal{H} \) of mirror hyperplanes of all reflections contained in \( \Gamma \). For any mirror hyperplane \( H \) and \( g \in \Gamma \), the hyperplane \( g(H) \) is the mirror hyperplane for the reflection \( gr_H g^{-1} \). Thus the set \( \mathcal{H} \) is invariant with respect to \( \Gamma \). Let \( K \) be a compact subset of \( X^n \). For any hyperplane \( H \in \mathcal{H} \) meeting \( K \), we have \( r_H(K) \cap K \neq \emptyset \). Since \( \Gamma \) is a discrete group, the set \( \{ g \in G : g(K) \cap K \neq \emptyset \} \)

---

\(^1\)Locally finite means that each compact subset of \( X^n \) is intersected by only finitely many hyperplanes.
is finite. This shows that the set $\mathcal{H}$ is locally finite. The closure of a connected component of

$$X^n \setminus \bigcup_{H \in \mathcal{H}} H$$

is a convex polytope called a cell (or $\Gamma$-cell or a fundamental polyhedron) of $\Gamma$. Its faces are called walls. Two cells which share a common wall are called adjacent. The corresponding reflection switches the adjacent cells. This easily shows that the group $\Gamma$ permutes transitively the cells. Also it shows that any hyperplane from $\mathcal{H}$ is the image of a wall of $P$ under an element of the group $\Gamma(P)$ generated by the reflections with respect to walls of $P$. Thus $\Gamma = \Gamma(P)$. It is clear that the orbit of each point intersects a fixed cell $P$. The proof that no two interior points of $P$ belong to the same orbit follows from the last assertion of the theorem. Its proof is rather complicated, and we omit it (see [120], Chapter V, Theorem 1.2).

Let $H, H'$ be two hyperplanes bounding $P$ for which the angle $\angle(H^-, H'^-)$ is defined and is not zero. The corresponding unit vectors $e, e'$ span a plane in the vector space $V$ associated to $X^n$, and the restriction of the symmetric bilinear form to the plane is positive definite. The subgroup of $\Gamma$ generated by the reflections $r_H, r_{H'}$ defines a reflection subgroup in $\Pi$. Thus the angle must be of the form $r\pi$ for some rational number $r$. If $r$ is not of the form $1/m$ for some integer $m$, then $\Gamma$ contains a reflection with respect to a hyperplane intersecting the interior of $P$. By definition of $P$ this is impossible. This proves (i)-(iii).

Define a Coxeter polytope to be a convex polytope $P$ in which any two faces are either divergent or form the angle equal to zero or $\pi/m$ for some positive integer $m$ (or $\infty$). Let $(e_i)_{i \in I}$ be the set of unit vectors corresponding to the halfspaces $H_i^-$ defining $P$. The matrix

$$G(P) = ((e_i, e_j))_{(i,j) \in I \times I}$$

is the Gram matrix of $P$, and its rank is the rank of the Coxeter polytope. The polytope $P$ is called irreducible if its Gram matrix is not equal to the nontrivial direct sum of matrices.

One can describe the matrix $G(P)$ via a certain labeled graph, the Coxeter diagram of $P$. Its vertices correspond to the walls of $P$. Two vertices corresponding to the hyperplanes with angle of the form $\pi/m, m \geq 3$, are joined with an edge labeled with the number $m - 2$ (dropped if $m = 3$) or joined with $m - 2$ unlabeled edges. Two vertices corresponding to parallel hyperplanes (i.e. forming the zero angle) are joined by a thick edge or an edge labeled with $\infty$. Two vertices corresponding to divergent hyperplanes are joined by a dotted edge.

Obviously an irreducible polytope is characterized by the condition that its Coxeter diagram is a connected graph.

Let $\Gamma$ be a reflection group in $X^n$ and $P$ be a $\Gamma$-cell. We apply the previous terminology concerning $P$ to $\Gamma$. Since $\Gamma$-cells are transitively permuted by $\Gamma$, the isomorphism type of the Gram matrix does not depend on a choice of $P$. In particular, we can speak about irreducible reflection groups. They correspond to Gram matrices which cannot be written as a nontrivial direct sum of their submatrices.

Suppose all elements of $\Gamma$ fix a point $x_0$ in $X^n$ (or on the absolute of $H^n$). Then all mirror hyperplanes of reflections in $\Gamma$ contain $x_0$. Therefore each $\Gamma$-cell is a polyhedral cone with vertex at $x_0$. In the case when $X^n = E^n$, we can use $x_0$ to identify $E^n$ with its linear space $V$ and the group $\Gamma$ with a reflection group in $S^{n-1}$. The same is true if $X^n = S^n$. If $X^n = H^n$ and $x_0 \in H^n$ (resp. $x_0$ lies on the
absolute), then by considering the orthogonal subspace in \( \mathbb{R}^{n+1} \) to the line defined by \( x_0 \) we find an isomorphism from \( \Gamma \) to a reflection group in \( S^{n-1} \) (resp. \( E^{n-1} \)).

Any convex polytope of finite volume in \( E^n \) or \( H^n \) is nondegenerate in the sense that its faces do not have a common point and the unit norm vectors of the faces span the vector space \( V \). A spherical convex polytope is nondegenerate if it does not contain opposite vertices.

**Theorem 2.2.** Let \( \Gamma \) be an irreducible reflection group in \( X^n \) with nondegenerate \( \Gamma \)-cell \( P \). If \( X^n = S^n \), then \( \Gamma \) is finite and \( P \) is equal to the intersection of \( S^n \) with a simplicial cone in \( \mathbb{R}^{n+1} \). If \( X^n = E^n \), then \( \Gamma \) is infinite and \( P \) is a simplex in \( E^n \).

This follows from the following simple lemma ([14], Chapter V, §3, Lemma 5):

**Lemma 2.3.** Let \( V \) be a real vector space with positive definite symmetric bilinear form \((v, w)\) and let \((v_i)_{i \in I}\) be vectors in \( V \) with \((v_i, v_j) \leq 0\) for \( i \neq j \). Assume that the set \( I \) cannot be nontrivially split into the union of two subsets \( I_1 \) and \( I_2 \) such that \((v_i, v_j) = 0\) for \( i \in I_1, j \in I_2 \). Then the vectors \( v_i \) are either linearly independent or span a hyperplane and a linear dependence can be chosen of the form \( \sum a_i v_i \) with all \( a_i \) positive.

The classification of irreducible nondegenerate Coxeter polytopes, and hence irreducible reflection groups \( \Gamma \) in \( S^n \) and \( \mathbb{R}^n \) with nondegenerate \( \Gamma \)-cell, was given by Coxeter [27]. The corresponding list of Coxeter diagrams is given in Table 1.

Here the number of nodes in the spherical (resp. euclidean) diagram is equal to the subscript \( n \) (resp. \( n + 1 \)) in the notation. The number \( n \) is equal to the rank of the corresponding Coxeter polytope. We will refer to diagrams from the first (resp. second) column as **elliptic Coxeter diagrams** (resp. **parabolic Coxeter diagrams**) of rank \( n \).

Our classification of plane reflection groups in section 1.1 fits in this classification:

\[
(2, 4, 4) \longleftrightarrow \tilde{C}_2, \quad (2, 3, 6) \longleftrightarrow \tilde{G}_2, \quad (3, 3, 3) \longleftrightarrow \tilde{A}_2, \quad (2, 2, 2, 2) \longleftrightarrow \tilde{A}_1 \times \tilde{A}_1.
\]

The list of finite reflection groups not of type \( H_3, H_4, I_2(m), m \neq 6 \) (\( I_2(6) \)) is often denoted by \( G_2 \) coincides with the list of **Weyl groups** of simple Lie algebras of the corresponding type \( A_n, B_n \) or \( C_n, G_2, F_4, E_6, E_7, E_8 \). The corresponding Coxeter diagrams coincide with the Dynkin diagrams only in the cases \( A, D, \) and \( E \). The second column corresponds to **affine Weyl groups**.

The group of type \( A_n \) is the symmetric group \( \Sigma_{n+1} \). It acts in the space

\[
(2.1) \quad V = \{(a_1, \ldots, a_{n+1}) \in \mathbb{R}^{n+1} : a_1 + \ldots a_{n+1} = 0\}
\]

with the standard inner product as the group generated by reflections in vectors \( e_i - e_{i+1}, i = 1, \ldots, n \).

The group of type \( B_n \) is isomorphic to the semi-direct product \( 2^n \rtimes \Sigma_n \). It acts in the euclidean space \( \mathbb{R}^n \) as a group generated by reflections in vectors \( e_i - e_{i+1}, i = 1, \ldots, n-1 \), and \( e_n \).

The group of type \( D_n \) is isomorphic to the semi-direct product \( 2^{n-1} \rtimes \Sigma_n \). It acts in the euclidean space \( \mathbb{R}^n \) as a group generated by reflections in vectors \( e_i - e_{i+1}, i = 1, \ldots, n-1 \), and \( e_{n-1} + e_n \).
Table 1. Spherical and euclidean real reflection groups

<table>
<thead>
<tr>
<th>Spherical groups</th>
<th>Euclidean groups</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_n$</td>
<td>$\tilde{A}_1$</td>
</tr>
<tr>
<td>$B_n, C_n$</td>
<td>$\tilde{B}_n, \tilde{C}_n$</td>
</tr>
<tr>
<td>$D_n$</td>
<td>$\tilde{D}_n$</td>
</tr>
<tr>
<td>$E_6$</td>
<td>$\tilde{E}_6$</td>
</tr>
<tr>
<td>$E_7$</td>
<td>$\tilde{E}_7$</td>
</tr>
<tr>
<td>$E_8$</td>
<td>$\tilde{E}_8$</td>
</tr>
<tr>
<td>$F_4$</td>
<td>$\tilde{F}_4$</td>
</tr>
<tr>
<td>$I_2(m)$</td>
<td>$m \geq 5$</td>
</tr>
<tr>
<td>$H_3$</td>
<td>$\tilde{G}_2$</td>
</tr>
<tr>
<td>$H_4$</td>
<td>6</td>
</tr>
</tbody>
</table>

A discrete group $\Gamma$ of motions in $X^n$ admitting a fundamental domain of finite volume (resp. compact) is said to be of finite covolume (resp. cocompact).\textsuperscript{2} Obviously, a simplex in $S^n$ or $E^n$ is compact. Thus the previous list gives a classification of irreducible reflection groups of finite covolume in $E^n$ and $S^n$. They are automatically cocompact.

The classification of reflection groups of finite covolume in $H^n$ is known only for $n = 2$ (H. Poincaré) and $n = 3$ (E. Andreev [5]). It is known that they do not exist if $n \geq 996$ ([65], [66], [95]) and even if $n > 300$ (see the announcement in [87]). There are no cocompact reflection groups in $H^n$ for $n \geq 30$ [116].

One can give the following description of Coxeter diagrams defining reflection groups of cofinite volume (see [112]).

**Proposition 2.4.** A reflection group $\Gamma$ in $H^n$ is of finite covolume if and only if any elliptic subdiagram of rank $n - 1$ of its Coxeter diagram can be extended in

\textsuperscript{2}If $\Gamma$ is realized as a discrete subgroup of a Lie group that acts properly and transitively on $X^n$, then this terminology agrees with the terminology of discrete subgroups of a Lie group.
exactly two ways to an elliptic subdiagram of rank $n$ or a parabolic subdiagram of rank $n - 1$. Moreover, $\Gamma$ is cocompact if the same is true but there are no parabolic subdiagrams of rank $n - 1$.

The geometric content of this proposition is as follows. The intersection of hyperplanes defining an elliptic subdiagram of rank $n - 1$ is of dimension 1 (a one-dimensional facet of the polytope). An elliptic subdiagram (resp. parabolic) of rank $n$ defines a proper (resp. improper) vertex of the polytope. So, the proposition says that $\Gamma$ is of finite covolume if and only if each one-dimensional facet joins precisely two vertices, proper or improper.

2.4. Coxeter groups. Recall that a Coxeter group is a group $W$ admitting an ordered set of generators $S$ of order 2 with defining relations

$$ (ss')^{m(s,s')} = 1, \ s, s' \in S, $$

where $m(s,s')$ is the order of the product $ss'$ (the symbol $\infty$ if the order is infinite). The pair $(W,S)$ is called a Coxeter system.

The Coxeter graph of $(W,S)$ is the graph whose vertices correspond to $S$ and any two different vertices are connected by $m(s,s') - 2$ edges or by an edge labeled with $m(s,s') - 2$ or a thick edge if $m(s,s') = \infty$. We say that $(W,S)$ is irreducible if the Coxeter graph is connected.

One proves the following theorem (see [112]).

Theorem 2.5. Let $P$ be a nondegenerate Coxeter polytope of finite volume in $X^n$ and $\Gamma(P)$ be the corresponding reflection group. The pair $(\Gamma(P),S)$, where $S$ is the set of reflections with respect to the set of faces of $P$ is a Coxeter system. Its Coxeter graph is equal to the Coxeter diagram of $P$, and the Gram matrix of $P$ is equal to the matrix

$$ (-\cos \frac{\pi}{m(s,s')} )_{(s,s') \in S \times S}. $$

(2.2)

The converse is partially true. The following facts can be found in [14]. Let $(W,S)$ be an irreducible Coxeter system with no $m(s,s')$ equal to $\infty$. One considers the linear space $V = \mathbb{R}^S$ and equips it with a symmetric bilinear form $B$ defined by

$$ B(e_s,e_{s'}) = -\cos \frac{\pi}{m(s,s')} . $$

(2.3)

Assume that $B$ is positive definite ($(W,S)$ is elliptic). Then $W$ is finite and isomorphic to a reflection group $\Gamma$ in the spherical space $S^n$, where $n+1 = \# S - 1$. The corresponding $\Gamma$-cell can be taken as the intersection of the sphere with the simplex in $\mathbb{R}^{n+1}$ with facets orthogonal to the vectors $e_s$.

Assume that $B$ is degenerate and semipositive definite ($(W,S)$ is parabolic). Then its radical $V_0$ is one-dimensional and is spanned by a unique vector $v_0 = \sum a_s e_s$ satisfying $a_s > 0$ for all $s$ and $\sum a_s = 1$. The group $W$ acts naturally as a reflection group $\Gamma$ in the affine subspace $E^n = \{ \phi \in V^* : \phi(v_0) = 1 \}$ with the associated linear space $(V/V_0)^*$. The corresponding $\Gamma$-cell has $n+1$ facets orthogonal to the vectors $e_s$ and is a simplex in affine space.

Assume that $B$ is nondegenerate, indefinite and $W$ is of cofinite volume in the orthogonal group of $B$ ($(W,S)$ is hyperbolic). In this case the signature of $B$ is equal to $(n - 1,1)$ and $C = \sum_{s \in S} \mathbb{R}_+ e_s$ is contained in one of the two connected components of the set $\{ x \in E : B(x,x) < 0 \}$. Let $H^n$ be the hyperbolic space equal
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to the image of this component in $\mathbb{P}(E)$. Then the action of $W$ in $H^n$ is isomorphic to a reflection group $\Gamma$. A $\Gamma$-cell can be chosen to be the image of the closure $\bar{C}$ of $C$ in $\mathbb{P}(E)$.

In all cases the Coxeter diagram of a $\Gamma$-cell coincides with the Coxeter graph of $(W, S)$. We will call the matrix given by (2.3) the Gram matrix of $(W, S)$.

Remark 2.6. Irreducible reflection groups in $S^n$ and $E^n$ correspond to elliptic or parabolic irreducible Coxeter systems. Hyperbolic Coxeter systems define Coxeter simplices in $H^n$ of finite volume. Their Coxeter diagrams are called quasi-Lanner [120] or hyperbolic [14]. They are characterized by the condition that each of its proper subdiagrams is either elliptic or parabolic. If no parabolic subdiagram is present, then the simplex is compact and the diagram is Lanner or compact hyperbolic. The complete list of hyperbolic Coxeter diagrams can be found in [120] or [58].

Example 2.7. Let $W(p, q, r), 1 \leq p \leq q \leq r$, be the Coxeter group with Coxeter graph of type $T_{p,q,r}$ given in Figure 7.

Then
- $W(p, q, r)$ is of elliptic type if and only if
  \[(p, q, r) = (1, q, r), (2, 2, r), (2, 3, 3), (2, 3, 4), (2, 3, 5);\]
- $W(p, q, r)$ is of parabolic type if and only if
  \[(p, q, r) = (2, 4, 4), (2, 3, 6), (3, 3, 3);\]
- $W(p, q, r)$ is of hyperbolic type if and only if
  \[(p, q, r) = (3, 4, 4), (2, 4, 5), (2, 3, 7).\]

3. Linear reflection groups

3.1. Pseudo-reflections. Let $E$ be a vector space over any field $K$. A pseudo-reflection in $E$ is a linear invertible transformation $s : E \to E$ of finite order greater than 1 which fixes pointwise a hyperplane. A reflection is a diagonalizable pseudo-reflection. A pseudo-reflection is a reflection if and only if its order is coprime to the characteristic of $K$.

Let $v$ be an eigenvector of a reflection $s$ of order $d$. Its eigenvalue $\eta$ different from 1 is a $d$th root of unity $\eta \neq 1$. We can write $s$ in the form
\[(3.1) \quad s(x) = x - \ell(x)v\]
for some linear function \( \ell : E \to K \). Its zeroes define the hyperplane of fixed points of \( s \), the reflection hyperplane. Taking \( x = v \) we obtain \( \ell(v) = 1 - \eta \). This determines \( \ell \) uniquely when \( v \) is fixed; we denote it by \( \ell_v \).

A pseudo-reflection (reflection) subgroup of \( \text{GL}(E) \) is a subgroup generated by pseudo-reflections (reflections).

Assume that we are given an automorphism \( \sigma \) of \( K \) whose square is the identity. We denote its value on an element \( \lambda \in K \) by \( \bar{\lambda} \). Let \( B : E \times E \to K \) be a \( \sigma \)-hermitian form on \( E \); i.e. \( B \) is \( K \)-linear in the first variable and satisfies \( B(x, y) = \overline{B(y, x)} \).

Let \( U(E, B, \sigma) \) be the unitary group of \( B \), i.e. the subgroup of \( K \)-linear transformations of \( E \) which preserve \( B \). A pseudo-reflection subgroup in \( \text{GL}(E) \) is a unitary pseudo-reflection group if it is contained in a unitary group \( U(E, B, \sigma) \) for some \( \sigma, B \) and for any reflection (3.1) one can choose a vector \( v \) with \( B(v, v) \neq 0 \).

The additional condition implies that

\[
\ell_v(x) = \frac{(1 - \eta)B(x, v)}{B(v, v)} \quad \text{for all } x \in V.
\]

In particular, the vector \( v \) is orthogonal to the hyperplane \( \ell_v^{-1}(0) \).

Finite reflection groups are characterized by the following property of its algebra of invariant polynomials ([14], Chapter V, §5, Theorem 4).

**Theorem 3.1.** A finite subgroup \( G \) of \( \text{GL}(E) \) of order prime to \( \text{char}(K) \) is a reflection group if and only if the algebra \( S(E)^G \) of invariants in the symmetric algebra of \( E \) is isomorphic to a polynomial algebra.

In the case \( K = \mathbb{C} \) this theorem was proven by Shephard and Todd [102], and in the case of arbitrary characteristic but for groups generated by reflections of order 2, it was proven by C. Chevalley [19].

We will be concerned with the case where \( K = \mathbb{R} \) and \( \sigma = \text{id}_E \) or \( K = \mathbb{C} \) and \( \sigma \) is the complex conjugation. In the real case a reflection is necessarily of order 2.

Let \( G \) be a finite reflection subgroup of \( \text{GL}(E) \). By taking some positive definite symmetric bilinear (resp. hermitian) form and averaging it, we see that \( G \) is conjugate in \( \text{GL}(E) \) to a unitary reflection group. In fact, under isomorphism from \( E \) to the standard euclidean (resp. unitary) space \( \mathbb{R}^n \) (resp. \( \mathbb{C}^n \)), the group \( G \) is isomorphic to a reflection subgroup of \( O(n) \) (resp. \( U(n) \)). In the real case \( G \) becomes isomorphic to a reflection group in \( S^{n-1} \) and hence is isomorphic to the product of irreducible reflection spherical groups.

An example of an infinite real reflection group in \( \mathbb{R}^{n+1} \) is a reflection group in the hyperbolic space \( H^n \). It is an orthogonal reflection group with respect to a symmetric bilinear form of signature \((n, 1)\).

### 3.2. Finite complex linear reflection groups.

They were classified by Shephard and Todd [102]. Table 2 gives the list of irreducible finite linear reflection groups (in the order given by Shephard-Todd; see also the table in [62], p. 166). The last column in the table gives the degrees of the generators of the algebra \( S(E)^G \).

The group \( G(m, p, n) \) is equal to the semi-direct product \( A(m, n, p) \rtimes \Sigma_n \), where \( A(m, n, p) \) is a diagonal group of \( n \times n \)-matrices with \( m \)th roots of unity at the diagonal whose product is an \((m/p)\)th root of unity. The semi-direct product is defined with respect to the action of \( \Sigma_n \) by permuting the columns of the matrices.

Groups 3-22 are some extensions of binary polyhedral groups (i.e. finite subgroups of \( \text{SL}(2, \mathbb{C}) \)).
Table 2. Finite complex reflection groups

<table>
<thead>
<tr>
<th>Number</th>
<th>Name</th>
<th>Order</th>
<th>dim E</th>
<th>Degrees</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$A_n = \Sigma_{n+1}$</td>
<td>$(n+1)!$</td>
<td>$n$</td>
<td>$2,3,\ldots,n+1$</td>
</tr>
<tr>
<td>2</td>
<td>$G(m,p,n)$</td>
<td>$m^n!/p$</td>
<td>$n$</td>
<td>$m,m+1,\ldots,(n-1)m,mn/p$</td>
</tr>
<tr>
<td>3</td>
<td>$\mathfrak{m}$</td>
<td>$m$</td>
<td>1</td>
<td>$m$</td>
</tr>
<tr>
<td>4</td>
<td>$3\cdot 3$</td>
<td>24</td>
<td>2</td>
<td>4, 6</td>
</tr>
<tr>
<td>5</td>
<td>$3\cdot 3$</td>
<td>72</td>
<td>2</td>
<td>6, 12</td>
</tr>
<tr>
<td>6</td>
<td>$3\cdot 2$</td>
<td>48</td>
<td>2</td>
<td>4, 12</td>
</tr>
<tr>
<td>7</td>
<td>$&lt;3,3,3&gt;_{2}$</td>
<td>144</td>
<td>2</td>
<td>12, 12</td>
</tr>
<tr>
<td>8</td>
<td>$4\cdot 3$</td>
<td>96</td>
<td>2</td>
<td>8, 12</td>
</tr>
<tr>
<td>9</td>
<td>$4\cdot 2$</td>
<td>192</td>
<td>2</td>
<td>8, 24</td>
</tr>
<tr>
<td>10</td>
<td>$4\cdot 3$</td>
<td>288</td>
<td>2</td>
<td>12, 24</td>
</tr>
<tr>
<td>11</td>
<td>$&lt;4,3,2&gt;_{12}$</td>
<td>576</td>
<td>2</td>
<td>24, 24</td>
</tr>
<tr>
<td>12</td>
<td>$GL(2,3)$</td>
<td>48</td>
<td>2</td>
<td>6, 8</td>
</tr>
<tr>
<td>13</td>
<td>$&lt;4,3,2&gt;_{2}$</td>
<td>96</td>
<td>2</td>
<td>8, 12</td>
</tr>
<tr>
<td>14</td>
<td>$3\cdot 2$</td>
<td>144</td>
<td>2</td>
<td>6, 24</td>
</tr>
<tr>
<td>15</td>
<td>$&lt;4,3,2&gt;_{6}$</td>
<td>288</td>
<td>2</td>
<td>12, 24</td>
</tr>
<tr>
<td>16</td>
<td>$5\cdot 3$</td>
<td>600</td>
<td>2</td>
<td>20, 30</td>
</tr>
<tr>
<td>17</td>
<td>$5\cdot 2$</td>
<td>1200</td>
<td>2</td>
<td>20, 60</td>
</tr>
<tr>
<td>18</td>
<td>$5\cdot 3$</td>
<td>1800</td>
<td>2</td>
<td>60, 60</td>
</tr>
<tr>
<td>19</td>
<td>$&lt;5,3,2&gt;_{30}$</td>
<td>3600</td>
<td>2</td>
<td>60, 60</td>
</tr>
<tr>
<td>20</td>
<td>$3\cdot 5$</td>
<td>360</td>
<td>2</td>
<td>12, 30</td>
</tr>
<tr>
<td>21</td>
<td>$3\cdot 2$</td>
<td>720</td>
<td>2</td>
<td>12, 60</td>
</tr>
<tr>
<td>22</td>
<td>$&lt;5,3,2&gt;_{2}$</td>
<td>240</td>
<td>2</td>
<td>12, 20</td>
</tr>
<tr>
<td>23</td>
<td>$H_3$</td>
<td>120</td>
<td>3</td>
<td>2, 6, 10</td>
</tr>
<tr>
<td>24</td>
<td>$J_3(4)$</td>
<td>336</td>
<td>3</td>
<td>4, 6, 14</td>
</tr>
<tr>
<td>25</td>
<td>$L_3$</td>
<td>648</td>
<td>3</td>
<td>6, 9, 12</td>
</tr>
<tr>
<td>26</td>
<td>$M_3$</td>
<td>1296</td>
<td>3</td>
<td>6, 12, 18</td>
</tr>
<tr>
<td>27</td>
<td>$J_3(5)$</td>
<td>2160</td>
<td>3</td>
<td>6, 12, 30</td>
</tr>
<tr>
<td>28</td>
<td>$F_4$</td>
<td>1152</td>
<td>4</td>
<td>2, 6, 8, 12</td>
</tr>
<tr>
<td>29</td>
<td>$N_4$</td>
<td>7680</td>
<td>4</td>
<td>4, 8, 12, 20</td>
</tr>
<tr>
<td>30</td>
<td>$H_4$</td>
<td>14,440</td>
<td>4</td>
<td>2, 12, 20, 30</td>
</tr>
<tr>
<td>31</td>
<td>$EN_4$</td>
<td>64 · 6!</td>
<td>4</td>
<td>8, 12, 20, 24</td>
</tr>
<tr>
<td>32</td>
<td>$L_4$</td>
<td>216 · 6!</td>
<td>4</td>
<td>12, 18, 24, 30</td>
</tr>
<tr>
<td>33</td>
<td>$K_5$</td>
<td>72 · 6!</td>
<td>5</td>
<td>4, 6, 10, 12, 18</td>
</tr>
<tr>
<td>34</td>
<td>$K_6$</td>
<td>108 · 9!</td>
<td>5</td>
<td>4, 6, 10, 12, 18</td>
</tr>
<tr>
<td>35</td>
<td>$E_6$</td>
<td>72 · 6!</td>
<td>6</td>
<td>2, 5, 6, 8, 9, 12</td>
</tr>
<tr>
<td>36</td>
<td>$E_7$</td>
<td>8 · 9!</td>
<td>7</td>
<td>2, 6, 8, 10, 12, 14, 18</td>
</tr>
<tr>
<td>37</td>
<td>$E_8$</td>
<td>192 · 9!</td>
<td>8</td>
<td>2, 8, 12, 14, 18, 20, 24, 30</td>
</tr>
</tbody>
</table>

All real spherical irreducible groups are in the list. We have seen already the groups of types $A_n$, $E_6$, $E_7$, $E_8$, $H_3$, $H_4$, $F_4$. The groups of type $B_n$ are the groups $G(2,1,n)$. The groups of type $D_n$ are the groups $G(2,2,n)$. Finally, the groups of type $I_2(m)$ are the groups $G(m,m,2)$. These groups are distinguished from other groups by the property that one of invariant polynomials is of degree 2.
3.3. **Complex crystallographic reflection groups.** A complex analog of a space of constant curvature is a simply connected complex Kähler manifold of constant holomorphic curvature (complex space form). There are three types of such spaces (see [60]):

- $E^n$, the $n$-dimensional affine space equipped with the standard hermitian form $|z|^2 = \sum |z_i|^2$. It is a homogeneous space $(\mathbb{C}^n \times U(n))/U(n)$;
- $\mathbb{P}^n(\mathbb{C})$, the $n$-dimensional complex projective space equipped with the standard Fubini-Study metric. It is a homogeneous space $\text{PU}(n+1)/U(n)$.
- $H^n = \{ z \in \mathbb{C}^n : |z| < 1 \}$, the $n$-dimensional complex hyperbolic space. The hermitian metric on $H^n$ is defined by

$$
\frac{1}{1-|z|^2} \left( \sum_{i=1}^n z_i d\bar{z}_i + \bar{z}_i dz_i \right) + (1-|z|^2) \sum_{i=1}^n dz_i d\bar{z}_i.
$$

They are simply connected hermitian complex homogeneous manifolds of dimension $n$ with isotropy subgroups equal to the unitary group $U(n)$.

The complex hyperbolic space has a model in complex projective space $\mathbb{P}^n(\mathbb{C})$ equal to the image of the subset

$$
C = \{ (z_0, z_1, \ldots, z_n) \in \mathbb{C}^{n+1} : -|z_0|^2 + |z_1|^2 + \ldots + |z_n|^2 < 0 \}.
$$

The unitary group $U(n+1)$ of the hermitian form $-|z_0|^2 + |z_1|^2 + \ldots + |z_n|^2$ of signature $(n,1)$ acts transitively on $H^n$ with isotropy subgroup $U(n)$. It defines a transitive action of $\text{PU}(n,1) = U(n,1)/U(1)$ with isotropy subgroups isomorphic to $U(n)$.

Let $X^n$ be an $n$-dimensional complex space form. A reflection in $X^n$ is a holomorphic isometry whose set of fixed points is a hypersurface. A reflection group is a discrete group of holomorphic automorphisms generated by reflections. A reflection group $\Gamma$ of $X^n$ (resp. $H^n$) can be centrally extended to a reflection subgroup of $U(n)$ (resp. $U(n,1)$) such that over every reflection lies a linear reflection.

A reflection group of $E^n$ is a discrete subgroup of $\mathbb{C}^n \times U(n)$ which is generated by affine reflections. It can be considered as a linear reflection group in a complex vector space $V$ of dimension $n+1$ equipped with a hermitian form of Sylvester signature $(t_+, t_-, t_0) = (n,0,1)$. We take for $E^n$ the affine subspace of the dual linear space $V^*$ of linear functions $\phi \in V^*$ satisfying $\phi(v) = 1$, where $v$ is a fixed nonzero vector in $V^\perp$. The corresponding linear space is the hyperplane $\{ \phi \in V^* : \phi(v) = 0 \}$.

A reflection group $\Gamma$ of cofinite volume in $E^n$ or $H^n$ is called a complex crystallographic group (affine, hyperbolic). If $X^n = \mathbb{P}^n(\mathbb{C})$, it is a finite group defined by a finite linear complex reflection group in $\mathbb{C}^{n+1}$. If $X^n = E^n$, then $\Gamma$ leaves invariant a lattice $\Lambda \subset \mathbb{C}^n$ of rank $2n$ (so that $\mathbb{C}^n/\Lambda$ is a compact complex $n$-torus) and $\text{Lin}(\Gamma)$ is a finite subgroup of $U(n)$. This implies that $\Gamma$ is also cocompact.

If $X^n = \mathbb{P}^n(\mathbb{C})$, then $\Gamma$, being a discrete subgroup of a compact Lie group $\text{PU}(n+1)$, is finite and cocompact.

There is a classification of crystallographic reflection groups in $E^n$ (due to V. Popov [93]).

First observe that any $a \in E^n$ defines a surjective homomorphism $g \mapsto g$ from the affine group to the linear group of the corresponding complex linear space $V$. We write any $x \in E^n$ in the form $x = a + v$, for a unique $v \in V$, and get

---

3 According to [50] some groups are missing in Popov’s list.
$g(a + v) = g(a) + \bar{g}(v)$. This definition of $\bar{g}$ does not depend on the choice of $a$. In particular, choosing $a$ on a reflecting affine hyperplane $H$, we see that $\bar{g}$ is a linear reflection which fixes $H - a$. This implies that the image of a crystallographic reflection subgroup $\Gamma$ of $\mathbb{C}^n \rtimes U(n)$ is a finite reflection subgroup of $U(n)$.

**Theorem 3.2.** Let $G$ be a finite irreducible reflection group in $U(n)$. Then the following properties are equivalent:

1. there exists a complex reflection group $\Gamma$ in $E_8^{(1)}$ with linear part $G$;
2. there exists a $G$-invariant lattice $\Lambda \subset E_8^{(1)}$ of rank $2n$;
3. the number of the group $G$ in Table 2 is $1$, $2$($m = 2, 3, 4, 6$), $3$($m = 2, 3, 4, 6$), $4$, $5$, $8$, $12$, $24 - 29$, $31 - 37$.

If $G$ is not of type $G(4,2,n)$, $n \geq 4$ (number 2), or $GL(2,3)$ (type 12) or $EN_4$ (number 31), then $\Gamma$ is equal to the semi-direct product $\Lambda \rtimes G$. In the exceptional cases, $\Gamma$ is either the semi-direct product or some nontrivial extension of $G$ with normal subgroup $\Lambda$.

A table in [93] describes all possible lattices and the extensions for each $G$ as above.

Recall from Theorem 3.1 that the algebra of invariant polynomials of a finite complex reflection group $\Gamma$ in $\mathbb{C}^n$ is a polynomial algebra. This can be restated as follows. One considers the induced action of $\Gamma$ in $\mathbb{C}^n$ and every $G$-invariant lattice $\Lambda$ which exists as a projective algebraic variety. Now the theorem asserts that this variety is isomorphic to a weighted projective space $\mathbb{P}(q_1, \ldots, q_n)$, where the weights are equal to the degrees of free generators of the invariant algebra. The following is an analog of Theorem 3.1 for affine complex crystallographic groups due to Bernstein-Shwarzman [11] and Looijenga [75].

**Theorem 3.3.** Assume that the linear part of a complex crystallographic group $\Gamma$ is a complexification of a real finite reflection group $W$. Then the orbit space $E_8^{(1)}/\Gamma$ exists as an algebraic variety and is isomorphic to a weighted projective space $\mathbb{P}(q_0, \ldots, q_n)$, where the weights are explicitly determined by $W$.

It is conjectured that the same is true without additional assumption on the linear part.

**Example 3.4.** Let $G$ be a finite complex reflection group arising from the complexification of a real reflection group $G_\tau$. Any such group is realized as the linear part of a complex crystallographic group $\Gamma$ in affine space $E_8^{(1)}$, and $\Gamma$ is semi-direct product of $G$ and a $G$-invariant lattice. Suppose $G_\tau$ is of $ADE$ type. Let $e_1, \ldots, e_n$ be the norm vectors of the Coxeter polytope in $\mathbb{R}^n$. For any $\tau = a + bi, b > 0$, consider the lattice $\Lambda_\tau$ in $\mathbb{C}^n$ spanned by the vectors $e_i$ and $\tau e_i$. This is a $G$-invariant lattice and every $G$-invariant lattice is obtained in this way. Moreover $\Lambda_\tau = \Lambda_{\tau'}$ if and only if $\tau$ and $\tau'$ belong to the same orbit of the modular group $PSL(2,\mathbb{Z})$ which acts on the upper halfplane $\{z = a + bi \in \mathbb{C} : b > 0\}$ by the Möbius transformations $z \mapsto (az + b)/(cz + d)$. The linear part $G$ is a finite group of automorphisms of the complex torus $(\mathbb{C}/\Lambda_\tau)^n$ with the orbit space $(\mathbb{C}/\Lambda_\tau)^n/G$ isomorphic to a weighted

---

4 Also $G(6,6,n)$ as pointed out in [50].

5 This is the quotient of $\mathbb{C}^n \setminus \{0\}$ by the action of $\mathbb{C}^*$ defined in coordinates by $(z_1, \ldots, z_n) \mapsto (\lambda^{r_1}z_1, \ldots, \lambda^{r_n}z_n)$. 
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projective space. In the case when $G_r$ is the Weyl group of a simple simply connected Lie group $H$, this quotient is naturally isomorphic to the moduli space of principal $H$-bundles on the elliptic curve $\mathbb{C}/\mathbb{Z} + \tau\mathbb{Z}$ (see [44]).

**Remark 3.5.** If $\Gamma$ is a real crystallographic group in affine space $E^n$, then its complexification is a complex noncrystallographic reflection group in $E^n_C$. Every complex noncrystallographic reflection group in $E^n_C$ is obtained in this way (see [93], 2.2).

We will discuss later a construction of complex crystallographic reflection groups in $H^n_C$ for $n \leq 9$. The largest known dimension $n$ for which such groups exist is 13 ([3]). It is believed that these groups occur only in finitely many dimensions.

### 4. Quadratic lattices and their reflection groups

**4.1. Integral structure.** Let $\Gamma$ be an orthogonal linear reflection group in a real vector space $V$ of dimension $n$ equipped with a nondegenerate symmetric bilinear form of signature $(n,0)$ or $(n-1,1)$. We assume that the intersection of its reflection hyperplanes is the origin. We say that $\Gamma$ admits an integral structure if it leaves invariant a free abelian subgroup $M \subset V$ of rank $n$ generating $V$. In other words, there exists a basis $(e_1, \ldots, e_n)$ in $V$ such that $\sum_{i=1}^n Ze_i$ is $\Gamma$-invariant.

A linear reflection group admitting an integral structure is obviously a discrete subgroup of the orthogonal group $O(V)$ and hence acts discretely on the corresponding space of constant curvature $S^{n-1}$ or $H^{n-1}$ (because the isotropy subgroups are compact subgroups of $O(V)$). Thus $\Gamma$ is a reflection group of $S^{n-1}$ or $H^{n-1}$. By a theorem of Siegel [104], the group $O(M) = \{g \in O(V) : g(M) = M\}$ is of finite covolume in the orthogonal group $O(V)$; hence $\Gamma$ is of finite covolume if and only if it is of finite index in $O(M)$.

Let $H \subset V$ be a reflection hyperplane in $\Gamma$ and let $e_H$ be an orthogonal vector to $H$. In the hyperbolic case we assume that $H$ defines a hyperplane in $H^{n-1}$; hence $(e_H, e_H) > 0$. The reflection $r_H$ is defined by

$$r_H(x) = x - \frac{2(x, e_H)}{(e_H, e_H)} e_H$$

for some vector $e_H$ proportional to $e_H$. Taking $x$ from $M$ we obtain that the vector $\frac{2(x, e_H)}{(e_H, e_H)} e_H$ belongs to $M$. Replacing $\alpha_H$ by proportional vector, we may assume that $\alpha_H \in M$ and also that $\alpha_H$ is a primitive vector in $M$ (i.e. $M/\mathbb{Z}\alpha_H$ is torsion-free). We call such a vector a root vector associated to $H$. The root vectors corresponding to the faces of a fundamental polytope are called the fundamental root vectors.

A root vector is uniquely defined by $H$ up to multiplication by $-1$. Using the primitivity property of root vectors it is easy to see that, for all $x \in M$,

$$2(x, \alpha) \in (\alpha, \alpha)\mathbb{Z}.$$  \hspace{1cm} (4.1)

In particular, if $\alpha, \beta$ are not perpendicular root vectors, then $2(\alpha, \beta)/(\beta, \beta)$ and $2(\alpha, \beta)/(\alpha, \alpha)$ are nonzero integers, so that the ratio $(\beta, \beta)/(\alpha, \alpha)$ is a rational number. If the Coxeter diagram is connected, we can fix one of the roots $\alpha$ and multiply the quadratic form $(x, x)$ on $V$ by $(\alpha, \alpha)^{-1}$ to assume that $(\beta, \beta) \in \mathbb{Q}$ for all root vectors. This implies that the Gram matrix $(e_i, e_j)$ of a basis of $M$ has
entries in \( \mathbb{Q} \). Multiplying the quadratic form by an integer, we may assume that it is an integral matrix; hence

\[(4.2) \quad (x, y) \in \mathbb{Z}, \text{ for all } x, y \in M.\]

**Example 4.1.** Let \( \Gamma \) be an irreducible finite real reflection group whose Dynkin diagram does not contain multiple edges (i.e. of types \( A, D, E \)). Let \((\alpha_1, \ldots, \alpha_n)\) be the unit norm vectors of its fundamental Coxeter polytope and let \( M \subset V \) be the span of these vectors. If we multiply the inner product in \( V \) by \( 2 \), we obtain \((\alpha_i, \alpha_j) = -2 \cos \frac{\pi \alpha_i}{m_{ij}} \in \{0, 2, -1\}\). Hence the reflections \( r_{\alpha_i} : x \mapsto x - (x, \alpha_i)\alpha_i \) leave \( M \) invariant. Thus \( \Gamma \) admits an integral structure and the Gram matrix of its basis \((\alpha_1, \ldots, \alpha_n)\) is equal to twice the matrix \((2.2)\). Note that \((\alpha_i, \alpha_i) = 2, i = 1, \ldots, n.\)

Let \( \Gamma \) be of type \( B_n \) and \( e_s, s = 1, \ldots, n, \) be the unit normal vectors defined by a fundamental polytope. We assume that \( m(n, n - 1) = m(n - 1, n) = 4 \) and other \( m(s, s') \) take values in \( \{1, 2, 3\} \). Let \( \alpha_i = e_i \) if \( i \neq n \) and \( \alpha_n = \sqrt{2} e_n \). It is easy to see now that \( \frac{2(x, \alpha_i)}{(\alpha_i, \alpha_i)} \in \mathbb{Z} \) for any \( x \) in the span \( M \) of the \( \alpha_i \)'s. This shows that \( M \) defines an integral structure on \( \Gamma \) and \((x, y) \in \mathbb{Z} \) for any \( x, y \in M \). We have

\[(4.3) \quad (\alpha_i, \alpha_i) = \begin{cases} 1 & \text{if } i \neq n, \\ 2 & \text{otherwise.} \end{cases}\]

We leave it to the reader to check that the groups of type \( F_4 \) and \( G_2 = I_2(6) \) also admit an integral structure. However, the remaining groups do not.

### 4.2. Quadratic lattices

A (quadratic) **lattice** is a free abelian group \( M \) equipped with a symmetric bilinear form with values in \( \mathbb{Z} \). The **orthogonal group** \( O(M) \) of a lattice is defined in the natural way as the subgroup of automorphisms of the abelian group preserving the symmetric bilinear form. More generally one defines in an obvious way an **isometry** or **isomorphism** of lattices.

Let \( V \) be a real vector space equipped with a symmetric bilinear form \((x, y)\) and \((e_i)_{i \in I}\) be a basis in \( V \) such that \((e_i, e_j) \in \mathbb{Z} \) for all \( i, j \in I \). Then the \( \mathbb{Z} \)-span \( M \) of the basis is equipped naturally with the structure of a quadratic lattice. We have already seen this construction in the beginning of the section. The orthogonal group \( O(M) \) coincides with the group introduced there. Obviously every quadratic lattice is obtained in this way by taking \( V = M_R = M \otimes_\mathbb{Z} \mathbb{R} \) and extending the bilinear form by linearity.

Recall some terminology in the theory of integral quadratic forms stated in terms of lattices. The **signature of a lattice** \( M \) is the Sylvester signature \((t_+, t_-, t_0)\) of the corresponding real quadratic form on \( V = M_R \). We omit \( t_0 \) if it is equal to zero. A lattice with \( t_- = t_0 = 0 \) (resp. \( t_+ = t_0 = 0 \)) is called **positive definite** (resp. **negative definite**). A lattice \( M \) of signature with \((1, a)\) or \((a, 1)\) where \( a \neq 0 \) is called **hyperbolic** (or **Lorentzian**).

All lattices are divided into two types: **even** if the values of its quadratic form are even and **odd** otherwise.

Assume that the lattice \( M \) is nondegenerate; that is \( t_0 = 0 \). This ensures that the map

\[(4.4) \quad \iota_M : M \rightarrow M^* = \text{Hom}_\mathbb{Z}(M, \mathbb{Z}), \quad m \mapsto (m, ?)\]
is injective. Since $M^*$ is an abelian group of the same rank as $M$, the quotient group

$$D_M = M^*/i(M)$$

is a finite group (the discriminant group of the lattice $M$). Its order $d_M$ is equal to the absolute value of the discriminant of $M$ defined as the determinant of a Gram matrix of the symmetric bilinear form of $M$. A lattice is called unimodular if the map (4.4) is bijective (equivalently, if its discriminant is equal to $\pm 1$).

**Example 4.2.** Let $M$ be the lattice defining an integral structure on a finite reflection group from Example 4.1. It is an even positive definite lattice for the groups of types $A, D, E$ and odd positive definite lattice for groups of type $B_n, F_4, G_2$. These lattices are called finite root lattices of the corresponding type.

**Example 4.3.** Let $\Gamma$ be an irreducible linear reflection group in $V$ admitting an integral structure $M$. It follows from (4.2) that, after rescaling the inner product in $V$, we may assume that $M$ is a lattice in $V$ with $M_\mathbb{R} = V$. For example, consider the group $\Gamma = W(p, q, r)$ from Example 2.7 as a linear reflection group in $\mathbb{R}^n$, where $n = p + q + r - 2$. The unit vectors $e_i$ of a fundamental Coxeter polytope satisfy $(e_i, e_j) = -2\cos \frac{\pi}{m_{ij}}$, where $m_{ij} \in \{1, 2, 3\}$. Thus, rescaling the quadratic form in $V$ by multiplying its values by 2, we find fundamental root vectors $\alpha_i$ such that $(\alpha_i, \alpha_j) \in \mathbb{Z}$. The lattice $M$ generated by these vectors defines an integral structure of $\Gamma$. The Gram matrix $G$ of the set of fundamental root vectors has 2 at the diagonal, and $2I_n - G$ is the incidence matrix of the Coxeter graph of type $T_{p,q,r}$ from Example 2.7. We denote the lattice $M$ by $E_{p,q,r}$. One computes directly the signature of $M$ to obtain that $E_{p,q,r}$ is nondegenerate and positive definite if and only if $\Gamma$ is a finite reflection group of type $A, D, E$ ($r = 1(A_n)$ or $r = p = 2(D_n)$ or $r = 2, p = 3, q = 3, 4, 5(E_6, E_7, E_8)$).

The lattice $E_{p,q,r}$ is degenerate if and only if it corresponds to a parabolic reflection group of type $E_6, E_7, E_8$. The lattice $E_{p,q,r}^\perp$ is of rank 1 and $E_{p,q,r}/E_{p,q,r}^\perp$ is isomorphic to the lattice $E_{p-1,q,r}, E_{p,q-1,r}, E_{p,q,r-1}$, respectively.

In the remaining cases $E_{p,q,r}$ is a hyperbolic lattice of signature $(n - 1, 1)$.

It is also easy to compute the determinant of the Gram matrix to obtain that the absolute value of the discriminant of a nondegenerate lattice $E_{p,q,r}$ is equal to $|pqr - pq - pr - qr|$. In particular, it is a unimodular lattice if and only if $(p, q, r) = (2, 3, 5)$ or $(2, 3, 7)$.

One can also compute the discriminant group of a nondegenerate lattice $E_{p,q,r}$ (see [17]).

Every subgroup of $M$ is considered as a lattice with respect to the restriction of the quadratic form (sublattice). The orthogonal complement of a subset $S$ of a lattice is defined to be the set of vectors $x$ in $M$ such that $(x, s) = 0$ for all $s \in S$. It is a primitive sublattice of $M$ (i.e. a subgroup of $M$ such that the quotient group is torsion-free). Also one naturally defines the orthogonal direct sum $M \perp N$ of two (and finitely many) lattices.

The lattice $M$ of rank 2 defined by the matrix $\begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$ is denoted by $U$ and is called the hyperbolic plane.

For any lattice $M$ and an integer $k$ we denote by $M(k)$ the lattice obtained from $M$ by multiplying its quadratic form by $k$. For any integer $k$ we denote by $\langle k \rangle$ the lattice of rank 1 generated by a vector $v$ with $(v, v) = k$. 
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The following theorem describes the structure of unimodular indefinite lattices (see [99]).

**Theorem 4.4.** Let $M$ be a unimodular lattice of indefinite signature $(p, q)$. If $M$ is odd, then it is isometric to the lattice $I_{p, q} = (1)^p \perp (-1)^q$. If $M$ is even, then $p - q \equiv 0 \mod 8$ and $M$ or $M(-1)$ is isometric to the lattice $II_{p, q}, p < q$, equal to the orthogonal sum $U^p \perp E_8^{\frac{p}{2}}$.

4.3. Reflection group of a lattice. Recall that the orthogonal group of a nondegenerate symmetric bilinear form on a finite-dimensional vector space over a field of characteristic $\neq 2$ is always generated by reflections. This does not apply to orthogonal groups of lattices.

Let $M$ be a nondegenerate quadratic lattice. A root vector in $M$ is a primitive vector $\alpha$ with $(\alpha, \alpha) \neq 0$ satisfying (4.1). A root vector $\alpha$ defines a reflection

$$r_{\alpha} : x \mapsto x - \frac{2(\alpha, x)}{(\alpha, \alpha)} \alpha$$

in $V = M_R$ which leaves $M$ invariant. Obviously any vector $\alpha$ with $(\alpha, \alpha) = \pm 1$ or $\pm 2$ is a root vector. Suppose $(\alpha, \alpha) = 2k$. The linear function $M \to \mathbb{Z}, x \mapsto \frac{2(\alpha, x)}{(\alpha, \alpha)}$ defines a nontrivial element from $M^*/M$ of order $k$. Thus $k$ must divide the order of the discriminant group. In particular, all root vectors of a unimodular even lattice satisfy $(\alpha, \alpha) = \pm 2$.

We will be interested in positive definite lattices or hyperbolic lattices $M$ of signature $(n, 1)$. For such a lattice we define the reflection group $\text{Ref}(M)$ of $M$ as the subgroup of $O(M)$ generated by reflections $r_\alpha$, where $\alpha$ is a root vector with $(\alpha, \alpha) > 0$. We denote by $\text{Ref}_k(M)$ its subgroup generated by reflections in root vectors with $k = (\alpha, \alpha)$ (the $k$-reflection subgroup). We set

$$\text{Ref}_{-k}(M(-1)) = \text{Ref}_k(M).$$

Each group $\text{Ref}_k(M)$ is a reflection group in corresponding hyperbolic or spherical space.

Suppose $M$ is of signature $(n, 1)$. Let

$$O(M)^+ = O(M) \cap O(n, 1)^+, \quad O(M) = O(M)^+ \times \{\pm 1\},$$

where $O(n, 1)^+$ is the subgroup of index 2 of $O(n, 1)$ defined in section 2.2. Note that every $\text{Ref}_k(M)$ is a normal subgroup of $O(M)^+$.

Let $P$ be a fundamental polyhedron of $\text{Ref}_k(M)$ in $H^n$. Since $O(M)$ leaves invariant the set of root vectors $\alpha$ with fixed $(\alpha, \alpha)$, it leaves invariant the set of reflection hyperplanes of $\text{Ref}_k(M)$. Hence, for any $g \in O(M)^+$, there exists $s \in \text{Ref}_k(M)$ such that $g(P) = s(P)$. This shows that

$$O(M)^+ = \text{Ref}_k(M) \rtimes S(P),$$

where $S(P)$ is the subgroup of $O(M)$ which leaves $P$ invariant.

**Example 4.5.** Let $M = E_{p, q, r}$ with finite $\text{Ref}(M)$. Then $\text{Ref}(M) = W(p, q, r)$ from Example 2.7, where $(p, q, r) = (1, 1, n)(A_n), (2, 2, n - 2)(D_n), (2, 3, 3)(E_6), (2, 3, 4)(E_7), (2, 3, 5)(E_8)$. We have $S(P) = \mathbb{Z}/2\mathbb{Z}(A_n, E_6, D_n, n \geq 5), S(P) = S_3(D_4)$ and $S(P)$ is trivial for $E_7, E_8$.

The standard notations for the finite reflection groups $W(p, q, r)$ are $W(T)$, where $T = A_n, D_n, E_6, E_7, E_8$. The corresponding lattices $E_{p, q, r}$ are called finite root
lattices. Their reflection groups are the Weyl groups of the corresponding root systems.

In general \( \text{Ref}(E_{p,q,r}) \) is larger than the group \( W(p,q,r) \) (see Example 4.11).

**Example 4.6.** Let \( M = II_{25,1} \) be an even unimodular hyperbolic lattice of rank 26. According to Theorem 4.4

\[
II_{25,1} \cong U \perp E_8^3.
\]

The lattice \( II_{25,1} \) contains as a direct summand an even positive definite unimodular lattice \( \Lambda \) of rank 24 with \( (v,v) \neq 2 \) for all \( v \in \Lambda \). A lattice with such properties (which determine uniquely the isomorphism class) is called a Leech lattice. Thus \( II_{25,1} \) can also be described as

\[
(4.6) \quad II_{25,1} = U \perp \Lambda.
\]

The description of \( \text{Ref}(II_{25,1}) = \text{Ref}_2(II_{25,1}) \) was given by J. Conway [22]. The group admits a fundamental polytope \( P \) whose reflection hyperplanes are orthogonal to the Leech roots, i.e. root vectors of the form \( (f - (1 + \frac{4v,v}{2})g, v) \), where \( v \in \Lambda \) and \( f, g \) is a basis of \( U \) with Gram matrix \( \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \). In other words, a choice of a decomposition (4.6) defines a fundamental polyhedron for the reflection group with fundamental roots equal to the Leech vectors. We have

\[
O(II_{25,1})^+ = \text{Ref}(II_{25,1}) \rtimes S(P),
\]

where \( S(P) \cong \Lambda \rtimes O(\Lambda) \).

Define a hyperbolic lattice \( M \) to be **reflective** if its root vectors span \( M \) and \( \text{Ref}(M) \) is of finite covolume (equivalently, its index in \( O(M) \) is finite).\(^6\) In the hyperbolic case the first condition follows from the second one. It is clear that the reflectivity property of \( M \) is preserved when we scale \( M \), i.e. replace \( M \) with \( M(k) \) for any positive integer \( k \). The following nice result is due to F. Esselmann [42].

**Theorem 4.7.** Reflective lattices of signature \((n,1)\) exist only if \( n \leq 19 \) or \( n = 21 \).

The first example of a reflective lattice of rank 22 was given by Borcherds [12]. We will discuss this lattice later.

An important tool in the classification (yet unknown) of reflective lattices is the following lemma of Vinberg [112].

**Lemma 4.8.** Let \( M \) be a hyperbolic reflective lattice. For any isotropic vector \( v \in M \) the lattice \( v^\perp/\mathbb{Z}v \) is a definite reflective lattice.

Another useful result is the following (see [18]).

**Theorem 4.9.** Suppose a reflective hyperbolic lattice \( M \) decomposes as an orthogonal sum of a lattice \( M' \) and a definite lattice \( K \). Then \( M' \) is reflective.

**Examples 4.10.** 1) A lattice of rank 1 is always reflective.

2) The lattice \( U \) is reflective. The group \( O(U) \) is finite.

3) All finite root lattices and their orthogonal sums are reflective.

4) An odd lattice \( I_{n,1} = \langle 1 \rangle^n \perp \langle -1 \rangle \) is reflective if and only if \( n \leq 20 \). The Coxeter diagrams of their reflection groups can be found in [120], Chapter 6, §2 \((n \leq 18)\) and in [119] \((n = 18, 19)\). Some of these diagrams are also discussed in

\(^6\)This definition is closely related but differs from the definition of reflective hyperbolic lattices used in the works of V. Gritsenko and V. Nikulin on Lorentzian Kac-Moody algebras [52].
The lattices $I_{n,1}(2)$ are reflective for $n \leq 19$ but 2-reflective only for $n \leq 9$. For example, Figure 8 is the Coxeter diagram of the reflection group of the lattice $I_{16,1}$.

It is easy to see that the reflectivity property implies that all vertices not connected by the thick line correspond to roots $\alpha$ with $(\alpha, \alpha) = 2$ and the remaining two vertices correspond to roots with $(\alpha, \alpha) = 1$.

Many other examples of Coxeter diagrams for 2-reflective lattices can be found in [84].

5) Many examples (almost a classification) of reflective lattices of ranks 3 and 4 can be found in [97], [103].

All even hyperbolic lattices of rank $r > 2$ for which $\text{Ref}_2(M)$ is of finite covolume (2-reflective lattices) were found by V. Nikulin [84] ($r \neq 4$) and E. Vinberg (unpublished) ($r = 4$) (a survey of Nikulin’s results can be found in [29]). They exist only in dimension $\leq 19$.

**Example 4.11.** A hyperbolic lattice $E_{2,3,r}$ is 2-reflective if and only if $7 \leq r \leq 10$. A hyperbolic lattice $E_{2,4,r}$ is 2-reflective if and only if $r = 5, 6, 7$. A hyperbolic lattice $E_{3,3,r}$ is 2-reflective if and only if $r = 4, 5, 6$. This easily follows from Proposition 2.4. The reflection groups of the lattices $E_{2,3,7}, E_{3,3,4}$ and $E_{2,4,5}$ are quasi-Lanner and coincide with the Coxeter groups $W(2, 3, 7), W(3, 3, 4), W(2, 4, 5)$. The reflection groups of other lattices are larger than the corresponding groups $W(p, q, r)$. For example, the Coxeter diagram of $\text{Ref}_2(E_{2,3,8}) = \text{Ref}(E_{2,3,8})$ is the one in Figure 9.

To prove this fact one first observes, using Proposition 2.4, that the Coxeter diagram defines a group of cofinite volume. The root vector corresponding to the extreme right vertex is equal to the vector $r + e$, where $r$ generates the kernel of the lattice $E_{2,3,6}$ embedded naturally in $E_{2,3,8}$ and the vector $e$ is the root vector corresponding to the extreme right vector in the subdiagram defining the sublattice isomorphic to $E_{2,3,7}$.
5. Automorphisms of algebraic surfaces

5.1. Quadratic lattices associated to an algebraic surface. Let $X$ be a complex projective algebraic surface. It has the underlying structure of a compact smooth oriented 4-manifold. Thus the cohomology group $H^2(X, \mathbb{Z})$ is a finitely generated abelian group equipped with a symmetric bilinear form

$$H^2(X, \mathbb{Z}) \times H^2(X, \mathbb{Z}) \to \mathbb{Z}$$

defined by the cup-product.

When we divide $H^2(X, \mathbb{Z})$ by the torsion subgroup we obtain a unimodular quadratic lattice $H_X$. We will denote the value of the bilinear form on $H_X$ induced by the cup product by $x \cdot y$ and write $x^2$ if $x = y$.

To compute its signature one uses the Hodge decomposition (depending on the complex structure of $X$)

$$H^2(X, \mathbb{C}) = H^{2,0}(X) \oplus H^{1,1}(X, \mathbb{C}) \oplus H^{0,2}(X),$$

where $\dim H^{2,0} = \dim H^{0,2}$ and is equal to the dimension $p_g(X)$ of the space of holomorphic differential 2-forms on $X$. It is known that under the complex conjugation on $H^2(X, \mathbb{C})$ the space $H^{1,1}(X)$ is invariant and the space $H^{2,0}(X)$ is mapped to $H^{0,2}(X)$, and vice versa. One can also compute the restriction of the cup-product on $H^2(X, \mathbb{C})$ to each $H^{p,q}$ to conclude that the signature of the cup-product on $H^2(X, \mathbb{R})$ is equal to $(b^+_2, b^-_2)$, where $b^+_2 = 2p_g + 1$.

The parity of the lattice $H_X$ depends on the property of its first Chern class $c_1(X) \in H^2(X, \mathbb{Z})$. If it is divisible by 2 in $H^2(X, \mathbb{Z})$, then $H_X$ is an even lattice.

The lattice $H_X$ contains an important primitive sublattice which depends on the complex structure of $X$. For any complex irreducible curve $C$ on $X$ its fundamental class $[C]$ defines a cohomology class in $H^2(X, \mathbb{Z})$. The $\mathbb{Z}$-span of these classes defines a subgroup of $H^2(X, \mathbb{Z})$, and its image $S_X$ in $H_X$ is called the Neron-Severi lattice (or the Picard lattice) of $X$. It is a sublattice of $H_X$ of signature $(1, \rho - 1)$, where $\rho = \text{rank } S_X$. An example of an element of positive norm is the class of a hyperplane section of $X$ in any projective embedding of $X$. Thus the lattice $S_X$ is hyperbolic in the sense of previous sections, and we can apply the theory of reflection groups to $S_X$.

It is known that the image in $H_X$ of the first Chern class $c_1(X) \in H^2(X, \mathbb{Z})$ belongs to the Picard lattice. The negative $K_X = -c_1(X)$ is the canonical class of $X$. It is equal to the image in $H^2(X, \mathbb{Z})$ of a divisor of zeros and poles of a holomorphic differential 2-form on $X$. We denote the image of $K_X$ in $H_X$ by $k_X$. For any $x \in S_X$ we define

$$p_a(x) = x^2 + x \cdot k_X.$$ 

It is always an even integer. If $x$ is the image in $H_X$ of the fundamental class of a nonsingular complex curve $C$ on $X$, then $p_a(x)$ is equal to $2g - 2$, where $g$ is the genus of the Riemann surface $C$ (the adjunction formula). If $C$ is an irreducible complex curve with finitely many singular points, then this number is equal to $2g_0 - 2 + 2\delta$, where $g_0$ is the genus of a nonsingular model of $C$ (e.g. the normalization) and $\delta$ depends on the nature of singular points of $C$ (e.g. equal to their number if all singular points are ordinary nodes or cusps). This implies that $p_a(x)$ is always even. In particular, the sublattice

$$(5.1) \quad S^0_X = k^+_X = \{x \in S_X : x \cdot k_X = 0\}$$
is always even. Its signature is equal to

\[
\text{sign}(S_X^0) = \begin{cases} 
(1, \rho - 1) & \text{if } k_X = 0, \\
(0, \rho - 2, 1) & \text{if } k_X^2 = 0, k_X \neq 0, \\
(0, \rho - 1) & \text{if } k_X^2 > 0, \\
(1, \rho - 2) & \text{if } k_X^2 < 0.
\end{cases}
\]

A \((-1)\)-curve (resp. \((-2)\)-curve) on \(X\) is a nonsingular irreducible curve \(C\) of genus 0 (thus isomorphic to \(\mathbb{P}^1(\mathbb{C})\)) with \([C]^2 = -1\) (resp. \(-2\)). By the adjunction formula this is equivalent to \(C \cong \mathbb{P}^1(\mathbb{C})\) and \([C] \cdot K_X = -1\) (resp. 0). A \((-1)\)-curve appears as a fibre of a blow-up map \(f : X \to Y\) of a point on a nonsingular algebraic surface \(Y\). A \((-2)\)-curve appears as a fibre of a resolution of an ordinary double point on a complex surface \(Y\).

A surface \(X\) which does not contain \((-1)\)-curves is called minimal. The following results follow from the Enriques-Kodaira classification of complex algebraic surfaces (see [9]).

**Theorem 5.1.** Let \(X\) be a minimal complex algebraic surface. Then one of the following cases occurs.

1. \(X \cong \mathbb{P}^2\) or there exists a regular map \(f : X \to B\) to some nonsingular curve \(B\) whose fibres are isomorphic to \(\mathbb{P}^1\). Moreover \(S_X = H_X\), and we are in precisely one of the following cases:
   (i) \(X \cong \mathbb{P}^2\), \(S_X \cong (1)\), and \(k_X = 3a\), where \(a\) is a generator.
   (ii) \(S_X \cong U\), and \(k_X = 2a + 2b\), where \(a, b\) are generators of \(S_X\) with the Gram matrix \((1 \ 1)\).
   (iii) \(S_X \cong I_{1,1} = \langle 1 \rangle \perp \langle -1 \rangle\) and \(k_X = 2a + 2b\), where \(a, b\) are generators of \(S_X\) with the Gram matrix \((\begin{smallmatrix} 1 & 0 \\ 0 & -1 \end{smallmatrix})\).
2. \(k_X = 0\):
   (i) \(H_X \cong U^3 \perp E_8(-1)^2\), \(S_X\) is an even lattice of signature \((1, \rho - 1)\), where \(1 \leq \rho \leq 20\);
   (ii) \(H_X = S_X \cong U \perp E_8(-1)\);
   (iii) \(H_X \cong U^3\), \(S_X\) is an even lattice of signature \((1, \rho - 1)\), where \(1 \leq \rho \leq 4\);
   (iv) \(H_X = S_X \cong U\).
3. \(k_X \neq 0, k_X^2 = 0, S_X^0/\mathbb{Z}k_X\) is a negative definite lattice.
4. \(k_X^2 > 0, K_X \cdot [C] \geq 0\) for any curve \(C\) on \(X\), \(S_X^0\) is a negative definite lattice.

The four cases (1)-(4) correspond to the four possible values of the **Kodaira dimension** \(\kappa(X)\) of \(X\) equal to \(-\infty, 0, 1, 2\), respectively. Recall that \(\kappa(X)\) is equal to the maximal possible dimension of the image of \(X\) under a rational map given by some multiple of the canonical linear system on \(X\). The four subcases (i)-(iv) in (2) correspond to K3-surfaces, Enriques surfaces, abelian surfaces (complex algebraic tori), and hyperelliptic surfaces, respectively.

Let \(\text{Aut}(X)\) denote the group of automorphisms of \(X\) (as an algebraic variety or as a complex manifold). Any \(g \in \text{Aut}(X)\) acts naturally on \(H_X\) via the pull-backs of cohomology classes. Since the latter is compatible with the cup-product, the action preserves the structure of a quadratic lattice on \(H_X\) and also leaves invariant the sublattice \(S_X\). This defines a homomorphism

\[
\text{Aut}(X) \to \text{O}(S_X), \quad g \mapsto (g^*)^{-1}.
\]
Since \( g^{*}(K_X) = K_X \), we see that the image of this homomorphism is contained in the stabilizer subgroup \( O(S_X)_{kX} \) of the vector \( kX \). In particular, it induces a homomorphism
\[
(5.3) \quad a : \text{Aut}(X) \rightarrow O(S_X^0).
\]
The group \( \text{Aut}(X) \) is a topological group whose connected component of the identity \( \text{Aut}(X)^0 \) is a complex Lie group. One can show that \( \text{Aut}(X)^0 \) acts identically on \( S_X \) and the kernel of the induced map of the quotient group \( \text{Aut}(X)/\text{Aut}(X)^0 \) is finite (see [31]). The group \( \text{Aut}(X)^0 \) can be nontrivial only for surfaces of Kodaira dimension \(-\infty\), or abelian surfaces, or surfaces of Kodaira dimension 1 isomorphic to some finite quotients of the products of two curves, one of which is of genus 1. It follows from Theorem 5.1 that \( \text{Aut}(X) \) is always finite for surfaces of Kodaira dimension 2.

5.2. Rational surfaces. A rational surface \( X \) is a nonsingular projective algebraic surface birationally isomorphic to \( \mathbb{P}^2 \). We will be interested only in basic rational surfaces, i.e. algebraic surfaces admitting a regular birational map \( \pi : X \rightarrow \mathbb{P}^2 \).\(^7\)

It is known that any birational regular map of algebraic surfaces is equal to the composition of blow-ups of points ([55]). Applying this to the map \( \pi \), we obtain a factorization
\[
(5.4) \quad \pi : X = X_N \xrightarrow{\pi_N} X_{N-1} \xrightarrow{\pi_{N-1}} \ldots \xrightarrow{\pi_2} X_1 \xrightarrow{\pi_1} X_0 = \mathbb{P}^2,
\]
where \( \pi_i : X_i \rightarrow X_{i-1} \) is the blow-up of a point \( x_i \in X_{i-1} \). Let
\[
(5.5) \quad E_i = \pi_i^{-1}(x_i), \quad E_i = (\pi_{i+1} \circ \ldots \pi_N)^{-1}(E_i).
\]
Let \( e_i \) denote the cohomology class \([E_i]\) of the (possibly reducible) curve \( E_i \). It satisfies \( e_i^2 = e_i \cdot k_X = -1 \). One easily checks that \( e_i \cdot e_j = 0 \) if \( i \neq j \). Let \( e_0 = \pi^*([\ell]) \), where \( \ell \) is a line in \( \mathbb{P}^2 \). We have \( e_i \cdot e_i = 0 \) for all \( i \). The classes \( e_0, e_1, \ldots , e_N \) form a basis in \( S_X = H_X \) which we call a geometric basis. The Gram matrix of a geometric basis is the diagonal matrix \( \text{diag}[1, -1, \ldots , -1] \). Thus the factorization (5.4) defines an isomorphism of quadratic lattices
\[
\phi_\pi : I_{1,N} \rightarrow S_X, \quad e_i \mapsto e_i,
\]
where \( e_0, \ldots , e_N \) is the standard basis of \( I_{1,N} \). It follows from the formula for the behavior of the canonical class under a blow-up that \( k_X \) is equal to the image of the vector
\[
k_X = -3e_0 + e_1 + \ldots + e_N.
\]
This implies that the lattice \( S_X^0 \) is isomorphic to the orthogonal complement \( k_X^1 \) in \( I_{1,N} \).

For \( N \geq 3 \), the vectors
\[
(5.6) \quad a_1 = e_0 - e_1 - e_2 - e_3, \quad a_2 = e_1 - e_2, \quad \ldots , \quad a_N = e_{N-1} - e_N
\]
form a basis of \( k_X^1 \) with Gram matrix equal to \(-2C\), where \( C \) is the Gram matrix of the Coxeter group \( W(E_N) := W(2, 3, N-3) \) if \( N \geq 4 \) and \( W(E_3) = W(A_2 \times A_1) \).

\(^7\)For experts: Nonbasic rational surfaces are easy to describe: they are either minimal rational surfaces different from \( \mathbb{P}^2 \) or surfaces obtained from minimal ruled surfaces \( F_n, n \geq 2 \), by blowing up points on the exceptional section and their infinitely near points. The automorphism groups of nonbasic rational surfaces are easy to describe, and they are rather dull.
if \( N = 3 \). This embeds the lattice

\[
E_N = \begin{cases} 
A_2 \perp A_1 & \text{if } N = 3, \\
E_{2,3,N-3} & \text{if } N \geq 4 
\end{cases}
\]

in the lattice \( I_{N,1} \) with orthogonal complement generated by \( k_N \). The restriction of \( \phi_\pi \) to \( k_N^+ \) defines an isomorphism of lattices

\[
\phi_\pi : E_N(-1) \to S^0_X.
\]

Let us identify the Coxeter group \( W(E_N) \) with the subgroup of \( O(I_{1,N}) \) generated by the reflections in the vectors \( a_i \) from (5.6). A choice of a geometric basis in \( S_X \) defines an isomorphism from \( W(E_N) \) to a subgroup of \( O(S^0_X) \) generated by reflections in vectors \( \alpha_i = \phi_\pi(a_i) \). It is contained in the reflection group \( \text{Ref}_{-2}(S^0_X) \).

**Theorem 5.2.** The image \( W_X \) of \( W(E_N) \) in \( O(S^0_X) \) does not depend on the choice of a geometric basis. The image of the homomorphism \( a : \text{Aut}(X) \to O(S^0_X) \) is contained in \( W_X \).

**Proof.** To prove the first assertion it suffices to show that the transition matrix of two geometric bases defines an orthogonal transformation of \( I_{1,N} \) which is the product of reflections in vectors \( a_i \). Let \( (e_0, \ldots, e_N) \) and \( (e'_0, \ldots, e'_N) \) be two geometric bases and

\[
e'_0 = m_0e_0 - m_1e_1 - \ldots - m_Ne_N.
\]

For any curve \( C \) on \( X \), we have \( e'_0 \cdot [C] = \pi^*(\ell) \cdot [C] = \ell \cdot [\pi'(C)] \geq 0 \). Intersecting \( e'_0 \) with \( e_i \) we obtain that \( m_0 > 0, m_i \geq 0, i > 0 \). We have

\[
1 = e'_0^2 = m_0^2 - m_1^2 - \ldots - m_N^2, \quad -3 = e_0 \cdot k_X = -3m_0 + m_1 + \ldots + m_N.
\]

Applying the reflections in vectors \( \alpha_i = \phi_\pi(a_i), i > 1 \), we may assume that \( m_1 \geq m_2 \geq \ldots \geq m_N \). Now we use the following inequality (Noether’s inequality):

\[
m_0 > m_1 + m_2 + m_3 \text{ if } m_0 > 1.
\]

To see this we multiply the second equality in (5.8) by \( m_3 \) and then subtract from the first one to get

\[
m_1(m_1 - m_3) + m_2(m_2 - m_3) - \sum_{i \geq 4} m_i(m_3 - m_i) = m_0^2 - 1 - 3m_3(m_0 - 1).
\]

This gives

\[
(m_0 - 1)(m_1 + m_2 + m_3 - m_0 - 1) = (m_1 - m_3)(m_0 - 1 - m_1)
\]

\[
+ (m_2 - m_3)(m_0 - 1 - m_2) + \sum_{i \geq 4} m_i(m_3 - m_i).
\]

The first inequality in (5.8) implies that \( m_0^2 - m_1^2 > 0 \); hence \( m_0 - m_i \geq 1 \). Thus the right-hand side is nonnegative, so the left-hand side is too. This proves the claim. Now consider the reflection \( s = r_{\alpha_1} \). Applying it to \( e'_0 \) we get

\[
s(e'_0) = e'_0 + ((e_0 - e_1 - e_2 - e_3) \cdot e'_0)(e_0 - e_1 - e_2 - e_3)
\]

\[
= (2m_0 - m_1 - m_2 - m_3)e_0 - (m_0 - m_2 - m_3)e_1
\]

\[
- (m_0 - m_1 - m_3)e_2 - (m_0 - m_1 - m_2)e_3.
\]

Using (5.9), we obtain that the matrix \( S \cdot A \), where \( S \) is the matrix of \( s \), has the first column equal to \( (m'_0, -m_1, \ldots, -m'_N) \) with \( m'_0 < m_0 \) and \( m'_i \geq 0 \) for \( i > 0 \).
Since our transformations are isometries of $S_X$, the inequalities (5.8) hold for the vector $(m'_0, -m_1, \ldots, -m'_N)$. So, we repeat the argument in order to decrease $m'_0$. After finitely many steps we get the transformation with first column vector equal to $(1, 0, \ldots, 0)$. Now the matrix being the orthogonal matrix of the quadratic form $x_0^2 - x_1^2 - \ldots - x_N^2$ must have the first row equal to $(1, 0, \ldots, 0)$. Thus the remaining rows and columns define an orthogonal matrix of the quadratic form $x_1^2 + \ldots + x_N^2$ with integer entries. This implies that after reordering the columns and the rows we get a matrix with $\pm 1$ at the diagonal and zero elsewhere. It remains to use the fact that the transformation leaves the vector $k_N$ invariant to conclude that the matrix is the identity. Thus the transition matrix is the product of the matrices corresponding to reflections in vectors $\alpha_i$, $i = 1, \ldots, N$.

Let us prove the last statement. Suppose $g^*$ is the identity on $S_X$. Then $g^*(e_N) = [g^{-1}(E_N)] = e_N$. Since $E_N^2 < 0$, it is easy to see that $E_N$ is homological to $g^{-1}(E_N)$ only if $g(E_N) = E_N$. This implies that $g$ descends to the surface $X_{N-1}$. Replacing $X$ with $X_{N-1}$ and repeating the argument, we see that $g$ descends to $X_{N-2}$. Continuing in this way we obtain that $g^*$ is the identity and descends to a projective automorphism $g'$ of $\mathbb{P}^2$. If all curves $E_i$ are irreducible, their images on $\mathbb{P}^2$ form an ordered set of $N$ distinct points which must be preserved under $g'$. Since a square matrix of size $3 \times 3$ has at most 3 linear independent eigenvectors, we see that $g'$, and hence $g$, must be the identity. The general case requires a few more techniques to prove, and we omit the proof.

The main problem is to describe all possible subgroups of the Weyl group $W(E_N)$ which can be realized as the image of a group $G$ of automorphisms of a rational surface obtained by blowing-up $N$ points in the plane.

First of all we may restrict ourselves to minimal pairs $(X, G \subset \text{Aut}(X))$. Minimal means that any $G$-equivariant birational regular map $f : X \to X'$ of rational surfaces must be an isomorphism. A factorization (5.4) of $\pi' : X' \to \mathbb{P}^2$ can be extended to a factorization $\pi : X \to \mathbb{P}^2$ in such a way that the geometric basis $\phi_{\pi'}(a)$ of $S_{X'}$ can be extended to a geometric basis $\phi_{\pi}(a)$ of $S_X$. This gives a natural inclusion $W_{X'} \subset W_X$ such that the image of $G$ in $W_{X'}$ coincides with the image of $G$ in $W_X$.

The next result goes back to the classical work of S. Kantor [63] and now easily follows from an equivariant version of Mori’s theory of minimal models.

**Theorem 5.3.** Let $G$ be a finite group of automorphisms of a rational surface $X$ making a minimal pair $(X, G)$. Then either $X \cong \mathbb{P}^2$, or $X$ is a conic bundle with $(S_X)^G \cong \mathbb{Z}^2$ or $\mathbb{Z}$, or $X$ is a Del Pezzo surface with $(S_X)^G \cong \mathbb{Z}$.

Here a Del Pezzo surface is a rational surface $X$ with ample $-K_X$.\(^8\) Each Del Pezzo surface is isomorphic to either $\mathbb{P}^2$ or $\mathbb{P}^1 \times \mathbb{P}^1$, or it admits a factorization (5.4) with $N \leq 8$ and the images of the points $x_1, \ldots, x_N$ in $\mathbb{P}^2$ are all distinct and satisfy the following:

- no three are on a line,
- no six are on a conic,
- not all are contained on a plane cubic with one of them being its singular point ($N = 8$).

\(^8\)This means that in some projective embedding of $X$ its positive multiple is equal to the fundamental class of a hyperplane section.
A conic bundle is a rational surface which admits a regular map to a nonsingular curve with fibres isomorphic to a conic (nonsingular or the union of two distinct lines).

A partial classification of finite groups \( G \) which can be realized as groups of automorphisms of some rational surface was given by S. Kantor (for a complete classification and the history of the problem see [33]).

**Example 5.4.** Let \( X \) be a Del Pezzo surface with \( N + 1 = \text{rank} \ S_X \). We refer to the number \( 9 - N \) as the degree of \( X \). A Del Pezzo surface of degree \( d > 2 \) is isomorphic to a nonsingular surface of degree \( d \) in \( \mathbb{P}^d \). The most famous example is a cubic surface in \( \mathbb{P}^3 \) with 27 lines on it. The Weyl group \( W(E_6) \) is isomorphic to the group of 27 lines on a cubic surface, i.e. the subgroup of the permutation group \( \Sigma_{27} \) which preserves the incidence relation between the lines. Although the group of automorphisms of a general cubic surface is trivial, some special cubic surfaces admit nontrivial finite automorphism groups. All of them were essentially classified in the 19th century.

The situation with infinite groups is more interesting and difficult. Since \( E_N \) is negative definite for \( N \leq 8 \), a basic rational surface \( X \) with infinite automorphism group is obtained by blowing up \( N \geq 9 \) points. It is known that when the points are in general position, in some precisely defined sense, the group \( \text{Aut}(X) \) is trivial [57], [67]. So surfaces with nontrivial automorphisms are obtained by blowing up a set of points in some special position.

**Example 5.5.** Let \( X \) be obtained by blowing up 9 points \( x_1, \ldots, x_9 \) contained in two distinct irreducible plane cubic curves \( F, G \). The surface admits a fibration \( X \to \mathbb{P}^1 \) with general fibre an elliptic curve. The image of each fibre in \( \mathbb{P}^2 \) is a plane cubic from the pencil of cubics spanned by the curves \( F, G \). The exceptional curves \( E_1, \ldots, E_9 \) are sections of this fibration. Fix one of them, say \( E_1 \), and equip each nonsingular fibre \( X_t \) with the group law with the zero point \( X_t \cap E_1 \). Take a point \( x \in X_t \) and consider the sum \( x + p_t(t) \), where \( p_t(t) = X_t \cap E_7 \). This defines an automorphism on an open subset of \( X \) which can be extended to an automorphism \( g_9 \) of \( X \). When the points \( x_1, \ldots, x_9 \) are general enough, the automorphisms \( g_2, \ldots, g_9 \) generate a free abelian group of rank 8. In general case it is a finitely generated group of rank \( \leq 8 \). In the representation of \( \text{Aut}(X) \) in \( W_X \cong W(E_9) \) the image of this group is the lattice subgroup of the euclidean reflection group of type \( E_8 \).

This example can be generalized by taking general points \( x_1, \ldots, x_9 \) with the property that there exists an irreducible curve of degree \( 3m \) such that each \( x_i \) is its singular point of multiplicity \( m \). In this case the image of \( \text{Aut}(X) \) in \( W(E_9) \) is the subgroup of the lattice subgroup \( \mathbb{Z}^8 \) such that the quotient group is isomorphic to \( (\mathbb{Z}/m\mathbb{Z})^8 \) (see [36], [46]).

**Example 5.6.** Let \( X \) be obtained by blowing up 10 points \( x_1, \ldots, x_{10} \) with the property that there exists an irreducible curve of degree 6 with ordinary double points at each \( x_i \) (a Coble surface). The image of \( \text{Aut}(X) \) in \( W_X \cong W(E_{10}) \) is the subgroup

\[
W(E_{10})(2) = \{ g \in W(E_{10}) : g(x) - x \in 2E_{10} \text{ for all } x \in E_{10} \}
\]

(see [20]). This group is the smallest normal subgroup which contains the involution of the lattice \( E_{10} = U \perp E_8 \) equal to \( (\text{id}_U, -\text{id}_{E_8}) \).
Example 5.7. Let \((W, S)\) be a Coxeter system with finite set \(S\). A Coxeter element of \((W, S)\) is the product of elements of \(S\) taken in some order. Its conjugacy class does not depend on the order if the Coxeter diagram is a tree ([14], Chapter V, §6, Lemma 1). The order of a Coxeter element is finite if and only if \(W\) is finite. Let \(h_N\) be a Coxeter element of \(W = W(E_N)\). In a recent paper [78] C. McMullen realizes \(h_N\) by an automorphism of a rational surface. The corresponding surface \(X\) is obtained by blowing up \(N\) points in special position lying on a cuspidal plane cubic curve. One can check that for \(N = 9\) or \(10\) a Coxeter element does not belong to the subgroup described in the previous two examples. It is not known whether a rational surface realizing a Coxeter element is unique up to isomorphism for \(N \geq 9\). It is known to be unique for \(N \leq 8\). For example, for \(N = 6\) the surface is isomorphic to the cubic surface
\[
T_0^3 + T_1^3 + T_2^2T_1 + T_2^2T_3 = 0.
\]
The order of \(h_6\) is equal to 12.

Until very recently, all known examples of minimal pairs \((X, G)\) with infinite \(G\) satisfied the following condition:
- There exists \(m > 0\) such that the linear system \(|-mK_X|\) is not empty or, in another words, the cohomology class \(m\mathcal{C}_1(X)\) can be represented by an algebraic curve.

Without the minimality condition the necessity of this condition was conjectured by M. Gizatullin, but a counter-example was found by B. Harbourne [54]. A recent preprint of Eric Bedford and Kyounghee Kim [10] contains an example of a minimal surface with infinite automorphism group with \(|-mK_X| = \emptyset\) for all \(m > 0\).

5.3. K3 surfaces. These are surfaces from case 2 (i) of Theorem 5.1. They are characterized by the conditions
\[
c_1(X) = 0, \quad H^1(X, \mathbb{C}) = 0.
\]
In fact, all K3 surfaces are simply connected and belong to the same diffeomorphism type.

Examples 5.8. 1) \(X\) is a nonsingular surface of degree 4 in \(\mathbb{P}^3\).

2) \(X\) is the double cover of a rational surface \(Y\) branched along a nonsingular curve \(W\) whose cohomology class \([W]\) is equal to \(-2K_X\). For example, one may take \(Y = \mathbb{P}^2\) and \(W\) a nonsingular curve of degree 6. Or, one takes \(Y = \mathbb{P}^1 \times \mathbb{P}^1\) and \(W\) a curve of bi-degree \((4, 4)\).

3) Let \(A\) be a compact complex torus which happens to be a projective algebraic variety. This is a surface from case 2 (iii). The involution \(\tau : a \mapsto -a\) has 16 fixed points, and the orbit space \(A/\langle \tau \rangle\) acquires 16 ordinary double points. A minimal nonsingular surface birationally equivalent to the quotient is a K3 surface, called the Kummer surface associated to \(A\).

Let \(\text{Aut}(X)\) be the group of biregular automorphisms of \(X\). It is known that \(X\) does not admit nonzero holomorphic vector fields and hence the Lie algebra of the maximal Lie subgroup of \(\text{Aut}(X)\) is trivial. This shows that the group \(\text{Aut}(X)\) is a discrete topological group and the kernel of the natural representation (5.2) of \(\text{Aut}(X)\) in \(\text{O}(S_X)\) is a finite group.
The Riemann-Roch Theorem, one shows that any divisor class in the space $\Omega_X$ can be represented by a (possibly reducible) algebraic curve on $X$. Denote the subgroup of $O(S_X)$ of some order $n$.

**Remark** [84, §10]. Let $\chi : \text{Aut}(X) \to \mathbb{C}^*$ be the one-dimensional representation of $\text{Aut}(X)$ in the space $\Omega^2(X)$ of holomorphic 2-forms on $X$. The image of $\chi$ is a cyclic group of some order $n$. First Nikulin proves that the value of the Euler function $\phi(n)$ divides $22 - \text{rank} S_X$. Next he proves that the restriction of $\chi$ to $H$ is injective. This implies that $H$ is a cyclic group of order dividing $n$. All possible values of $n$ which can occur are known (see [69]). The largest one is equal to 66 and can be realized for a K3 surface birationally isomorphic to a surface in the weighted projective space $\mathbb{P}(1, 6, 22, 33)$ given by the equation $x^{66} + y^{11} + z^3 + w^2 = 0$.

It follows from the adjunction formula that any smooth rational curve on a K3 surface is a $(-2)$-curve. The class of this curve in $S_X$ defines a reflection. Let $W_X^+$ denote the subgroup of $O(S_X)$ generated by these reflections.

**Proposition 5.10.**

$$\text{Ref}_2(S_X) = W_X^+.$$  

**Proof.** Let $C$ be an irreducible curve on $X$. By the adjunction formula, $[C]^2 \geq -2$ and $C^2 = -2$ if and only if $C$ is a $(-2)$-curve. We call a divisor class **effective** if it can be represented by a (possibly reducible) algebraic curve on $X$. Using the Riemann-Roch Theorem, one shows that any divisor class $x$ with $x^2 \geq -2$ is either effective or its negative is effective. Let $D = \sum_{i \in I} C_i$ be any algebraic curve written as a sum of its irreducible components. We have $[D] \cdot [C] \geq 0$ for any irreducible curve $C$ unless $C$ is an irreducible component of $D$ with $C^2 = -2$. A divisor class $x$ is called **nef** if $x \cdot d \geq 0$ for any effective divisor class $d$. It is not difficult to show that the $W_X^+$-orbit of any effective divisor $x$ with $x^2 \geq 0$ contains a unique nef divisor (use that $x \cdot e < 0$ for some effective $e$ with $e^2 = -2$ implying $r_e(x) \cdot e > 0$). Let $V_X^0 = \{x \in V_X : x^2 > 0\}$. We take for the model of the hyperbolic space $H^n$ associated with $S_X$ the connected component of $V_X^0/\mathbb{R}_+ \subset \mathbb{P}(V_X)$ which contains the images of effective divisors from $V_X^0$. Then the image $P^+$ in $H^n$ of the convex hull $N$ of nef effective divisors from $V_X^0$ is a fundamental polytope for the reflection group $W_X^+$. Its fundamental roots are the classes of $(-2)$-curves. Let $r_\alpha$ be a reflection from $\text{Ref}_2(S_X)$. Replacing $\alpha$ with $-\alpha$ we may assume that $\alpha$ is effective. Suppose $\alpha$ is a fundamental root for a fundamental polytope $P$ of $\text{Ref}_2(S_X)$ which is contained in $P^+$. Since all vectors from $N$ satisfy $x \cdot \alpha \geq 0$, we see that $P^+ \subset P$ and hence $P = P^+$. This shows that $W_X^+$ and $\text{Ref}_2(S_X)$ are defined by the same convex polytope and hence the groups are equal. 

The following result follows from the fundamental **Global Torelli Theorem for K3 surfaces** due to I. Shafarevich and I. Pjatetsky-Shapiro [94].

**Theorem 5.11.** Let $A_X$ be the image of $\text{Aut}(X)$ in $O(S_X)$. Let $G$ be the subgroup of $O(S_X)$ generated by $W_X^+$ and $A_X$. Then $G = W_X^+ \rtimes A_X$, and its index in $O(S_X)$ is finite.

The difficult part is the finiteness of the index.

**Corollary 5.1.** The following assertions are equivalent:

- $W_X^+$ is of finite index in $O(S_X)$;
- $\text{Aut}(X)$ is a finite group;
- the $(-2)$-reflection group of $S_X$ admits a fundamental polytope with finitely many faces defined by the classes of smooth rational curves;
• $S_X(-1)$ is a 2-reflective lattice.

The third property implies that the set of $(-2)$-curves is finite if $\text{Aut}(X)$ is finite, but the converse is not true.

Figures 10, 11, and 12 show the even 2-reflective lattices of rank 17, 18 and 19, the Coxeter diagrams of the reflection groups $\text{Ref}_2(S_X)$, and the corresponding K3 surfaces.

\[ S_X = U \perp E_8(-1) \perp E_7(-1) \]

\textbf{Figure 10}

\[ S_X = U \perp E_8(-1)^2 \]

\textbf{Figure 11}

\[ S_X = U \perp E_8^2 \perp A_1 \]

\textbf{Figure 12}

The K3 surface is birationally isomorphic to the surface obtained as the double cover of $\mathbb{P}^2$ branched along the curve of degree 2 drawn thick, followed by the double
cover along the proper inverse transform of the remaining curve of degree 4 (the cuspidal cubic and its cuspidal tangent line).

It follows from the classification of 2-reflective lattices (see section 4) that each of them is isomorphic to the lattice \( S_X \) for some K3-surface \( X \).

A similar assertion for any even reflective lattice is not true for the following trivial reason. Replacing \( M \) by \( M(2k) \) for some \( k \), we obtain a reflective lattice with discriminant group whose minimal number of generators \( s \geq \text{rank} M \). Suppose \( \text{rank} M \geq 12 \) and \( M(k) \) is primitively embedded in \( L_{K3} \). Its orthogonal complement is a lattice of rank \( 22 - 12 \leq 10 \) with isomorphic discriminant group generated by \( \leq 10 \) elements. This is a contradiction.

A more serious reason is the existence of an even reflective hyperbolic lattice \( M \) of rank 22. One can take \( M = U \perp D_{20} \) realized as the sublattice of \( I_{19,1} \) of vectors with even \( v^2 \). The reflectivity of \( M \) was proven by R. Borcherds [12]. Since rank \( S_X \leq 20 \) for any complex K3 surface \( X \), the lattice \( M \) cannot be isomorphic to \( S_X \). However, the lattice \( M \) is realized as the Picard lattice of a K3 surface over an algebraically closed field of characteristic 2 isomorphic to a quartic surface in \( \mathbb{P}^3 \) with equation

\[
T_0^4 + T_1^4 + T_2^4 + T_3^4 + T_0^2T_1^2 + T_0^2T_2^2 + T_0T_1T_2(T_0 + T_1 + T_2) = 0
\]

(see [35]). Note that over a field of positive characteristic the Hodge structure and the inequality \( \rho = \text{rank} S_X \leq 20 \) does not hold. However, one can show that for any K3 surface over an algebraically closed field of positive characteristic

\[
\rho \leq 22, \quad \rho \neq 21,
\]

K3 surfaces with \( \rho = 22 \) are called \textit{supersingular} (in the sense of Shioda). Observe the striking analogy of inequalities (5.11) with the inequalities from Theorem 4.7.

Besides scaling, one can consider the following operations over nondegenerate quadratic lattices which preserve the reflectivity property (see [97]). The first operation replaces a lattice \( M \) with \( p^{-1}(M \cap p^2M^*) + M \) for any \( p \) dividing the discriminant of \( M \). This allows one to replace \( M \) with a lattice such that the exponent of the discriminant groups is square free. The second operation replaces \( M \) with \( N(p) \), where \( N = M^* \cap p^{-1}M \). This allows one to replace \( M \) with a lattice such that the largest power \( a \) of \( p \) dividing the discriminant of \( M \) satisfies \( a \leq \frac{1}{2} \text{rank} M \).

I conjecture that up to scaling and the above two operations any even hyperbolic reflective lattice is isomorphic to the lattice \( S_X(-1) \) for some K3 surface defined over an algebraically closed field of characteristic \( p \geq 0 \).

It is known that the lattice \( S_X(-1) \) for a supersingular K3-surface \( X \) over a field of characteristic \( p > 0 \) is always of rank 22 and its discriminant group is isomorphic to a \( p \)-elementary group \( (\mathbb{Z}/p\mathbb{Z})^{2\sigma}, \sigma \leq 10 \) (see [96]). No two such lattices are equivalent in the sense of the operations on lattices described above. There is only one such reflective lattice, namely \( U \perp D_{20}(-1) \).

There are only a few cases where one can compute explicitly the automorphism group of a K3 surface when it is infinite and the rank of \( S_X \) is large. This requires one to construct explicitly a Coxeter polytope of \( \text{Ref}_2(S_X(-1)) \) which is of infinite volume. As far as I know this has been accomplished only in the following cases:

- \( X \) is the Kummer surface of the Jacobian variety of a general curve of genus 2 (\([70]\));
• $X$ is the Kummer surface of the product of two nonisogeneous elliptic curves ([64]);
• $X$ is birationally isomorphic to the Hessian surface of a general cubic surface ([34]);
• $S_X(-1) = U \perp E_8 \perp A_2$ ([115]);
• $S_X(-1) = U \perp E_8 \perp A_2^2$ ([115]);
• $S_X$ is of rank 20 with discriminant 7 ([13]);
• $S_X(-1) = U \perp D_{20}$ ([35]) (characteristic 2).

What is common about these examples is that the lattice $S_X(-1)$ can be primi-
tively embedded in the lattice $II_{25,1}$ from Example 4.6 as an orthogonal sublattice 
to a finite root sublattice of $II_{25,1}$. We refer to [13] for the most general method 
for describing $\text{Aut}(X)$ in this case.

5.4. Enriques surfaces. These are the surfaces from Case 2 (ii). They satisfy

$$2c_1(X) = 0, \quad c_1(X) \neq 0, \quad H_1(X, \mathbb{Z}) = \text{Tors}(H^2(X, \mathbb{Z})) = \mathbb{Z}/2\mathbb{Z}.$$}

The cover $Y \to X$ corresponding to the generator of $H_1(X, \mathbb{Z})$ is a K3 surface. So, 
Enriques surfaces correspond to pairs $(Y, \tau)$, where $Y$ is a K3 surface and $\tau$ is its 
fixed-point-free involution.

We have

$$S_X(-1) = U \perp E_8 \cong E_{10}.$$

The reflection group of $E_{10}$ is the group $W(2, 3, 7)$. Since its fundamental polytope 
does not have nontrivial symmetries, we obtain from (4.5)

(5.12) \quad $O(S_X)^+ = \text{Ref}(S_X(-1)) \cong W(2, 3, 7).$

Let $W_X^+$ be the subgroup of $O(S_X)$ generated by reflections $r_\alpha$, where $\alpha$ is the image 
in $S_X$ of the cohomology class of a $(-2)$-curve on $X$. The following theorem follows 
(but nontrivially) from the Global Torelli Theorem for K3 surfaces ([83], [84]).

**Theorem 5.12.** Let $A_X$ be the image of $\text{Aut}(X)$ in $O(S_X)$. Then $A_X \subset O(S_X)^+$, 
its intersection with $W_X^+$ is trivial and $W_X^+ \rtimes A_X$ is of finite index in $O(S_X)$.

This gives as a corollary that $\text{Aut}(X)$ is finite if and only if $W_X^+$ is of finite index 
in $O(S_X)$. A general Enriques surface (in some precise meaning) does not contain 
$(-2)$-curves, so $A(X)$ is isomorphic to a subgroup of finite index of the orthogonal 
group $O(E_{10})$. In fact, more precisely, the group $\text{Aut}(X)$ is isomorphic to the $2$- 
level congruence subgroup of $W(E_{10})$ defined in (5.10) (see [8], [84]). The fact that 
the automorphism group of a general Enriques surface and a general Coble surface 
are isomorphic is not a coincidence, but I am not going to explain it here (see [31]).

All Enriques surfaces $X$ with finite $\text{Aut}(X)$ were classified by S. Kondo [68] and 
(not constructively) by V. Nikulin [85]. In [30] I gave an example of an Enriques 
surface with finite automorphism group, believing that it was the first example of 
this kind. After the paper had been published I found that the existence of another 
example was claimed much earlier by G. Fano [43]. However, his arguments are 
very obscure and impossible to follow. The Coxeter diagram of the reflection group 
$W_X^+$ in my example is given in Figure 13.
6. Cremona transformations

6.1. Plane Cremona transformations. A Cremona transformation of projective space $\mathbb{P}^n$ (as always over complex numbers) is a birational map of algebraic varieties. It can be given in projective coordinates by $n + 1$ homogeneous polynomials of the same degree $d$:

\[(6.1) \quad T : (t_0, \ldots, t_n) \mapsto (P_0(t_0, \ldots, t_n), \ldots, P_n(t_0, \ldots, t_n)).\]

Dividing by a common multiple of the polynomials we may assume that the map is not defined on a closed subset of codimension $\geq 2$, the set of common zeros of the polynomials $P_0, \ldots, P_n$. Let $U = \text{dom}(T)$ be the largest open subset where $T$ is defined and let $X$ be the Zariski closure of the graph of $T : U \to \mathbb{P}^n$ in $\mathbb{P}^n \times \mathbb{P}^n$. By considering the two projections of $X$, we get a commutative diagram of birational maps:

\[(6.2) \quad \xymatrix{ \mathbb{P}^2 \ar@{-->}[r]^T \ar[rd]_\sigma & \mathbb{P}^2 \\ & \mathbb{P}^2 \ar[u]^\pi }\]

By taking a resolution of singularities $X' \to X$, we may assume that such a diagram exists with $X$ nonsingular. We call it a resolution of indeterminacy points of $T$.

We denote the projective space of homogeneous polynomials of degree $d$ in $n + 1$ variables by $|\mathcal{O}_{\mathbb{P}^n}(d)|$. The projective subspace of dimension $n$ spanned by the polynomials $P_0, \ldots, P_n$ defining the map $T$ is denoted by $L(T)$ and is called the linear system defining $T$. It depends only on $T$ (recall that two birational maps are equal if they coincide on a Zariski open subset). Any $n$-dimensional projective subspace $L$ of $|\mathcal{O}_{\mathbb{P}^n}(d)|$ (linear system) which consists of polynomials without a common factor defines a rational map $\mathbb{P}^{n-1} \to \mathbb{P}^n$ by simply choosing a linear independent ordered set of $n + 1$ polynomials from $L$. When the map happens to be birational, the linear system is called homaloidal. One obtains $L(T)$ as follows. First one considers the linear system $|\mathcal{O}_{\mathbb{P}^n}(1)|$ of hyperplanes in the target $\mathbb{P}^n$. The pre-image of its member on $X$ under the map $\sigma$ is a hypersurface on $X$; we push it down by $\pi$ and get a hypersurface on the domain $\mathbb{P}^n$. The set of such hypersurfaces forms a linear system $L(T)$.
Now let us assume that \( n = 2 \). As in section 5.2 we consider a factorization (5.4) of \( \pi \),

\[
\pi : X = X_N \xrightarrow{\pi_N} X_{N-1} \xrightarrow{\pi_{N-1}} \ldots \xrightarrow{\pi_2} X_1 \xrightarrow{\pi_1} X_0 = \mathbb{P}^2,
\]

where \( \pi_k \) is the blow-up of a point \( x_k \in X_k, k = 0, \ldots, N - 1 \). Recall that the multiplicity \( \text{mult}_x(D) \) of a hypersurface \( D \) at a point \( x \) on a nonsingular variety is the degree of the first nonzero homogeneous part in the Taylor expansion of its local equation at \( x \). Define inductively the numbers \( m_i \) as follows. Let \( L = L(T) \) be the linear system of curves on \( \mathbb{P}^2 \) defining \( T \). First we set

\[
m_1 = \min_{D \in L} \text{mult}_{x_1} D.
\]

The linear system \( \pi_1^*(L) \) on \( X_1 \) which consists of the full pre-images of hypersurfaces from \( L(T) \) on \( X_1 \) has the hypersurface \( m_1E_1 \) as a fixed component. Let

\[
L_1 = \pi_1^*(L) - m_1E_1.
\]

This is a linear system on \( X_1 \) without fixed components. Suppose \( m_1, \ldots, m_i \) and \( L_1, \ldots, L_i \) have been defined. Then we set

\[
m_{i+1} = \min_{D \in L_i} \text{mult}_{x_{i+1}} D,
\]

\[
L_{i+1} = \pi_{i+1}^*(L_i) - m_iE_{i+1}.
\]

It follows from the definition that

\[
L_N = \pi^*(L) - \sum_{i=1}^{N} m_iE_i
\]

has no fixed components and is equal to the pre-image of \( |\mathcal{O}_{\mathbb{P}^2}(1)| \) under \( \sigma \). The image of \( L_N \) in \( \mathbb{P}^2 \) is equal to the linear system \( L(T) \). It is denoted by

\[
|\mathcal{O}_{\mathbb{P}^2}(d) - m_1x_1 - \ldots - m_Nx_N|.
\]

The meaning of the notation is that \( L(T) \) consists of plane curves of degree \( d \) which pass through the points \( x_i \) with multiplicities \( \geq m_i \).

We have similar decomposition for the map \( \sigma \) which defines the linear system \( L(T^{-1}) \).

As we have shown in section 5.2, two factorizations of birational regular maps from \( X \) to \( \mathbb{P}^2 \) in a sequence of blow-ups define two geometric bases of the lattice \( S_X \). A Cremona transformation (6.1) together with a choice of a diagram (6.2) and the factorizations (5.4) for \( \pi \) and \( \sigma \) is called a marked Cremona transformation. It follows from the proof of Theorem 5.2 that any marked Cremona transformation defines an element of the Coxeter group \( W(E_N) \). The corresponding matrix is called the characteristic matrix of the marked Cremona transformation.

**Example 6.1.** Let \( T \) be the standard quadratic Cremona transformation defined by

\[
T : (x_0, x_1, x_2) \mapsto (x_0^{-1}, x_1^{-1}, x_2^{-1})
\]

(to make sense of this one has to multiply all coordinates at the output by \( x_0x_1x_2 \)). It is not defined at points \( p_1 = (1, 0, 0), p_2 = (0, 1, 0), p_3 = (0, 0, 1) \). Let \( \pi : X = X_3 \rightarrow X_2 \rightarrow X_1 \rightarrow X_0 = \mathbb{P}^2 \) be the composition of the blow-up of \( p_1 \), then the blow-up of the pre-image of \( p_2 \), and finally the pre-image of \( p_3 \). It is easy to see on the open subset \( U \) where \( T \) is defined the coordinate line \( t_i = 0 \) is mapped to the point \( p_i \). This implies that the Zariski closures on \( X \) of the pre-images of
intersections of these lines with \( U \) are the curves \( E_1', E_2', E_3' \) on \( X \) which are blown down to the points \( p_1, p_2, p_3 \) under \( T \). The factorization for \( \sigma : X \rightarrow \mathbb{P}^2 \) could be chosen in such a way that \( E_i' = E_i' \) are the exceptional curves. These curves define a new geometric basis in \( X \) with
\[
e_i' = e_0 - e_2 - e_3, \quad e_1' = e_0 - e_1 - e_3, \quad e_1' = e_0 - e_0 - e_1.
\]
Since \( k_X = -3e_0 + e_1 + e_2 = e_3 = -3e_0' + e_1' + e_2' + e_3' \), we also get \( e_0' = 2e_0 - e_1' - e_2' - e_3' \). The corresponding transformation is the reflection with respect to the vector \( e_0 - e_1 - e_2 - e_3 \). Given any set of 3 noncollinear points \( q_1, q_2, q_3 \), one can find a quadratic\(^9\) Cremona transformation \( T' \) with indeterminacy points \( q_1, q_2, q_3 \).

For this we choose a projective transformation \( g \) which sends \( q_i \) to \( p_i \) and take \( T' = T \circ g \).

**Theorem 6.2.** Let \( A \) be the matrix representing an element from \( W(E_N) \). Then there exists a marked Cremona transformation whose characteristic matrix is equal to \( A \).

**Proof.** Let \( A \) be the matrix of \( w \in W(E_N) \) with respect to the standard basis \( e_0, \ldots, e_N \) of \( I_{1,N} \). Its first column is a vector \((m_0, -m_1, \ldots, -m_N)\). Write \( w \) as a word in reflections \( r_{i} \), and use induction on the length of \( w \) to prove the Noether inequalities \( m_i \geq 0, i \geq 1 \) and \( m_0 > 3\max\{m_i, i \geq 1\} \). Now, let us use induction on the length of \( w \) to show that the linear system \(|\mathcal{O}_{\mathbb{P}^2}(m_0) - m_1p_1 - \ldots - m_Np_N|\) is homaloidal for some points \( p_1, \ldots, p_N \) in general position. If \( w \) is a simple reflection \( r_{i} \), we get \( w(e_0) = e_0 \) or \( 2e_0 - e_1 - e_2 - e_3 \). In the first case the linear system defines a projective transformation, and in the second case it defines a standard quadratic transformation if we choose three noncollinear points \( p_1, p_2, p_3 \). Now write \( w = r_{i} \cdot w' \) where the length of \( w' \) is less than the length of \( w \). By induction, \( w' \) defines a homaloidal linear system \(|\mathcal{O}_{\mathbb{P}^2}(m'_0) - m'_1p_1 - \ldots - m'_Np_N|\) for some points \( p_1, \ldots, p_N \) in general position. Let \( \Phi' : \mathbb{P}^2 \rightarrow \mathbb{P}^2 \) be the corresponding Cremona transformation. If \( i \neq 0 \), the reflection permutes the \( m'_i, i > 0 \), and the linear system is still homaloidal and the set of points does not change. Since the points are in general position we may assume that \( p_1, p_2, p_3 \) are distinct noncollinear points. Composing \( \Phi' \) with a projective transformation we may assume that \( p_1 = (1, 0, 0), p_2 = (0, 1, 0), p_3 = (0, 0, 1) \). The computation from the previous example shows that \( r_{i} \cdot w'(e_0) = m_0e_0 - \sum_{i \geq 1} m_i e_i, \) where \( m_i = 2m'_i - m_1 - m_2 - m_3, i \leq 3 \), and \( m_i = m'_i, i > 3 \). Let \( \Phi = \Phi' \circ T \), where \( T \) is the standard quadratic transformation discussed in the previous example. Then it is easy to see that \( \Phi \) is given by the linear system \(|\mathcal{O}_{\mathbb{P}^2}(m_0) - m_1p_1 - \ldots - m_Np_N|\). Let \( \hat{w} \in W(E_N) \) correspond to the characteristic matrix of \( \Phi \) (with respect to an appropriate marking). We have proved that \( w(e_0) = \hat{w}(e_0) \). This implies that \( \hat{w}^{-1}(e_0) = e_0 \). The matrix representing an element from \( O(1, N) \) whose first column is the unit vector is a diagonal matrix with \( \pm 1 \) at the diagonal. As we have seen already in the proof of Theorem 5.2, this implies that \( \hat{w} = w \). \( \square \)

One can apply Theorem 6.2 to list the types \((m_0, m_1, \ldots, m_N)\) of all homaloidal linear systems with \( N \) indeterminacy points. They correspond to the orbit of the vector \( e_0 \) with respect to the group \( W(E_N) \). In particular, the number of types is finite only for \( N \leq 8 \).

\(^9\)i.e. defined by polynomials of degree 2.
6.2. Cremona action of $W(p,q,r)$. Consider the natural diagonal action of the group $G = \text{PGL}(n + 1, \mathbb{C})$ on $(\mathbb{P}^n)^N$, where $m = N - n - 2 \geq 0$. A general orbit contains a unique point set $(p_1, \ldots, p_N)$ with the first $n + 2$ points equal to the set of reference points $(1, 0, \ldots, 0), \ldots, (0, 0, \ldots, 0, 1), (1, \ldots, 1)$. This easily implies that the field of $G$-invariant rational functions on $(\mathbb{P}^n)^N$ is isomorphic to the field of rational functions on $(\mathbb{P}^n)^m$ and hence is isomorphic to the field of rational functions $\mathbb{C}(z_1, \ldots, z_{nm})$. The symmetric group $\Sigma_N$ acts naturally on this field via its action on $(\mathbb{P}^n)^N$ by permuting the factors. Assume $n \geq 2$ and consider $\Sigma_N$ as a subgroup $W(1, n + 2, m + 1)$ of the Coxeter group of type $W(2, n + 1, m + 1)$ corresponding to the subdiagram of type $A_{N-1}$ of the Coxeter diagram of $W(2, n + 1, m + 1)$. In 1917 A. Coble extended the action of $\Sigma$ to the geometric meaning of the kernels in the case of finite groups.

Let $W(1, n + 2, m + 1)$ be a closed irreducible subset of $(\mathbb{P}^n)^N$ by permuting the factors. Assume $P$ is the corresponding homomorphism of groups $W(1, n + 2, m + 1) \rightarrow \text{Aut}_\mathbb{C}(\mathbb{C}(z_1, \ldots, z_{nm}))$. This easily implies the Cremona action when $\eta \in \text{dom}(\text{Aut}_\mathbb{C}(\mathbb{C}(z_1, \ldots, z_{nm})))$. The Cremona action is the corresponding homomorphism of groups $W(2, n + 1, m + 1) \rightarrow \text{Aut}_\mathbb{C}(\mathbb{C}(z_1, \ldots, z_{nm})))$.

The following result of S. Mukai [82] extends the Cremona action to any group $W(p,q,r)$. Let $K(p,q,r)$ be the field of invariant rational functions on $X_{p,q,r}$ isomorphic to $\mathbb{C}(t_1, \ldots, t_d), d = (p - 1)(q - 1)(r - 1)$. Then there is a natural homomorphism, $c_{p,q,r} : W(p,q,r) \rightarrow \text{Aut}_\mathbb{C}(K(p,q,r))$. It coincides with the Cremona action when $p = 2$.

It seems that the homomorphism $c_{p,q,r}$ is always injective when the group is infinite. The geometric meaning of the kernels in the case of finite groups $W(2, q, r)$ are discussed in [36] and [39].

The reflections corresponding to the vertices on the branches of the $T_{p,q,r}$-diagram with $q$ and $r$ vertices act by permuting the factors of $X$. The reflections corresponding to $p - 2$ last vertices of the $p$-branch permute the factors of $X$. The second vertex on the $p$-branch acts via the Cremona transformation in $(\mathbb{P}^{q-1})^{p-1}$, $((x_0^{(1)}, \ldots, x_q^{(1)}), \ldots, (x_0^{(p-1)}, \ldots, x_{q-1}^{(p-1)})) \rightarrow (((1/x_0^{(1)}), \ldots, 1/x_{q-1}^{(1)}), \ldots, (x_0^{(p-1)}/x_0^{(1)}, \ldots, x_{q-1}^{(p-1)}/x_{q-1}^{(1)}))$.

Let $Y(p,q,r)$ be a birational model of the field $K(p,q,r)$ on which $W(p,q,r)$ acts birationally via $c_{pqr}$. For any $g \in W(p,q,r)$ let $\text{dom}(g)$ be the domain of definition of $g$. Let $Z$ be a closed irreducible subset of $Y(p,q,r)$ with generic point $\eta_z$. Let $G_z = \{ g \in W(p,q,r) : \eta_z \in \text{dom}(g) \cap \text{dom}(g^{-1}), g(\eta_z) = \eta_z \}$.
be the decomposition subgroup of $Z$ in $W(p, q, r)$ and $G^i_Z$ be the inertia subgroup of $Z$, the kernel of the natural map $G_Z \to \text{Aut}(R(Z))$, where $R(Z)$ is the field of rational functions of $Z$. These groups were introduced for any group of birational transformations by M. Gizatullin [47]. Define a PGL$(q, \mathbb{C})^{p-1}$-invariant closed irreducible subset $S$ of $X_{p,q,r}$ to be special if it defines a closed subset $Z$ on some birational model $Y(p, q, r)$ such that $G_Z = W(p, q, r)$ and $G^i_Z$ is a subgroup of finite index of $W(p, q, r)$.

Consider a general point $s \in S$ as a set of $q + r$ distinct points in $(\mathbb{P}^{q-1})^{p-1}$ and let $V(s) \to (\mathbb{P}^{q-1})^{p-1}$ be the blow-up of this set. One can show that the group $G^i_Z$ is realized as a group of pseudo-automorphisms of $V(s)$.

I know only a few examples of special subsets when $W(p, q, r)$ is infinite. Here are some examples.

- $(p, q, r) = (2, 3, 6)$, $S$ parametrizes ordered sets of base points of a pencil of plane cubic curves in $\mathbb{P}^2$ [20], [36];
- $(p, q, r) = (2, 4, 4)$, $S$ parametrizes ordered sets of base points of a net of quadrics in $\mathbb{P}^3$ [20], [36];
- $(p, q, r) = (2, 3, 7)$, $S$ parametrizes ordered sets of double points of a rational plane sextic [20], [36];
- $(p, q, r) = (2, 4, 6)$, $S$ parametrizes ordered sets of double points of a quartic symmetroid surface [20], [24].

The inertia subgroups of finite index of $W(p, q, r)$ defined in these examples have the quotient groups isomorphic to simple groups $O(8, \mathbb{F}_2)^+$, $\text{Sp}(6, \mathbb{F}_2)$, $O(10, \mathbb{F}_2)^+$ and $\text{Sp}(8, \mathbb{F}_2)$, respectively.

**Remark 6.4.** It is popular in group theory to represent a sporadic simple group or a related group as a finite quotient of a Coxeter group $W(p, q, r)$. For example, the Monster group $F_1$ is a quotient of $W(4, 5, 5)$. The Bimonster group $F_1 * 2$ is a quotient of $W(6, 6, 6)$ by a single relation [61], [88]. Is there a geometric interpretation of these presentations in terms of the Cremona action of $W(p, q, r)$ on some special subset of points in $X_{p,q,r}$? Mukai’s construction should relate the Monster group with some special configurations of 10 points in $(\mathbb{P}^3)^4$ or 9 points in $(\mathbb{P}^4)^4$. The Bimonster group could be related to special configurations of 12 points in $(\mathbb{P}^5)^5$ (see related speculations in [3]).

### 7. Invariants of finite complex reflection groups

Let $\Gamma \subset \text{GL}(n + 1, \mathbb{C})$ be a finite linear complex reflection group in $\mathbb{C}^{n+1}$ and let $\bar{\Gamma}$ be its image in PGL$(n, \mathbb{C})$. The reflection hyperplanes of $G$ define a set of hyperplanes in $\mathbb{P}^n$ and the zeroes of $G$-invariant polynomials define hypersurfaces in $\mathbb{P}^n$. The geometry, algebra, combinatorics and topology of arrangements of reflection hyperplanes of finite complex reflection groups is a popular area in the theory of hyperplane arrangements (see [89], [90]). On the other hand, classical algebraic geometry is full of interesting examples of projective hypersurfaces whose symmetries are described in terms of a complex reflection group. We discuss only a few examples.

We begin with the group $J_3(4)$ of order 336 (No. 24 in the list). It has fundamental invariants of degrees 4, 6 and 14. Its center is of order 2, and the group $\bar{\Gamma}$

---

10 A pseudo-automorphism is a birational transformation which is an isomorphism outside a closed subset of codimension $> 2$. 
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is a simple group of order 168 isomorphic to PSL(2, F_7). The invariant curve of degree 4 is of course the famous Klein quartic, which is projectively equivalent to the curve
\[ F_4 = T_0^3T_1 + T_1^3T_2 + T_2^3T_0 = 0. \]
There are 21 reflection hyperplanes in \( \mathbb{P}^2 \). They intersect the curve at 84 points, forming an orbit with stabilizer subgroups of order 2. The invariant \( F_6 \) of degree 6 defines a nonsingular curve of degree 6, the Hessian curve of the Klein quartic. Its equation is given by the Hesse determinant of second partial derivatives of \( F_4 \).

The double cover of \( \mathbb{P}^2 \) branched along the curve \( F_6 = 0 \) is a K3 surface \( X \). The automorphism group of \( X \) is an infinite group which contains a subgroup isomorphic to \( \Gamma \).

Next we consider the group \( L_3 \) of order 648 (No. 25). The group \( \Gamma \) is of order 216 and is known as the Hessian group.\(^{11}\) It is isomorphic to the group of projective transformations leaving invariant the Hesse pencil of plane cubic curves,
\[ \lambda(t_0^3 + t_1^3 + t_2^3) + \mu t_0t_1t_2 = 0. \]
It is known that any nonsingular plane cubic curve is projectively isomorphic to one of the curves in the pencil. The base points of the pencil (i.e. points common to all curves from the pencil) are inflection points of each nonsingular member from the pencil. The singular members of the pencil correspond to the values of the parameters \((\lambda, \mu) = (0, 1), (1, -3), (1, -3e^{2\pi i/3}), (1, -3e^{-2\pi i/3})\). The corresponding cubic curves are the unions of 3 lines; all together we get 12 lines which form the 12 reflection hyperplanes.

The smallest degree invariant of \( L_3 \) in \( \mathbb{C}^4 \) is a polynomial of degree 6:
\[ F_6 = T_0^6 + T_1^6 + T_2^6 - 10(T_0^3T_1^3 + T_0^3T_2^3 + T_1^3T_2^3). \]
The double cover of \( \mathbb{P}^2 \) branched along the curve \( F_6 = 0 \) is a K3 surface. Its group of automorphisms is an infinite group containing a subgroup isomorphic to the Hesse group.

Next we turn our attention to complex reflection groups of types \( K_5, L_4 \) and \( E_6 \). Their orders are all divisible by \( 6! \cdot 36 = 25,920 \) equal to the order of the simple group \( \text{PSp}(4, \mathbb{F}_3) \). The group of type \( E_6 \) (the Weyl group of the lattice \( E_6 \)) contains this group as a subgroup of index 2, which consists of words in fundamental reflections of even length. The group \( K_5 \) (No. 35) is the direct product of \( \text{PSp}(4, \mathbb{F}_3) \) and a group of order 2. The group \( L_4 \) (No. 32) is the direct product of a group of order 3 and \( \text{Sp}(4, \mathbb{F}_3) \).

Let \( \Gamma \) be of type \( K_5 \). It acts in \( \mathbb{P}^4 \) with 45 reflection hyperplanes. The hypersurface defined by its invariant of degree 4 is isomorphic to the Burkhardt quartic in \( \mathbb{P}^4 \). Its equation can be given in more symmetric form in \( \mathbb{P}^5 \):
\[ \sum_{i=0}^{5} T_i = \sum_{i=0}^{5} T_i^4 = 0. \]
These equations exhibit the action of the symmetric group \( S_6 \) contained in \( \bar{\Gamma} \). It is easy to see that the hypersurface has 45 ordinary double points. This is a record for hypersurfaces of degree 4 in \( \mathbb{P}^4 \), and this property characterizes Burkhardt quartics. The dual representation of \( \Gamma \) is a linear reflection representation too; it is obtained from the original one by composing it with an exterior automorphism of

\(^{11}\)Not to be confused with the Hesse group related to 28 bitangents of a plane quartic.
the group. The double points correspond to reflection hyperplanes in the dual space. The reflection hyperplanes in the original space cut out the Burkhardt quartic in special quartic surfaces (classically known as desmic quartic surfaces). They are birationally isomorphic to the Kummer surface of the product of an elliptic curve with itself.

Finally note that the Burkhardt quartic is a compactification of the moduli space of principally polarized abelian surfaces with level 3 structure. All of this and much much more can be found in [59].

Let $\Gamma$ be of type $L_4$. The number of reflection hyperplanes is 40. The stabilizer subgroup of each hyperplane is the group $L_3$ from above. The smallest invariant is of degree 12. The corresponding hypersurface cuts out in each reflection hyperplane the 12 reflection lines of the Hessian group. Again for more of this beautiful geometry we refer to Hunt’s book, in which also the geometry of the Weyl group $W(E_6)$ in $\mathbb{P}^5$ is fully discussed. He calls the invariant hypersurface of degree 5 the gem of the universe.

8. Monodromy groups

8.1. Picard-Lefschetz transformations. Let $f : X \to S$ be a holomorphic map of complex manifolds which is a locally trivial $C^\infty$-fibration. One can construct a complex local coefficient system whose fibres are the cohomology with compact support $H^n_c(X_s, \Lambda)$ with some coefficient group $\Lambda$ of the fibres $X_s = f^{-1}(s)$. The local coefficient system defines the monodromy map

$$\rho_{s_0} : \pi_1(S, s_0) \to \text{Aut}(H^n_c(X_{s_0}, \Lambda)).$$

We will be interested in the cases when $\Lambda = \mathbb{Z}, \mathbb{R},$ or $\mathbb{C}$ that lead to integral, real or complex monodromy representations.

The image of the monodromy representation is called the monodromy group of the map $f$ (integral, real, complex).

We refer to [7], [53], [76] for some of the material which follows.

Let $f : \mathbb{C}^{n+1} \to \mathbb{C}$ be a holomorphic function with an isolated critical point at $x_0$. We will be interested only in germs $(f, x_0)$ of $f$ at $x_0$. Without loss of generality we may assume that $x_0$ is the origin and $f(x_0) = 0$. The level set $V = f^{-1}(0)$ is an analytic subspace of $\mathbb{C}^{n+1}$ with isolated singularity at 0. The germ of $(V, 0)$ is an $n$-dimensional isolated hypersurface singularity. In general the isomorphism type of the germ of $(V, 0)$ does not determine the isomorphism type of the germ $(f, 0)$. However, it does in one important case when $f$ is a weighted homogeneous polynomial. In this case we say that the germ $(V, 0)$ is a weighted homogeneous isolated hypersurface singularity.

It was shown by J. Milnor [79] that for sufficiently small $\epsilon$ and $\delta$, the restriction of $f$ to

$$X = \{z \in \mathbb{C}^{n+1} : ||z|| < \epsilon, 0 < |f(z)| < \delta\}$$

is a locally trivial $C^\infty$ fibration whose fibre is an open $n$-dimensional complex manifold. Moreover, each fibre has the homotopy type of a bouquet of $n$-spheres. The number $\mu$ of the spheres is equal to the multiplicity of $f$ at 0 computed as the

---

12This means that $f(z_1, \ldots, z_{n+1})$ is a linear combination of monomials of the same degree, where each variable is weighted with some positive number.
dimension of the jacobian algebra

\begin{equation}
J_f = \dim_{\mathbb{C}} \mathbb{C}[[z_1, \ldots, z_{n+1}]]/(\frac{\partial f}{\partial z_1}, \ldots, \frac{\partial f}{\partial z_{n+1}}).
\end{equation}

Let \( D_\epsilon^t = \{ t \in \mathbb{C} : 0 < |t| < \epsilon \} \) and \( f : X \to D_\delta^* \) be the above fibration, a Milnor fibration of \((V, 0)\). Let

\begin{equation}
M_t = H^n_c(F_t, \mathbb{Z}) \cong H_n(F_t, \mathbb{Z}).
\end{equation}

The bilinear pairing

\[ H^n_c(F_t, \mathbb{Z}) \times H^n_c(F_t, \mathbb{Z}) \to H^{2n}_c(F_t, \mathbb{Z}) \cong \mathbb{Z} \]

is symmetric if \( n \) is even and skew-symmetric otherwise. To make the last isomorphism unique we fix an orientation on the open unit ball subbundle of the tangent bundle, \( F_t \), defined by the complex structure on the open ball \( B_\epsilon = \{ z \in \mathbb{C}^{n+1} : ||z|| < \epsilon \} \). Thus, if \( n \) is even, which we will assume from now on, the bilinear pairing equips \( M_t \) with a structure of a lattice, called the Milnor lattice. Its isometry class does not depend on the choice of the point \( t \) in \( \pi_1(D_\delta^*; t_0) \). Fixing a point \( t_0 \in D_\epsilon^* \) we obtain the classical monodromy map

\[ \pi_1(D_\epsilon^*; t_0) \cong \mathbb{Z} \to \text{O}(M_{t_0}). \]

Choosing a generator of \( \pi_1(D_\epsilon^*; t_0) \), one sees that the map defines an isometry of the Milnor lattice which is called a classical monodromy operator.

Example 8.1. Let

\[ q(z_1, \ldots, z_{n+1}) = z_1^2 + \ldots + z_{n+1}^2. \]

It has a unique critical point at the origin with critical value 0. An isolated critical point \((f, x_0)\) (resp. isolated hypersurface singularity \((V, x_0)\)) locally analytically isomorphic to \((q, 0)\) (resp. \((q^{-1}(0), 0)\)) is called a nondegenerate critical point (resp. ordinary double point or ordinary node).

Let \( \epsilon \) be any positive number and \( \delta < \sqrt{\epsilon} \). For any \( t \in D_\delta^* \), the intersection \( F_t = q^{-1}(t) \cap B_\epsilon \) is nonempty and is given by the equations

\[ \sum_{i=1}^{n+1} z_i^2 = t, \quad ||z|| < \epsilon. \]

Writing \( z_i = x_i + \sqrt{-1}y_i \) we find the real equations

\[ ||x||^2 - ||y||^2 = t, \quad x \cdot y = 0, \quad ||x||^2 + ||y||^2 < \epsilon^2. \]

After some smooth coordinate change, we get the equations

\[ ||x||^2 = 1, \quad x \cdot y = 0, \quad ||y||^2 < 1. \]

It is easy to see that these are the equations of the open unit ball subbundle of the tangent bundle of the \( n \)-sphere \( S^n \). Thus we may take \( F_t \) to be a Milnor fibre of \((q, 0)\). The sphere \( S^n \) is contained in \( F_t \) as the zero section of the tangent bundle, and \( F_t \) can be obviously retracted to \( S^n \). Let \( \alpha \) denote the fundamental class \([S^n]\) in \( H^n_c(F_t, \mathbb{Z}) \). We have

\[ H^n_c(F_t, \mathbb{Z}) = \mathbb{Z}\alpha. \]

Our orientation on \( F_t \) is equal to the orientation of the tangent bundle of the sphere taken with the sign \((-1)^{n(n-1)/2}\). This gives

\[ (\alpha, \alpha) = (-1)^{n(n-1)/2}\chi(S^n) = (-1)^{n(n-1)/2}(1 + (-1)^n), \]
and hence in the case when \( n \) is even,
\[
(\alpha, \alpha) = \begin{cases} 
-2 & \text{if } n \equiv 2 \mod 4 \\
2 & \text{if } n \equiv 0 \mod 4.
\end{cases}
\]

By collapsing the zero section \( S^n \) to the point, we get a map \( F_t \) to \( B, q^{-1}(0) \) which is a diffeomorphism outside \( S^n \). For this reason the homology class \( \delta \) is called the vanishing cycle.

The classical Picard-Lefschetz formula shows that the monodromy operator is a reflection transformation
\[
T(x) = x - (-1)^{n(n-1)/2}(x, \delta)\delta.
\]

Let \((V, 0)\) be an isolated \(n\)-dimensional hypersurface singularity. A deformation of \((V, 0)\) is a holomorphic map-germ \( \phi : (\mathbb{C}^{n+k}, 0) \to (\mathbb{C}^k, 0) \) with fibre \( \phi^{-1}(0) \) isomorphic to \((V, 0)\). By definition \((V, 0)\) admits a deformation map \( f : (\mathbb{C}^{n+1}, 0) \to (\mathbb{C}, 0) \). Let \( J_f \) be the Jacobian algebra of \( f \) (8.2) and
\[
J_{f=0} = J_f/(\bar{f}),
\]
where \( \bar{f} \) is the coset of \( f \) in \( J_f \). Its dimension \( \tau \) (the Tjurina number) is less than or equal to \( \mu \). The equality occurs if and only if \((V, 0)\) is isomorphic to a weighted homogeneous singularity.

Choose a basis \( z^{a_1}, \ldots, z^{a_\tau} \) of the algebra (8.6) represented by monomials with exponent vectors \( a_1, \ldots, a_\tau \) with \( a_\tau = 0 \) (this is always possible). Consider a deformation
\[
\Phi : (\mathbb{C}^{n+\tau}, 0) \to (\mathbb{C}^\tau, 0), (z, u) \to (f(z) + \sum_{i=1}^{\tau} u_i z^{a_i}, u_1, \ldots, u_{\tau-1}).
\]

This deformation represents a semi-universal (miniversal) deformation of \((V, 0)\). Roughly speaking this means that any deformation \( \phi : (\mathbb{C}^{n+k}, 0) \to (\mathbb{C}^k, 0) \) is obtained from (8.7) by mapping \((\mathbb{C}^k, 0)\) to \((\mathbb{C}^\tau, 0)\) and taking the pull-back of the map \( \phi \) (this explains the versal part). The map-germ \((\mathbb{C}^k, 0) \to (\mathbb{C}^\tau, 0)\) is not unique, but its derivative at 0 is unique (whence the semi in semi-universal).

Let
\[
\Delta = \{(t, u) \in \mathbb{C}^\tau : \Phi^{-1}(t, u) \text{ has a singular point at some } (z, u)\}.
\]

Let \((\Delta, 0)\) be the germ of \( \Delta \) at 0. It is called the bifurcation diagram or discriminant of \( f \). Choose a representative of \( \Phi \) defined by restricting the map to some open ball \( B \) in \( \mathbb{C}^{n+\tau} \) with center at 0 and let \( U \) be an open neighborhood of 0 in \( \mathbb{C}^\tau \) such that \( \pi^{-1}(U) \subset B \). When \( B \) is small enough one shows that the restriction map
\[
\pi : \pi^{-1}(U \setminus U \cap \Delta) \to U \setminus \Delta
\]
is a locally trivial \( C^\infty \)-fibration with fibre diffeomorphic to a Milnor fibre \( F \) of \((f, 0)\). Fixing a point \( u_0 \in U \setminus \Delta \), we get the global monodromy map of \((X, 0)\),
\[
\pi_1(U \setminus \Delta; u_0) \to \text{O}(H^p_\mathbb{C}(\pi^{-1}(u_0), \mathbb{Z})) \cong \text{O}(M),
\]
where \( M \) is a fixed lattice in the isomorphism class of Milnor lattices of \((f, 0)\).

One can show that the conjugacy class of the image of the global monodromy map (the global monodromy group of \((X, 0)\)) does not depend on the choices of \( B, U, u_0 \).
Theorem 8.2. The global monodromy group $\Gamma$ of an isolated hypersurface singularity of even dimension $n = 2k$ is a subgroup of $\text{Ref}_2(M)$ if $k$ is odd and $\text{Ref}_2(M)$ otherwise.

Proof. This follows from the Picard-Lefschetz theory. Choose a point $(t_0, u(0)) \in \mathbb{C}^r \setminus \Delta$ close enough to the origin and pass a general line $u_i = c_i(t-t_0) + u_i(0)$ through this point. The pre-image of this line in $\mathbb{C}^{n+r}$ is the 1-dimensional deformation $\mathbb{C}^{n+1} \to \mathbb{C}$ given by the function $t = \tilde{f}(z)$ implicitly defined by the equation

$$f(z) + t(-1 + \sum_{i=1}^r c_i z_i^{a_i}) + \sum_{i=1}^r (u_i(0) - c_i t_0) z_i^{a_i} = 0.$$ 

By choosing the line general enough, we may assume that all critical points of this function are nondegenerate and critical values are all distinct. Its fibre over the point $t = t_0$ is equal to the fibre of the function $f(z) + \sum_{i=1}^r u_i(0) z_i^{a_i}$ over $t_0$. Since the semi-universal deformation is a locally trivial fibration over the complement of $\Delta$, all nonsingular fibres are diffeomorphic. It follows from the Morse theory that the number of critical points of $\tilde{f}$ is equal to the Milnor number $\mu$. Let $t_1, \ldots, t_\mu$ be the critical values. Let $S(t_i)$ be a small circle around $t_i$ and $t_i' \in S(t_i)$. The function $\tilde{f}$ defines a locally trivial $C^\infty$-fibration over $\mathbb{C} \setminus \{t_1, \ldots, t_\mu\}$ so that we can choose a diffeomorphism of the fibres:

$$\phi_i : \tilde{f}^{-1}(t_0) \to \pi^{-1}(u_0).$$

The Milnor fibre $F_i$ of $\tilde{f}$ at $t_i$ is an open subset of $\tilde{f}^{-1}(t_i')$ and hence defines an inclusion of the lattices:

$$H_n(F_i, \mathbb{Z}) \hookrightarrow H_n(\tilde{f}^{-1}(t_i'), \mathbb{Z}) \cong H_n(\tilde{f}^{-1}(t_0), \mathbb{Z}) \cong H_n(\pi^{-1}(u_0), \mathbb{Z}) \cong M.$$ 

The image $\delta_i$ of the vanishing cycle $\delta_i'$ generating $H_n(F_i, \mathbb{Z})$ in $M$ is called a vanishing cycle of the Milnor lattice $M$. The vanishing cycles $(\delta_1, \ldots, \delta_\mu)$ form a basis in $M$.

For each $t_i$ choose a path $\gamma_i$ in $\mathbb{C} \setminus \{t_1, \ldots, t_\mu\}$ which connects $t_0$ with $t_i'$ and when continues along the circle $S(t_i)$ in counterclockwise fashion until returning to $t_i'$ and going back to $t_0$ along the same path but in the opposite direction. The homotopy classes $[\gamma_i]$ of the paths $\gamma_i$ generate $\pi_1(\mathbb{C} \setminus \{t_1, \ldots, t_\mu\}; t_0)$, the map

$$s_* : \pi_1(\mathbb{C} \setminus \{t_1, \ldots, t_\mu\}; t_0) \to \pi_1(U \setminus \Delta; u_0)$$

is surjective and the images $g_i$ of $[\gamma_i]$ under the composition of the monodromy map and $s_*$ generate the monodromy group $\Gamma$. Applying the Picard-Lefschetz formula (8.5) we obtain, for any $x \in M$,

$$g_i(x) = x - (-1)^{n(n-1)/2}(x, \delta_i)\delta_i, \quad i = 1, \ldots, \mu.$$ 

This shows that $\Gamma$ is generated by $\mu$ reflections in elements $\delta_i$ satisfying (8.4). This proves the claim. □

Remark 8.3. It is known that for any isolated hypersurface singularity given by a weighted homogeneous polynomial $P$ with isolated critical point at 0 the Milnor lattice is isomorphic to $H^n_c(P^{-1}(0), \mathbb{Z})$. In this case we can define the monodromy group as the image of the monodromy map

$$\pi_1(\mathbb{C}^n \setminus \Delta; u_0) \to \text{O}(H^n_c(\pi^{-1}(u_0), \mathbb{Z})).$$

where $u_0 \in \mathbb{C}^n \setminus \Delta$. 

Theorem 8.4. Let $T$ be a classical monodromy operator and $s_1, \ldots, s_\mu$ be the reflections in $O(M)$ corresponding to a choice of paths $\gamma_i$ as above. Then $\pm T$ is conjugate to the product $s_1 \cdots s_\mu$.

The product $s_1 \cdots s_\mu$ is an analog of a Coxeter element in the reflection group of $M$ (see Example 5.7). However, the Weyl group of $M$ is not a Coxeter group in general.

8.2. Surface singularities. Assume now that $n = 2$. We will represent a surface singularity by an isolated singular point 0 of an affine surface $X \subset \mathbb{C}^3$.

Let $\pi : X' \to X$ be a resolution of the singularity $(X, 0)$. This means that $X'$ is a nonsingular algebraic surface and $\pi$ is a proper holomorphic map which is an isomorphism over $U = X \setminus \{0\}$. We may assume it to be minimal, i.e. does not contain $(-1)$-curves in its fibre over 0. This assumption makes it unique up to isomorphism.

One defines the following invariants of $(X, 0)$. The first invariant is the genus $\delta p_a$ of $(X, 0)$. This is the dimension of the first cohomology space of $X'$ with coefficient in the structure sheaf $\mathcal{O}_{X'}$ of regular (or holomorphic) functions on $X'$. In spite of $X'$ not being compact, this space is finite-dimensional.

Our second invariant is the canonical class square $\delta K^2$. To define it we use that there is a rational differential 2-form on $X$ which has no poles or zeros on $X \setminus \{0\}$. Its extension to $X'$ has divisor $D$ supported at the exceptional fibre. It represents an element $[D]$ in $H^2_c(X', \mathbb{Z})$. Using the cup-product pairing we get the number $[D]^2$, which we take for $\delta K^2$.

Finally we consider the fibre $E = \pi^{-1}(0)$ of a minimal resolution. This is a (usually reducible) holomorphic curve on $X$. We denote its Betti numbers by $b_i$. For example, $b_2$ is the number of irreducible components of $E$.

Since $X'$ is defined uniquely up to isomorphism, the numbers $\delta p_a, \delta K^2, b_i$ are well-defined.

Remark 8.5. The notations $\delta p_a$ and $\delta K^2$ are explained as follows. Suppose $Y$ is a projective surface of degree $d$ in $\mathbb{P}^3$ with isolated singularities $y_1, \ldots, y_k$. Let $Y'$ be its minimal resolution. Define the arithmetic genus of a nonsingular projective surface $V$ as $p_a = -q + p_g$, where $q = \dim H^1(V, \mathcal{O}_V) = \dim \Omega^1(X)$ is the dimension of the space of holomorphic 1-forms on $V$ and $p_g = \dim H^2(V, \mathcal{O}_V) = \dim \Omega^2(X)$ is the dimension of the space of holomorphic 2-forms on $V$. Let $F_d$ be a nonsingular hypersurface of degree $d$ in $\mathbb{P}^3$. Then

$$p_a(Y') = p_a(F_d) - \sum_{i=1}^k \delta p_a(x_i), \quad K^2_{Y'} = K^2_{F_d} - \sum_{i=1}^k \delta K^2(x_i).$$

The numbers $p_a(F_d)$ and $K^2_{F_d}$ are easy to compute. We have

$$p_a(F_d) = p_g(F_d) = (d - 1)(d - 2)(d - 3)/6, \quad K^2_{F_d} = d(d - 4)^2.$$

Theorem 8.6 (J. Steenbrink [108]). Let $\mu$ be the Milnor number of a surface singularity $(V, 0)$. Then the signature $(\mu_+, \mu_-, \mu_0)$ of the Milnor lattice is given as follows:

$$\mu_0 = b_1, \quad \mu_+ + \mu_- + \mu_0 = \mu, \quad \mu_+ - \mu_- = -\delta K^2 - b_2 - 8\delta p_a.$$
Example 8.7. The following properties are equivalent:

- \( \delta p_0 = 0; \)
- \( \mu_+ = \mu_0 = 0; \)
- \( \delta K^2 = 0; \)
- \( b_2 = \mu; \)
- the exceptional curve of a minimal resolution is the union of nodal curves;
- \( V \) can be given by equation \( P(z_1, z_2, z_3) = 0, \) where \( P \) is a weighted homogeneous polynomial of degree \( d \) with respect to positive weights \( q_1, q_2, q_3 \) such that \( d - q_1 - q_2 - q_3 < 0; \)
- \((V, 0)\) is isomorphic to an affine surface with ring of regular functions isomorphic to the ring of invariant polynomials of a finite subgroup \( G \subset \text{SL}(2, \mathbb{C}). \)

Table 3 gives the list of isomorphism classes of surface singularities characterized by the previous properties. They go under many different names: *simple singularities*, *ADE singularities*, *Du Val singularities*, *double rational points*, *Gorenstein quotient singularities*, *Klein singularities*.

**Table 3. Simple surface singularities**

<table>
<thead>
<tr>
<th>Type</th>
<th>Polynomial</th>
<th>Weights</th>
<th>Degree</th>
<th>( G )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_{2k}, k \geq 1 )</td>
<td>( Z_1^2 + Z_2^2 + Z_3^{2k+1} )</td>
<td>((2k + 1, 2k + 1, 2))</td>
<td>(4k + 2)</td>
<td>( C_{4k} )</td>
</tr>
<tr>
<td>( A_{2k+1}, k \geq 0 )</td>
<td>( Z_1^2 + Z_2^{2k+2} )</td>
<td>((k + 1, k + 1, 1))</td>
<td>(2k + 2)</td>
<td>( C_{2k+1} )</td>
</tr>
<tr>
<td>( D)</td>
<td>( Z_1^2 + Z_2^2 + Z_3^{n-1} )</td>
<td>((n - 1, 2, n - 2))</td>
<td>(2n - 2)</td>
<td>( D_{4n-4} )</td>
</tr>
<tr>
<td>( E_6 )</td>
<td>( Z_1^4 + Z_2^4 + Z_3^4 )</td>
<td>((6, 4, 3))</td>
<td>(12)</td>
<td>( T_{24} )</td>
</tr>
<tr>
<td>( E_7 )</td>
<td>( Z_1^4 + Z_2^4 + Z_2 Z_3^2 )</td>
<td>((9, 6, 4))</td>
<td>(18)</td>
<td>( O_{48} )</td>
</tr>
<tr>
<td>( E_8 )</td>
<td>( Z_1^4 + Z_2^4 + Z_3^4 )</td>
<td>((15, 10, 6))</td>
<td>(30)</td>
<td>( I_{120} )</td>
</tr>
</tbody>
</table>

The following result follows immediately from Brieskorn’s and Tjurina’s construction of simultaneous resolution of simple surface singularities [15], [92], [111].

**Theorem 8.8.** The Milnor lattice of a simple surface singularity is a finite root lattice of the type indicated in the first column of Table 3 with quadratic form multiplied by \(-1\). The monodromy group is the corresponding finite real reflection group.

It is known that the incidence graph of the irreducible components of a minimal resolution of singularities is the Coxeter graph of the corresponding type. This was first observed by P. Du Val [37].

Consider the monodromy group of a simple surface singularity \( \Gamma \) of \((X, 0)\) as the image of the monodromy map (Remark 8.3). For each Coxeter system \((W, S)\) with Coxeter matrix \((m_{s,s'})\) one defines the associated Artin-Brieskorn braid group \( B_W \) by presentation

\[
B_W = \{ g_s, s \in S : (g_s g_{s'} g_s) \cdots (g_s g_{s'} g_s) = (g_{s'} g_s g_{s'}) \cdots (g_{s'} g_s g_{s'}) \}.
\]

If we impose additional relations \( g_s^2 = 1, s \in S, \) we get the definition of \((W, S)\). This defines an extension of groups

\[
1 \to \tilde{B}_W \to B_W \to W \to 1,
\]

where \( \tilde{B}_W \) is the normal subgroup of \( B_W \) generated by conjugates of \( g_s^2 \).
Brieskorn also proves the following.

**Theorem 8.9.** Let $\Delta \subset \mathbb{C}^\mu$ be the discriminant of a simple surface singularity. Then $\pi_1(\mathbb{C}^\mu \setminus \Delta, u_0)$ is isomorphic to the braid group $B_\Gamma$ of the monodromy group $\Gamma$. The regular covering $U \to \Delta \subset \mathbb{C}^\mu$ corresponding to the normal subgroup $\tilde{B}_\Gamma$ can be $\Gamma$-equivariantly extended to the covering $V \to V/\Gamma \cong \mathbb{C}^\mu$, where $V$ is a complex vector space of dimension $\mu$ on which $\Gamma$ acts as a reflection group. The pre-image of $\Delta$ in $V$ is the union of reflection hyperplanes.

**Example 8.10.** The following properties are equivalent.
- $\mu_+ = 0, \mu_0 > 0$;
- $\mu_+ = 0, \mu_0 = 2$;
- the exceptional curve of a minimal resolution is a nonsingular elliptic curve;
- $(V, 0)$ can be represented by the zero level of one of the polynomials given in Table 4.

These singularities are called simple elliptic singularities.

**Table 4.** Simple elliptic surface singularities

<table>
<thead>
<tr>
<th>Type</th>
<th>Polynomial</th>
<th>Weights</th>
<th>Degree</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_8$</td>
<td>$z_1^4 + z_2^3 + z_3^2 + \lambda z_1 z_2 z_3$</td>
<td>$(1, 1, 1)$</td>
<td>3</td>
</tr>
<tr>
<td>$X_9$</td>
<td>$z_1^6 + z_2^3 + z_3^2 + \lambda z_1 z_2 z_3$</td>
<td>$(2, 1, 1)$</td>
<td>4</td>
</tr>
<tr>
<td>$J_{10}$</td>
<td>$z_1^6 + z_2^3 + z_3^2 + \lambda z_1 z_2 z_3$</td>
<td>$(3, 2, 1)$</td>
<td>6</td>
</tr>
</tbody>
</table>

Here the subscript is equal to $\mu$.

**Theorem 8.11** (A. Gabrielov [45]). Let $M$ be the Milnor lattice of a simple elliptic singularity. Then $M^\perp$ is of rank 2 and $M/M^\perp$ is isomorphic to the root lattice of type $E_{\mu-2}$. The image $\tilde{G}$ of the monodromy group $\Gamma$ in $(M/M^\perp)\rtimes W(E_{\mu-2})$ and can be naturally identified with an affine complex crystallographic reflection group with linear part $W(E_{\mu-2})$.

There is a generalization of Theorem 8.9 to the case of simple elliptic singularities due to E. Looijenga [74] and [91]. It involves affine crystallographic reflection groups and uses Theorem 3.3.

**Example 8.12.** The following properties are equivalent:
- $\mu_+ = 1$;
- $\mu_+ = 1, \mu_0 = 1$;
- $V$ can be given by equation $P(z_1, z_2, z_3) = 0$, where
  \[ P = z_1^a + z_2^b + z_3^c + \lambda z_1 z_2 z_3, \quad \frac{1}{a} + \frac{1}{b} + \frac{1}{c} < 1, \quad \lambda \neq 0. \]

These singularities are called hyperbolic unimodal singularities.

**Theorem 8.13** (A. Gabrielov [45]). The Milnor lattice $M$ of a hyperbolic singularity is isomorphic to the lattice $E_{p,q,r}(-1) \perp \langle 0 \rangle$.

The monodromy group is the semi-direct product $\mathbb{Z}^\mu \rtimes W(p, q, r)$. Its image in $O(M/M^\perp)$ is the reflection group $W(p, q, r)$.
The previous classes of isolated surface singularities are characterized by the condition \( \mu_+ \leq 1 \). If \( \mu_+ \geq 2 \), the monodromy group is always of finite index in \( O(M) \) (see [40], [41]). Together with the previous theorems this implies that the monodromy group is always of finite index in \( O(M) \) except in the case of hyperbolic unimodal singularities with \( (p, q, r) = (2, 3, 7), (2, 4, 5), (3, 3, 4) \) (see Example 4.11).

There is a generalization of Brieskorn’s theorem 8.9 to the case of hyperbolic singularities due to E. Looijenga [74], [75].

9. Symmetries of singularities

9.1. Eigen-monodromy groups. Suppose we have a holomorphic map \( f : X \to S \) as in section 8.1. Suppose also that a finite group \( G \) acts on all fibres of the map in a compatible way. This means that there is an action of \( G \) on \( X \) which leaves fibres invariant. Then the cohomology groups \( H^n_c(X_s, \mathbb{C}) \) become representation spaces for \( G \), and we can decompose them into irreducible components

\[
H^n_c(X_s, \mathbb{C}) = \bigoplus_{\chi \in \text{Irr}(G)} H^n_c(X_s, \mathbb{C})_\chi.
\]

One checks that the monodromy map decomposes too and defines the \( \chi \)-monodromy map

\[
\rho^X_{s_0} : \pi_1(S; s_0) \to \text{GL}(H^n_c(X_s, \mathbb{C})_\chi).
\]

Let \( E \) be a real vector space equipped with a bilinear form \( (v, w) \), symmetric or skew-symmetric. Let \( E_{\mathbb{C}} \) be its complexification with the conjugacy map \( v \mapsto \bar{v} \). We extend the bilinear form on \( E \) to \( E_{\mathbb{C}} \) by linearity. It is easy to see that it satisfies \((\bar{x}, \bar{y}) = (x, y)\). Next we equip \( E_{\mathbb{C}} \) with a hermitian form defined by

\[
\langle x, y \rangle = \begin{cases} 
(x, y), & \text{if } (x, y) \text{ is symmetric,} \\
i(x, y) & \text{otherwise.}
\end{cases}
\]

We apply this to \( E_{\mathbb{C}} = H^n_c(X_s, \mathbb{C}) \) with the bilinear map defined by the cup-product. The \( \chi \)-monodromy map leaves the corresponding hermitian form invariant and defines a homomorphism

\[
\rho^X_{s_0} : \pi_1(S; s_0) \to \text{U}(H^n_c(X_s, \mathbb{C})_\chi).
\]

We are interested in examples when the image of this homomorphism is a complex reflection group.

9.2. Symmetries of singularities. Assume that the germ of an isolated hypersurface singularity \((X, 0)\) can be represented by a polynomial \( f \) which is invariant with respect to some finite subgroup \( G \) of \( \text{GL}(n+1, \mathbb{C}) \). One can define the notion of a \( G \)-equivariant deformation of \((X, 0)\) and show that a semi-universal \( G \)-equivariant deformation of \((X, 0)\) can be given by the germ of the map

\[
\Phi_G : (\mathbb{C}^n + r', 0) \to (\mathbb{C}^r, 0), (z, u) \mapsto (f(z) + \sum_{i=1}^{r'} u_i g_i, u_1, \ldots, u_{r'-1}),
\]

where \((g_1, \ldots, g_{r'})\) is a basis of the subspace \( J^G_{f=0} \) of relative invariants of the algebra (8.6). In the case when \( G \) is cyclic, we can choose \( g_i \)'s to be monomials. The equivariant discriminant \( \Delta_G \) is defined the same as in the case of the trivial action. Now we define the \( G \)-equivariant monodromy group \( \Gamma_G \) of \((X, x_0)\) following the definition in the case \( G = \{1\} \). The group \( G \) acts obviously on the Milnor fibre
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of $f$ and hence on the Milnor lattice $M$, giving it a structure of a $\mathbb{Z}[G]$-module. Since
\[ \mathbb{C}^r \setminus \Delta_G \subset \mathbb{C}^r \setminus \Delta \]
we can choose a point $s_0 \in \mathbb{C}^r \setminus \Delta_G$ to define a homomorphism
\[ i_{s_0} : \pi_1(\mathbb{C}^r \setminus \Delta_G; s_0) \to \pi_1(\mathbb{C}^r \setminus \Delta; s_0). \]
This homomorphism induces a natural injective homomorphism of the monodromy groups $i_* : \Gamma_G \to \Gamma$. This allows us to identify $\Gamma_G$ with a subgroup of $\Gamma$.

**Proposition 9.1** (P. Slodowy [107]). Let $\Gamma$ be the monodromy group of $(X, x_0)$ and $\Gamma_G$ be the $G$-equivariant monodromy group. Then
\[ \Gamma_G = \Gamma \cap \text{Aut}_{\mathbb{Z}[G]}(M). \]

Consider the natural action of $G$ on the jacobian algebra (8.2) via its action on the partial derivatives of the function $f$.

**Theorem 9.2** (C.T.C. Wall [121]). Assume $(X, x_0)$ is an isolated hypersurface singularity defined by a holomorphic function $f : \mathbb{C}^{n+1} \to \mathbb{C}$. Let $J_f$ be its jacobian algebra. There is an isomorphism of $G$-modules,
\[ M_\mathbb{C} \cong J_f \otimes \text{det}_G, \]
where $\text{det}_G$ is the one-dimensional representation of $G$ given by the determinant.

**Example 9.3.** Let $f(z_1, z_2, z_3) = z_1z_2 + z_3^k$ be a simple surface singularity of type $A_{2k-1}$. Consider the action of the group $G = \mathbb{Z}/2\mathbb{Z}$ by $(z_1, z_2, z_3) \mapsto (z_1, z_2, -z_3)$. We take $1, z_3, \ldots, z_3^{2k-2}$ to be a basis of the jacobian algebra. Thus we have $k$ invariant monomials $1, z_3, \ldots, z_3^{2k-2}$ and $k-1$ anti-invariant monomials $z_3, \ldots, z_3^{2k-3}$. It follows from Theorem 9.2 that $M_\mathbb{C}$ is the direct sum of the $k-1$-dimensional invariant part $M_+$ and the $k$-dimensional anti-invariant part $M_-$. We have
\[ O(M) = W(A_{2k-1}) \rtimes (\tau), \]
where $\tau$ is the nontrivial symmetry of the Coxeter diagram of type $A_{2k-1}$. In fact it is easy to see that the semi-direct product is the direct product. Let $\alpha_1, \ldots, \alpha_{2k-1}$ be the fundamental root vectors. We have $\tau(\alpha_i) = \alpha_{2k-i}$; hence $\dim M^\tau = k$. This shows that the image $\sigma$ of the generator of $G$ in $O(M)$ is not equal to $\tau$. In fact, it must belong to $W(A_{2k-1})$. To see this we use that all involutions in $W(M) \cong \Sigma_{2k}$ are the products of at most $k$ transpositions; hence their fixed subspaces are of dimension $\leq k-1$. The group $O(M)$ is the product of $W(M)$ and $\pm 1$; thus all involutions in $O(M) \setminus W(M)$ have fixed subspaces of dimension $\leq k-1$. The conjugacy class of $\sigma \in W(A_{2k-1}) \cong \Sigma_{2k}$ is determined by the number $r$ of disjoint transpositions in which it decomposes. We have $\dim M^\sigma = 2k - r - 1$. Thus $\sigma$ is conjugate to the product of $k$ disjoint transpositions. It follows from the model of the lattice $A_{2k-1}$ given in (2.1) that $\sigma$ is conjugate to the transformation $\alpha_i \mapsto -\alpha_{2k-i}$. Hence the sublattice $M_-$ is generated by $\beta_i = \alpha_i + \alpha_{2k-i}, i = 1, \ldots, k-1,$ and $\beta_k = \alpha_k$. We have
\[ (\beta_i, \beta_j) = \begin{cases} -4 & \text{if } i = j \neq k, \\ -2 & \text{if } i = j = k, \\ 2 & \text{if } |i - j| = 1, \\ 0 & \text{if } |i - j| > 1. \end{cases} \]
Comparing this with Example 4.1 we find that $M = N(2)$, where $N$ is the lattice defining an integral structure for the reflection group of type $B_k$. In other words, the reflections $r_{\beta_i}$ generate the Weyl group of type $B_k$.

Similar construction for a symmetry of order 2 of singular points of types $D_{k+1}$, $n \geq 4$ (resp. $E_6$, resp. $D_4$), leads to the reflection groups of type $B_k$ (resp. $F_4$, resp. $G_2 = I_2(6)$). The Milnor lattices obtained as the invariant parts of the Milnor lattice of type $A_{2k-1}$ and $D_{k+1}$ define the same reflection groups, but their lattices are similar but not isomorphic. Figure 14 shows how the Coxeter diagrams of types $B_k$, $F_4$, $G_2$ can be obtained from those of types $A, D, E$.

![Coxeter diagrams](image)

**Figure 14**

*Remark 9.4.* The appearance of the Dynkin diagrams of type $B_n, F_4, G_2$ in the theory of simple singularities was first noticed by P. Slodowy [106], and from a different but equivalent perspective in the work of Arnol’d on critical points on manifolds with boundary [6], [7]. In the theory of simple surface singularities over nonalgebraically closed field, they appear in [73].

*Example 9.5.* Let $(X, 0)$ be a simple surface singularity of type $E_6$ given by equation $z_1^2 + z_2^3 + z_3^4 = 0$. Consider the group $G$ generated by the symmetry $g$ of order 3 given by $(z_1, z_2, z_3) \mapsto (z_1, \eta_3 z_2, z_3)$, where $\eta_3 = e^{2\pi i/3}$. A monomial basis of the jacobian algebra is $(1, z_2, z_3, z_2^2, z_2z_3, z_2^2z_3^2)$. By Theorem 9.2, we have

$$M_C = (M_C)_x \oplus (M_C)_{\bar{x}},$$

where $\chi(g)(x) = \eta_3 x$. The characteristic polynomial of $g$ in $M_C$ is equal to $(t^2 + t + 1)^3$. We have

$$O(M) = W(E_6) \rtimes (\mathbb{Z}/2\mathbb{Z}),$$

where the extra automorphism is defined by the symmetry of the Coxeter diagram. Since $g$ is of order 3, its image $w$ in $O(E_6)$ belongs to $W(E_6)$. The classification of elements of order 3 in the Weyl group $W(E_6)$ shows the conjugacy class of $w$ corresponds to the primitive embedding of lattice $A_2^3 \hookrightarrow E_6$ so that $w$ acts as the product $c_1c_2c_3$ of the Coxeter elements in each copy of $A_2$. It is known that the centralizer of $w$ is a maximal subgroup of $W(E_6)$ of order 648.\(^3\) This group is

\(^3\)Not to be confused with another maximal subgroup of $W(E_6)$ of the same order which is realized as the stabilizer subgroup of the sublattice $A_2^3$.\)
isomorphic to the unitary complex reflection group $L_3$ (No. 25 in the list), and $(M)\chi$ is its three-dimensional reflection representation.

This and other examples of appearance of finite unitary complex reflection groups as the $G$-equivariant monodromy groups were first constructed by V. Goryunov [49], [48].

Affine complex crystallographic reflection groups can also be realized as $G$-equivariant monodromy groups. We give only one example, referring for more to [51], [50].

**Example 9.6.** Consider a simple elliptic singularity of type $J_{10}$ with parameter $\lambda = 0$. Its equation is given in Table 4. Consider the symmetry of order 3 defined by an automorphism $g : (z_1, z_2, z_3) \mapsto (z_1, z_2, z_3)$. A monomial basis of the jacobian algebra is $(1, z_2, z_3, z_4, z_2 z_3, z_2 z_3^2, z_2 z_3^3)$. We have 5 invariant monomials: $1, z_3, z_3^2, z_3^3, z_3^4$. Applying Theorem 9.2 we obtain that $M_C = (M)\chi \oplus (M)\chi$, both summands of dimension 5. The characteristic polynomial of $g$ is equal to $(1 + t + t^2)^5$. Obviously, $g$ leaves $M$ invariant, and the image $w = \overline{g}$ of $g$ in $O(M/M) = O(E_8) = W(E_8)$ has characteristic polynomial $(1 + t + t^2)^4$. It follows from the classification of conjugacy classes in $W(E_8)$ that $w$ is the product of the Coxeter elements in the sublattice $A_4^3$ of $E_8$. Its centralizer is a subgroup of index 2 in the wreath product $\Sigma_3^3 \rtimes \Sigma_4$ of order 31104. This group is a finite complex reflection group $L_4$ (No. 32 in the list). The centralizer of $g$ is the unique complex crystallographic group in affine space of dimension 5 with linear part $L_4$.

10. Complex ball quotients

10.1. Hypergeometric integrals. Let $S$ be an ordered set of $n+3$ distinct points $z_1, \ldots, z_{n+3}$ in $\mathbb{P}^1(\mathbb{C})$. We assume that $(z_{n+1}, z_{n+2}, z_{n+3}) = (0, 1, \infty)$. Let $U = \mathbb{P}^1 \setminus S$ and $\gamma_1, \ldots, \gamma_{n+3}$ be the standard generators of $\pi_1(U; u_0)$ satisfying the relation $\gamma_1 \cdots \gamma_{n+3} = 1$. We have a canonical surjection of the fundamental group of $U$ to the group $A = (\mathbb{Z}/d\mathbb{Z})^{n+3}/\Delta(\mathbb{Z}/d\mathbb{Z})$ which defines an étale covering $V \rightarrow U$ with the Galois group $A$. The open Riemann surface $V$ extends $A$-equivariantly to a compact Riemann surface $X(z)$ with quotient $X(z)/A$ isomorphic to $\mathbb{P}^1(\mathbb{C})$.

Let $\boldsymbol{m} = (m_1/d, \ldots, m_{n+3}/d)$ be a collection of rational numbers in the interval $(0,1)$ satisfying

\[ \frac{1}{d} \sum_{i=1}^{n+3} m_i = k \in \mathbb{Z}. \]

(10.1)

They define a surjective homomorphism

\[ \chi : A \rightarrow \mathbb{C}^*, \quad \bar{\gamma}_i \mapsto e^{2\pi \sqrt{-1}m_i}, \]

where $\bar{\gamma}_i$ is the image of $\gamma_i$ in $A$.

The following computation can be found in [28] (see also [30]).

**Lemma 10.1.** Let $H^1(X(z), \mathbb{C})\chi$ be the $\chi$-eigensubspace of the natural representation of the Galois group $A$ on $H^1(X(z), \mathbb{C})$. Then

\[ \dim H^1(X(z), \mathbb{C})\chi = n + 1. \]

Let $\Omega(X(z))$ be the space of holomorphic 1-forms on $X(z)$ and $\Omega(X(z))\chi$ be the $\chi$-eigensubspace of $A$ in its natural action on the space $\Omega(X(z))$. Then

\[ \dim \Omega(X(z))\chi = k - 1, \]
Theorem 10.2. The image of each generator $s_i$ of $\pi_1(U; z^{(0)})$ in $\Gamma(\mu)$ acts as a complex reflection in the hyperbolic space $H^n_C$. The group $\Gamma(\mu)$ is a crystallographic reflection group in $H^n_C$ if and only if one of the following conditions is satisfied:

1. $(1 - \frac{m_i}{d_i} - \frac{m_j}{d_j})^{-1} \in \mathbb{Z}$, $i \neq j, m_i + m_j < 1$;
2. $2(1 - \frac{m_i}{d_i} - \frac{m_j}{d_j})^{-1} \in \mathbb{Z}$, if $m_i = m_j, i \neq j$.

All possible $\mu$ satisfying the conditions from the theorem can be enumerated. We have 59 cases if $n = 2$, 20 cases if $n = 3$, 10 cases if $n = 4$, 6 cases when $n = 5$, 3 cases if $n = 6$, 2 cases when $n = 7$, and 1 case if $n = 8$ or $n = 9$. There are several cases when the monodromy group is cocompact. It does not happen in dimension $n > 7$.

The orbit spaces $H^n_C/\Gamma(\mu)$ of finite volume have a moduli theoretical interpretation. It is isomorphic to the geometric invariant theory quotient $(\mathbb{P}^1)^{n+3}/\mathrm{SL}(2)$ with respect to an appropriate choice of linearization of the action.

We refer to Mostow’s survey paper [81], where he explains a relation between the monodromy groups $\Gamma(\mu)$ and the monodromy groups of hypergeometric integrals.

10.2. Moduli space of Del Pezzo surfaces as complex ball quotients. In the last section we will discuss some recent work on complex ball uniformization of some moduli spaces in algebraic geometry.

It is well-known that a nonsingular cubic curve in the projective plane is isomorphic as a complex manifold to a complex torus $\mathbb{C}/\mathbb{Z} + \mathbb{Z}\tau$, where $\tau$ belongs to the
upper-half plane $\mathcal{H} = \{a + bi \in \mathbb{C} : b > 0\}$. Two such tori are isomorphic if and only if the corresponding $\tau$'s belong to the same orbit of the group $\Gamma = \text{SL}(2, \mathbb{Z})$ which acts on the $\mathcal{H}$ by Möbius transformations $z \mapsto (az + b)/(cz + d)$. This result implies that the moduli space of plane cubic curves is isomorphic to the orbit space $\mathcal{H}/\Gamma$. Of course, the upper-half plane is a model of the one-dimensional complex hyperbolic space $\mathbb{H}_C^1$ and the group $\Gamma$ acts as a crystallographic reflection group.

In a beautiful paper of D. Allcock, J. Carlson and D. Toledo [2], the complex ball uniformization of the moduli space of plane cubics is generalized to the case of the moduli space of cubic surfaces in $\mathbb{P}^3(\mathbb{C})$. It has been known since the last century that the linear space $V$ of homogeneous forms of degree 3 in 4 variables admits a natural action of the group $\text{SL}(4)$ such that the algebra of invariant polynomial functions on $V$ of degree divisible by 8 is freely generated by invariants $I_8, I_{16}, I_{24}, I_{32}, I_{40}$ of degrees indicated by the subscript. This can be interpreted as saying that the moduli space of nonsingular cubic surfaces admits a compactification isomorphic to the weighted projective space $\mathbb{P}(1, 2, 3, 4, 5)$. Let $F(T_0, T_1, T_2, T_3) = 0$ be an equation of a nonsingular cubic surface $S$. Adding the cube of a new variable $T_4$, we obtain an equation

$$F(T_0, T_1, T_2, T_3) + T_4^3 = 0$$

de a nonsingular cubic hypersurface $X$ in $\mathbb{P}^4(\mathbb{C})$. There is a construction of an abelian variety of dimension 10 attached to $X$ (the intermediate jacobian) $\text{Jac}(X)$. The variety $X$ admits an obvious automorphism of order 3 defined by multiplying the last coordinate by a third root of unity. This makes $\text{Jac}(X)$ a principally polarized abelian variety of dimension 10 with complex multiplication of certain type.\footnote{This beautiful idea of assigning to a cubic surface a certain abelian variety was independently suggested by B. van Geemen and B. Hunt.}

The moduli space of such varieties is known to be isomorphic to a quotient of a 4-dimensional complex ball by a certain discrete subgroup $\Gamma$. It is proven in [2] that the group $\Gamma$ is a hyperbolic complex crystallographic reflection group and the quotient $H_4^4/\Gamma$ is isomorphic to the moduli space of cubic surfaces with at most ordinary double points as singularities. By adding one point one obtains a compactification of the moduli space isomorphic to the weighted projective space $\mathbb{P}(1, 2, 3, 4, 5)$.

The geometric interpretation of reflection hyperplanes is also very nice; they form one orbit representing singular surfaces. The group $\Gamma$ contains a normal subgroup $\Gamma'$ with quotient isomorphic to the Weyl group $W(E_6)$. The quotient subgroup $H_4^4/\Gamma'$ is the moduli space of marked nodal cubic surfaces. For a nonsingular surface a marking is a fixing of order on the set of 27 lines on the surface.

We mentioned before that some complex ball quotients appear as the moduli space of K3 surfaces which admit an action of a cyclic group $G$ with fixed structure of the sublattice $(S_X)^G$. This idea was used by S. Kondo to construct an action of a crystallographic reflection group $\Gamma$ in a complex ball $H_4^4$ (resp. $H_2^2$) with orbit space containing the moduli space of nonsingular plane quartic curves of genus 3 (resp. moduli space of canonical curves of genus 4).\footnote{It is isomorphic to the moduli space of Del Pezzo surfaces of degree 2.}

In the first case he assigns to a plane quartic $F(T_0, T_1, T_2) = 0$ the quartic K3-surface

$$F(T_0, T_1, T_2) + T_3^4 = 0$$
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with automorphism of order 4 and $S_X^G \cong U(2) \perp A_1(-1)^6$. This leads to a new example of a crystallographic reflection group in $H^6_C$. It is known that a canonical curve $C$ of genus 4 is isomorphic to a complete intersection of a quadric and cubic in $\mathbb{P}^3(\mathbb{C})$. To each such curve Kondo assigns the K3 surface isomorphic to the triple cover of the quadric branched along the curve $C$. It has an action of a cyclic group of order 3 with $(S_X)^G \cong U_\perp A_2(-2)$. The stabilizer of a reflection hyperplane gives a complex reflection group in $H^8_C$ with quotient isomorphic to a partial compactification of the moduli space of Del Pezzo surfaces of degree 1. Independently such a construction was found in [56].

Finally, one can also re-prove the result of Allcock-Carlson-Toledo by using K3 surfaces instead of intermediate jacobians (see [32]).

Remark 10.3. All reflection groups arising in these complex ball uniformization constructions are not contained in the Deligne-Mostow list (corrected in [110]). However, some of them are commensurable\textsuperscript{16} with some groups from the list. For example, the group associated to cubic surfaces is commensurable to the group $\Gamma(\mu)$, where $d = 6, m_1 = m_2 = 1, m_3 = \ldots = m_7 = 2$. We refer to [25] for a construction of complex reflection subgroups of finite volume which are not commensurable to the groups from the Deligne-Mostow list. No algebraic-geometrical interpretation of these groups is known so far.
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