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1. INTRODUCTION

From several results in recent years, starting with Hörmander’s characterization
of the constant coefficient partial differential equations \( P(D)u = f \) that have a real
analytic solution \( u \) for every real analytic function \( f \), it has become clear that certain
properties of the partial differential operator \( P(D) \) are equivalent to estimates of
Phragmén–Lindelöf type for plurisubharmonic functions on the algebraic variety
\( V = V(P) := \{ z \in \mathbb{C}^n : P(z) = 0 \} \) (see Hörmander [15], Zampieri [32], Kaneko [16], [17], Braun, Meise and Vogt [7], [8], Braun [3], [4], Meise, Taylor and Vogt [19], [20], [21], [23], [25], Palamodov [30] and Momm [28]). There are several different such estimates that are of interest, corresponding to different properties of the operator, e.g. surjectivity, existence of a continuous linear right inverse, continuation of solutions. Their importance is that, in many cases, they seem to provide the only way to evaluate whether or not a given operator \( P(D) \) has the given property.

In the present paper we study those sets of estimates which have been shown in [21] and [23] (see Palamodov [30] for the case of systems) to be equivalent to the operator \( P(D) : C^\infty(\Omega) \to C^\infty(\Omega) \) having a continuous linear right inverse, \( \Omega \) a convex open subset of \( \mathbb{R}^n \). In the important special case \( \Omega = \mathbb{R}^n \), the set of estimates is called \( \text{PL}(\mathbb{R}^n, \log) \) and can be stated as follows:

An algebraic variety \( V \) in \( \mathbb{C}^n \) satisfies the Phragmén–Lindelöf condition
\( \text{PL}(\mathbb{R}^n, \log) \) if there is a number \( A > 0 \) such that for each \( \rho > 0 \) there is a constant \( B = B(\rho) > 0 \) such that each plurisubharmonic function \( u \) on \( V \) satisfying (with \( | \cdot | \) denoting the Euclidean norm)
\[
(1) \quad u(z) \leq |\text{Im } z| + O(\log(2 + |z|)) \quad \text{for all } z \in V
\]
and
\[
(2) \quad u(z) \leq \rho |\text{Im } z| \quad \text{for all } z \in V
\]
also satisfies
\[
(3) \quad u(z) \leq A|\text{Im } z| + B \log(2 + |z|) \quad \text{for all } z \in V.
\]

If we replace \( \log(2 + |z|) \) in the above by a weight function \( \omega(|z|) \) (see 2.1) we get the condition \( \text{PL}(\mathbb{R}^n, \omega) \). For a complex polynomial \( P \) in \( n \) variables the variety \( V = V(P) := \{ z \in \mathbb{C}^n : P(z) = 0 \} \) satisfies the condition \( \text{PL}(\Omega, \omega) \) if and only if the differential operator \( P(D) \) on the nonquasianalytic class \( E(\omega)(\mathbb{R}^n) \)
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of $\omega$-ultradifferentiable functions of Beurling type admits a continuous linear right inverse (see [23]).

If we replace (1) above by

$$(1') \ u(z) \leq |z| \quad \text{for all} \quad z \in V$$

and if the polynomial $P$ is homogeneous, then we get the condition $\text{HPL}(\mathbb{R}^n)$ which was studied by Hörmander [15], who was the first to investigate such conditions. Hörmander’s condition is different from the one studied here. It characterizes the polynomials $P$ such that $P(D)$ is a surjective linear map on the real analytic functions. Thus, the zero sets of elliptic operators satisfy $\text{HPL}(\mathbb{R}^n)$. On the other hand, it is a theorem of Grothendieck that elliptic operators never have a continuous linear right inverse on $C^\infty(\Omega)$ so their zero sets must fail $\text{PL}(\mathbb{R}^n, \log)$. Another difference in the conditions is that, as proved by Hörmander, the validity of the condition $\text{HPL}(\mathbb{R}^n)$ is not changed by lower degree perturbations of the polynomial while, as we show here, the condition $\text{PL}(\mathbb{R}^n, \omega)$ may be.

In general, it is difficult to decide whether a given algebraic variety satisfies the condition $\text{PL}(\mathbb{R}^n, \omega)$. Ideally, one would like to find geometric conditions on the variety that characterize $\text{PL}(\mathbb{R}^n, \log)$. Our effort here to find such conditions consists of three main parts: the study of homogeneous varieties (Section 3), giving necessary conditions (Section 4), and giving sufficient conditions (Section 5). Necessary conditions allow us to check examples that fail $\text{PL}(\mathbb{R}^n, \omega)$ while sufficient conditions are used to give positive examples.

In the study of this problem, it is useful to know equivalent formulations. For the case of homogeneous varieties, various characterizations are given in Theorem 3.3. In particular, for homogeneous varieties the exact relationship between $\text{PL}(\mathbb{R}^n, \omega)$ and $\text{HPL}(\mathbb{R}^n)$ can be given. We prove that a homogeneous variety $V_h$ satisfies $\text{PL}(\mathbb{R}^n, \omega)$ if and only if it satisfies one of the following conditions:

(i) $V_h$ satisfies the local Phragmén–Lindelöf condition $\text{HPL}(\mathbb{R}^n, \text{loc})$ — introduced by Hörmander [15] — at the origin.

(ii) $V_h$ satisfies $\text{HPL}(\mathbb{R}^n, \text{loc})$ at all points $\xi \in V_h \cap \mathbb{R}^n, |\xi| = 1$, and the dimension condition (i.e. $\dim_{\mathbb{R}} W \cap \mathbb{R}^n = \dim_{\mathbb{C}} W$ for each irreducible component $W$ of $V_h$).

(iii) $V_h$ satisfies $\text{HPL}(\mathbb{R}^n)$ and none of its irreducible components is elliptic.

These equivalences show that the condition is independent of $\omega$ for homogeneous varieties. They also allow easy verification of the validity or failure of $\text{PL}(\mathbb{R}^n, \omega)$ for many homogeneous polynomials $P$. For example, the dimension condition of (ii) shows that a homogeneous variety must have a “maximal number of real zeros” in order that it satisfy the condition. This implies the result mentioned earlier that elliptic operators cannot have a continuous linear right inverse since the ellipticity condition is that $\{P(z) = 0\} \cap \mathbb{R}^n = \{0\}$. Similarly, the symbols of operators like the principal part of a parabolic operator, e.g. $P(z_1, \ldots, z_n) = z_1^2 + \cdots + z_m^2, \ 1 < m \leq n$, have a real zero set of dimension less than $n - 1$ and so also fail the dimension condition and hence, $\text{PL}(\mathbb{R}^n, \omega)$. On the other hand, polynomials like $P(z_1, \ldots, z_n) = z_1^3 + \cdots + z_n^2$, or indefinite nondegenerate quadratic forms such as $P(z_1, \ldots, z_n) = z_1^2 - (z_2^2 + \cdots + z_n^2)$ (wave operator), or $P(z_1, \ldots, z_4) = z_1^2 + z_2^2 - z_3^2 - z_4^2$ (ultrahyperbolic operator) do have a real zero set of maximal dimension and satisfy the dimension condition. Further, the zero varieties are nonsingular outside the origin and it is trivial that the local Phragmén-Lindelöf condition is satisfied at each real regular point of a variety. Therefore, by (ii), all the operators $P(D)$ for
these examples do admit a continuous linear right inverse on $C^\infty(\mathbb{R}^n)$. Note that this is an existence proof. It does not give a “formula” for the solution operator whose existence is guaranteed by the validity of $\text{PL}(\mathbb{R}^n, \omega)$. While this is classical for hyperbolic operators (or for operators with a good Cauchy problem, take the solution $u$ of $P(D)u = f$ with 0 Cauchy data), until recently we did not know how to do this for the other second-order operators, like the ultrahyperbolic operator.

At the present time, we do not know how to construct a solution operator for many cases where we can prove that $\text{PL}(\mathbb{R}^n, \omega)$ holds. For example, the operator $\partial^3/\partial x_1^3 + \cdots + \partial^3/\partial x_3^3$.

The case of nonhomogeneous varieties is not as well understood. For this case, using results and methods from [26] and [15], we prove a necessary condition that $\text{PL}(\mathbb{R}^n, \omega)$ hold for $V$ is that its tangent cone at infinity, $V_h$ (which is homogeneous), also satisfies $\text{PL}(\mathbb{R}^n, \omega)$ (Theorem 4.1). From the results about homogeneous varieties, this then shows that examples like $z_1^2 + z_2^3 + \lambda z_3 = 0$ fail $\text{PL}(\mathbb{R}^n, \log)$ (e.g. parabolic operators, a result due to Cohoon [10], [11], or hypoelliptic operators, a result due to Vogt [31]). A further necessary condition for an irreducible $V$ to satisfy $\text{PL}(\mathbb{R}^n, \omega)$ is the existence of a large subset $V_0$ of $V$ so that the distance from $z \in V$ to the tangent cone, $V_h$, is of the order of $\omega(z)$ or bounded in case $\omega(z) = \log(1 + |z|)$, the case of $C^\infty(\mathbb{R}^n)$ (Proposition 4.8). For example, with the heat operator in one space variable, $z_1^2 + i z_2$, the tangent cone at infinity is the $z_2$-axis, $\{(0, z_2)\}$, and the distance from a point with $z_1^2 + i z_2 = 0$ to this line is $O(\sqrt{|z|})$. This variety satisfies $\text{PL}(\mathbb{R}^n, \omega)$ when $\sqrt{|z|} = O(\omega(z))$ but not otherwise. However, an example given in 4.9, namely $P(z_1, z_2, z_3) = \lambda z_1 + z_2 z_3$, shows that the distance, $\text{dist}(z, V_h)$, $z \in V$, can grow much faster than $\omega(z)$ if $V_h$ has singularities outside the origin. We show that this example satisfies $\text{PL}(\mathbb{R}^n, \log)$ if and only if $\lambda$ is real. The example also indicates that it is difficult to treat a general polynomial as a perturbation of its principal part.

However, under the additional hypothesis that $V_h$ is a manifold outside the origin, it is shown in Section 5 that a perturbation result is valid. Namely, in this case $V$ satisfies $\text{PL}(\mathbb{R}^n, \omega)$ if and only if $V_h$ satisfies $\text{PL}(\mathbb{R}^n, \omega)$ and $\text{dist}(z, V_h) = O(\omega(z))$ for $z \in V$, $|z| \to \infty$ (Theorem 5.6). To prove this, we use the main result from [26] on radial Phragmén-Lindelöf conditions to get a certain uniform estimate and then apply techniques of Hörmander [15]. This perturbation result gives many examples where $\text{PL}(\mathbb{R}^n, \log)$ is verified, for example $P(z_1, z_2, z_3) = z_1^2 + z_2^3 + z_3^3 + Q(z)$ where $Q$ is any polynomial of degree at most 2. See Corollary 5.8 for a general class of examples.

Some of the results stated above hold for arbitrary convex open subsets $\Omega$ of $\mathbb{R}^n$ and not only for $\mathbb{R}^n$.

The paper is organized as follows. In Section 2 we introduce the Phragmén-Lindelöf conditions and derive equivalent formulations. Then we study the case of homogeneous varieties in Section 3. In Section 4 we derive necessary conditions for $\text{PL}(\Omega, \omega)$ to hold on nonhomogeneous varieties. Sufficient conditions for nonhomogeneous varieties including the perturbation result are proved in Section 5. In Section 6 we introduce a further Phragmén-Lindelöf condition $\text{PL}(\Omega, \omega)$ which by [23] is related with the existence of continuous linear right inverses on $\omega$-ultradifferentiable functions of Roumieu type. We show that the main results for $\text{PL}(\Omega, \omega)$ carry over to $\text{PL}(\Omega, \omega)$ by an easy reduction argument.

The authors thank R. W. Braun for many interesting and helpful discussions on the subject of the present article.
2. Definition of the Phragmén–Lindelöf Conditions

In this section we introduce the Phragmén–Lindelöf conditions to be studied subsequently and we note some simple properties they satisfy. In order to state them, we have to introduce some notation.

**Definition 2.1.** Let \( \omega : [0, \infty[ \rightarrow ]0, \infty[ \) be continuous and increasing and assume that it has the following properties:

\[
(\alpha) \quad \omega(2t) = O(\omega(t)).
\]

\[
(\beta) \quad \int_1^\infty \frac{\omega(t)}{t^2} dt < \infty.
\]

\[
(\gamma) \quad \log t = O(\omega(t)).
\]

\[
(\delta) \quad x \mapsto -\omega(e^x) \text{ is convex}.
\]

By abuse of notation \( \omega : z \mapsto \omega(|z|), z \in \mathbb{C}^n \), will be called a weight function.

Note that each weight function satisfies \( \omega(z) = o(|z|) \) by [18], p.731. Moreover, each weight function is plurisubharmonic (psh) in \( \mathbb{C}^n \) in view of 2.1(\( \delta \)). Condition 2.1(\( \beta \)) implies the existence of the psh functions asserted by the following lemma, which is an immediate consequence of Braun and Meise [5], Prop.5.

**Lemma 2.2.** For each weight function \( \omega \) on \( \mathbb{C}^n \) and each \( \varepsilon > 0 \) there exists a psh function \( u_\varepsilon \) on \( \mathbb{C}^n \) and \( C_\varepsilon > 0 \) such that

\[
-C_\varepsilon \omega(z) \leq u_\varepsilon(z) \leq \varepsilon |\text{Im} z| - \omega(z) \text{ for all } z \in \mathbb{C}^n.
\]

There are several possible definitions of what is meant by a psh function on an analytic variety, see e.g. Fornaess and Narasimhan [12]. For our purposes it is convenient to have the largest possible class, the so-called weakly psh functions, which is defined in the following way:

**Definition 2.3.** Let \( V \) be an analytic variety in an open subset \( D \) of \( \mathbb{C}^n \). A function \( u : V \rightarrow [\infty, \infty[ \) is called psh on \( V \) if it is locally bounded above and psh at the regular points \( V_{\text{reg}} \subset V \). The values of \( u \) at the singular points \( V_{\text{sing}} \subset V \) are not important in our considerations. However, for the formulation of our results it is convenient in the sequel to assume that

\[
u(z) = \limsup_{\xi \in V_{\text{reg}}, \xi \rightarrow z} u(\xi) \text{ for all } z \in V_{\text{sing}}.
\]

By \( \text{PSH}(V) \) we denote the set of all psh functions on \( V \) which satisfy this condition.

**Definition 2.4.**

a) For a convex open set \( \emptyset \neq \Omega \subset \mathbb{R}^n \) we define

\[
\mathcal{K}(\Omega) := \{ K \subset \Omega : K \text{ is convex and compact} \}.
\]

b) For a convex compact set \( \emptyset \neq K \subset \mathbb{R}^n \) we define its support function

\[
h_K : \mathbb{R}^n \rightarrow \mathbb{R}, h_K(\xi) := \sup \{ \langle \xi, x \rangle : x \in K \}.
\]

Now we are ready to introduce the Phragmén–Lindelöf conditions, which are studied in the sequel.

**Definition 2.5.** Let \( V \subset \mathbb{C}^n \) be an algebraic variety, let \( \Omega \) be a convex open set in \( \mathbb{R}^n \) and let \( \omega \) be a weight function. Then \( V \) satisfies the condition \( \text{PL}(\Omega, \omega) \) if the following holds: For each \( K \in \mathcal{K}(\Omega) \) there exists \( K' \in \mathcal{K}(\Omega) \) such that for each \( K'' \in \mathcal{K}(\Omega) \) there exists \( B > 0 \) such that each \( u \in \text{PSH}(V) \) satisfying (1) and (2) also satisfies (3), where:
(1) \( u(z) \leq h_K(\text{Im } z) + O(\omega(z)), \ z \in V, \)
(2) \( u(z) \leq h_{K''}(\text{Im } z), \ z \in V, \)
(3) \( u(z) \leq h_K(\text{Im } z) + B\omega(z), \ z \in V. \)

In the global case \( \Omega = \mathbb{R}^n, \) condition PL(\( \mathbb{R}^n, \omega) \) is easily seen to be equivalent to:

There exists \( A > 0 \) such that for each \( \rho > 1 \) there exists \( B > 0 \) such that each \( u \in \text{PSH}(V) \) satisfying (1g) and (2g) also satisfies (3g), where:

- (1g) \( u(z) \leq |\text{Im } z| + O(\omega(z)), \ z \in V, \)
- (2g) \( u(z) \leq \rho |\text{Im } z|, \ z \in V, \)
- (3g) \( u(z) \leq A |\text{Im } z| + B\omega(z), \ z \in V. \)

**Remark.** In [21], [23] and in Palamodov [30] it was shown that conditions of the form PL(\( \Omega, \omega) \) characterize when a linear partial differential operator \( P(D) \) with constant coefficients admits a continuous linear right inverse on \( C^0 \in h_{\mathcal{PL}(\Omega, \omega)} \in \mathbb{R}^n \)

The following proposition shows that the component structure of the algebraic variety \( V \) is not important, as Hörmander [15] has pointed out already.

**Proposition 2.6.** An algebraic variety \( V \) satisfies PL(\( \Omega, \omega) \) if and only if each irreducible component of \( V \) satisfies PL(\( \Omega, \omega) \).

**Proof.** Let \( V_1, \ldots, V_k \) be the irreducible components of \( V \). If PL(\( \Omega, \omega) \) holds for \( V_j \), \( 1 \leq j \leq k, \) then it holds for \( V \). Conversely, if \( V \) satisfies PL(\( \Omega, \omega) \) and if \( V_m \) is fixed, then we can find a psh function \( v \) on \( \mathbb{C}^n \) which is \( \pm \infty \) on \( V_j \) for \( j \neq m, \) satisfies \( v|_{V_m} \neq \pm \infty \) and \( v(z) = O(\log(1 + |z|)) \) as \( |z| \to \infty. \) Now let \( u \) be psh on \( V_m \) and satisfy 2.5(1) and 2.5(2) on \( V_m \). Then \( u + \epsilon v \) can be extended to \( V \) by defining it as \( \pm \infty \) on \( V \setminus V_m \). Hence PL(\( \Omega, \omega) \) for \( V \) implies that the extended function satisfies 2.5(3) on \( V \) and consequently on \( V_m \). If we let \( \epsilon \) go to zero, we see that \( u \) satisfies 2.5(3) on \( V_m \).

**Remark 2.7.** The condition PL(\( \Omega, \omega) \) is invariant under translation and real linear change \( A \) of coordinates, since for every \( a, \xi \in \mathbb{R}^n : h_{K+a}(\xi) = h_K(\xi) + \langle \xi, a \rangle \) and \( h_{A(K)}(\xi) = h(A^t \xi). \)

**Proposition 2.8.** (a) The condition PL(\( \Omega, \omega) \) is not changed if the condition 2.5(1) is replaced by

\( (1)' \ u(z) \leq h_K(\text{Im } z) + O(1), \ z \in V. \)

(b) The condition PL(\( \Omega, \omega) \) is equivalent to the following one: For each \( K \in \mathcal{K}(\Omega) \) there exists \( K' \in \mathcal{K}(\Omega) \) such that for each \( K'' \in \mathcal{K}(\Omega) \) and each \( K' \in \mathcal{K}(\Omega) \) there exists \( B > 0 \) such that each \( u \in \text{PSH}(V) \) satisfying 2.5(1) and \( (2)' \) also satisfies 2.5(3), where

\( (2)' \ u(z) \leq h_{K''}(\text{Im } z) + C\omega(z), \ z \in V. \)

**Proof.** (a) Obviously, it suffices to show that the modified version of PL(\( \Omega, \omega) \) implies the one from 2.5. To do this we use Braun, Meise and Taylor [6], 1.6, to find a weight function \( \sigma \) with \( \sigma = o(\omega) \). In view of Remark 2.7 we may assume \( 0 \in K' \subset K' \subset K'' \). Hence Lemma 2.2 implies the existence of \( \varphi \in \text{PSH}(\mathbb{C}^n) \)
Let an arbitrarily small amount of improvement in the estimate suffice. Now fix $u \in \text{PSH}(V)$ and assume that $u$ satisfies 2.5(1) and 2.5(2). Then $\frac{1}{1+\delta}(u+\delta \varphi)$ satisfies (1)' and 2.5(2), and consequently it satisfies 2.5(3). Passing to the limit $\delta = 0$, we see that $u$ satisfies 2.5(3).

(b) It suffices to show that $\text{PL}(\Omega, \omega)$ implies the present condition (for all $C > 0$). To do this, fix $K \in K(\Omega)$ and find $K' \in K(\Omega)$ according to $\text{PL}(\Omega, \omega)$. Again we may assume $0 \in K' \subset K$. Now fix $Q \in K(\Omega)$ with $K' \subset \hat{Q}$. If $K'' \in K(\Omega)$ and $C > 0$ are given, choose $\varepsilon > 0$ so small that $(1+C\varepsilon)K'' \subset Q$. Next use Lemma 2.2 to find a psh function $\varphi_\varepsilon$ on $\mathbb{C}^n$ so that

$$-C\varepsilon \omega(z) \leq \varphi_\varepsilon(z) \leq \varepsilon h_K(\Im z) - \omega(z) \text{ for all } z \in \mathbb{C}^n.$$ 

Now assume that $u$ is psh on $V$ and satisfies 2.5(1) and (2)'. Then $\frac{1}{1+C\varepsilon}(u+C\varphi_\varepsilon)$ satisfies 2.5(1) and 2.5(2). Hence it satisfies 2.5(3) by hypothesis, i.e.

$$u(z) \leq (1+C\varepsilon)\left[ h_K'(\Im z) + B\omega(z) \right] + CC\varepsilon \omega(z)$$

$$\leq h_Q(\Im z) + \left[ (1+C\varepsilon)B + CC\varepsilon \right] \omega(z).$$

**Corollary 2.9.** If an algebraic variety $V$ satisfies $\text{PL}(\Omega, \omega)$, then it satisfies $\text{PL}(\Omega, \sigma)$ for each weight function $\sigma \geq \omega$.

Note that the main ingredient in the Phragmén–Lindelöf condition is that the uniform estimate of the growth in the imaginary directions given in 2.5(2) is improved in 2.5(3). Analogous to a result of Hörmander [15], 2.1, we prove next that an arbitrarily small amount of improvement in the estimate suffices.

**Lemma 2.10.** Let $V$ be an algebraic variety and let $\Theta > 1$. Assume that for some $B > 0$, for some compact convex sets $K \subset K' \subset \mathbb{R}^n$ with $0 \in K$ and for all $u \in \text{PSH}(V)$ we have that (1) and (2l) imply (3), where

1. $u(z) \leq h_K(\Im z) + O(\omega(z))$, $z \in V$,
2. $u(z) \leq \Theta h_{K'}(\Im z)$, $z \in V$,
3. $u(z) \leq h_{K'}(\Im z) + B\omega(z)$, $z \in V$.

Then for each $k \in \mathbb{N}, k \geq 2$, and each $\varepsilon > 0$ there exists $B(k, \varepsilon) > 0$ such that for all $u \in \text{PSH}(V)$ we have that (1) and (2l)' imply (3)', where

2l)' $u(z) \leq \Theta^k h_{K'}(\Im z)$, $z \in V$,
3') $u(z) \leq (1+\varepsilon)h_{K'}(\Im z) + B(k, \varepsilon)\omega(z)$, $z \in V$.

**Proof.** The result follows by induction on $k \in \mathbb{N}$. To carry out the induction step, assume that $u \in \text{PSH}(V)$ satisfies (1) and (2l)' for $k \in \mathbb{N}, k \geq 2$. Then fix $\varepsilon > 0$ and apply the induction hypothesis to $u/\Theta$, to get the existence of $B' = B(k-1, \frac{\varepsilon}{2}) > 0$ so that

$$u(z) \leq \Theta(1+\frac{\varepsilon}{2})h_{K'}(\Im z) + \Theta B'\omega(z) \text{ for all } z \in V.$$ 

Then choose $\eta > 0$ such that

$$1 + \Theta B'\eta \leq 1 + \frac{\varepsilon}{2} + B'\eta \leq 1 + \varepsilon.$$ 

Next use Lemma 2.2 to find $\varphi_\eta \in \text{PSH}(\mathbb{C}^n)$ and $C_\eta > 0$ so that

$$-C_\eta \omega(z) \leq \varphi_\eta(z) \leq \eta h_K(\Im z) - \omega(z) \text{ for all } z \in \mathbb{C}^n.$$
Hence $u$ so that $\Theta(\Omega)$ according to PL($\Omega$) with Lemma 2.10 proves that (1g) and (2g) imply (3g). Hence PL($\Omega$) Corollary 2.12.

Let $\epsilon > 0$, $\omega$, system for the compact subsets of $\Omega$, condition PL($\Omega$). This implies convex set in $\Omega$ and find $h_B$ ball $B$. Proof. For $1 + \epsilon$ and choose $k \in \mathbb{N}$ with $\Theta^k > p$. Then it is easy to check that PL($\Omega, \omega$) applied with $K'' = \Theta K'$ together with Lemma 2.10 proves that (1g) and (2g) imply (3g). Hence PL($\mathbb{R}^n, \omega$) holds.

Corollary 2.11. If an algebraic variety $V$ satisfies PL($\Omega, \omega$) for some open convex set $\Omega$ in $\mathbb{R}^n$, then it satisfies PL($\mathbb{R}^n, \omega$).

Proof. Without loss of generality we can assume that $\Omega$ contains the closed unit ball $B$. For $K := B$ choose $K'$ according to PL($\Omega, \omega$). Then choose $\Theta > 1$ so that $\Theta K' \subset \Omega$ and find $A > 0$ with $h_{K'}(\xi) \leq \frac{1}{A} |\xi|$. Fix $p > 1$ and choose $k \in \mathbb{N}$ with $\Theta^k > p$. Then it is easy to check that PL($\Omega, \omega$) applied with $K'' = \Theta K'$ together with Lemma 2.10 proves that (1g) and (2g) imply (3g). Hence PL($\mathbb{R}^n, \omega$) holds.

Corollary 2.12. Let $V$ be an algebraic variety in $\mathbb{C}^n$ and let $\Omega$ be a bounded open convex set in $\mathbb{R}^n$ with $0 \in \Omega$. Then we have:

(a) If $V$ satisfies PL($\Omega, \omega$), then for every $\epsilon > 0$ and every $\rho > 1 + \epsilon$ there exists $B = B(\epsilon, \rho)$ such that each $u \in$ PSH($V$) which satisfies (1b) and (2b) also satisfies (3b), where

(1b) $u(z) \leq h_{\Omega'}(\text{Im} z) + O(\omega(z))$, $z \in V$,
(2b) $u(z) \leq \rho h_{\Omega'}(\text{Im} z)$, $z \in V$,
(3b) $u(z) \leq (1 + \epsilon) h_B(\text{Im} z) + B(\omega(z))$, $z \in V$.

(\beta) If for every $\epsilon > 0$ there exist $\rho > 1 + \epsilon$ and $B = B(\epsilon, \rho)$ such that each $u \in$ PSH($V$) which satisfies (1b) and (2b) also satisfies (3b), then $V$ satisfies PL($\Omega, \omega$).

Proof. (a) Let $\epsilon > 0$ and $\rho > 1 + \epsilon$ be given. Since $\{t\Omega\}_{t \in [0,1]}$ is a fundamental system for the compact subsets of $\Omega$, condition PL($\Omega, \omega$) implies that for each $s \in [0,1]$ there exists $t = t(s) > s$ so that for $K = s\Omega$ we can choose $K' = t\Omega$ according to PL($\Omega, \omega$). Now choose $s$ so large that $\frac{t}{s} < 1 + \epsilon$ and choose $\Theta > 1$ so that $\Theta t < 1$. Then let $K'' = \Theta t\Omega$ and choose $D > 0$ according to 2.5. Next fix $u \in$ PSH($V$) satisfying (1b) and

$$u(z) \leq \Theta t h_{\Omega'}(\text{Im} z) \quad \text{for all} \quad z \in V.$$ 

Then $u$ satisfies 2.5(1) and (2) and hence also 2.5(3). This implies

$$u(z) \leq \frac{t}{s} h_{\Omega'}(\text{Im} z) + \frac{1}{s} D\omega(z) \quad \text{for all} \quad z \in V.$$ 

Now choose $k \in \mathbb{N}$ with $\Theta^k \geq \rho$ and choose $\eta > 0$ so that $(1 + \eta) \frac{t}{s} \leq 1 + \epsilon$. Next fix $u \in$ PSH($V$) satisfying (1b) and (2b). Then Lemma 2.10 implies that for a suitable $B(\epsilon, \rho) > 0$ we have for all $z \in V$

$$u(z) \leq (1 + \eta) \frac{t}{s} h_{\Omega'}(\text{Im} z) + B(\epsilon, \rho)\omega(z)$$
$$\leq (1 + \epsilon) h_B(\text{Im} z) + B(\epsilon, \rho)\omega(z).$$

(\beta) If $K \in K(\Omega)$ is given, find $t \in [0,1]$ with $t\Omega \supset K$. Then choose $\epsilon > 0$ so that $(1 + \epsilon)t < 1$ and put $K' = (1 + \epsilon)t\Omega$. Next fix $K'' \in K(\Omega)$ and choose $k \in \mathbb{N}$ so large that $(1 + \epsilon)^{-k} t\Omega \supset K''$. Now assume that $u$ satisfies 2.5(1) and (2). Then $u/t$
satisfies (1) and (2)' of 2.10 if we let $K = K' = \overline{\Omega}$ and $\Theta = \frac{\rho}{1+\varepsilon}$. Hence Lemma 2.10 implies
\[
u(z) \leq (1 + \varepsilon)th_{\nu}(\text{Im } z) + B(k, \varepsilon)\omega(z) = h_{K'}(\text{Im } z) + B(\rho, \varepsilon)\omega(z) \quad z \in V.
\]

Remark 2.13. By Proposition 2.8, the condition $PL(\Omega, \omega)$ is equivalent to the following one: For each $K \in \mathcal{K}(\Omega)$ there exists $K' \in \mathcal{K}(\Omega)$ so that for each $\rho > 0$ and each $F \geq 0$ there exists $B > 0$ such that each $u \in \text{PSH}(V)$ satisfying (1) and (2) also satisfies (3), where
\[
\begin{align*}
(1) \quad & u(z) \leq h_{K}(\text{Im } z) + O(\omega(z)), \quad z \in V, \\
(2) \quad & u(z) \leq \rho|\text{Im } z| + F\omega(z), \quad z \in V, \\
(3) \quad & u(z) \leq h_{K'}(\text{Im } z) + B\omega(z), \quad z \in V.
\end{align*}
\]

We conclude the present section by the following lemma.

Lemma 2.14. Let $V$ be a pure dimensional algebraic variety of dimension $k$ in $\mathbb{C}^n$ and assume that $u \in \text{PSH}(V)$ satisfies
\[
u(z) \leq ||\text{Im } z||_1 + O(1) \quad \text{for all } z \in V.
\]

Assume further that for some weight function $\omega$ and some $A, B \geq 1$ the estimate
\[
u(z) \leq A||\text{Im } z||_1 + B\omega(z)
\]
holds for all $z \in V$ for which $k$ of the coordinates of $z = (z_1, ..., z_n)$ are real. Then for each $\varepsilon > 0$ there exists $B_\varepsilon > 0$ so that
\[
u(z) \leq (A + \varepsilon)||\text{Im } z||_1 + B_\varepsilon\omega(z) \quad \text{for all } z \in V.
\]

Proof. Let $P_\omega$ denote the harmonic extension of $t \mapsto \omega(|t|)$ to the complex plane. Then [18], 1.5, implies that for each $\varepsilon > 0$ there exists $C_\varepsilon > 0$ so that
\[
\omega(\zeta) \leq P_\omega(\zeta) \leq \frac{\varepsilon}{B}|\text{Im } \zeta| + C\varepsilon\omega(\zeta) \quad \text{for all } \zeta \in \mathbb{C}.
\]

If we define $h(z) := \sum_{j=1}^{n} P_\omega(z_j)$, then (1) and (3) imply
\[
u(z) \leq A||\text{Im } z||_1 + Bh(z)
\]
for all $z \in V$ for which $k$ of the coordinates of $z$ are real. In particular
\[
\nu(z) := u(z) - A\sum_{j=1}^{n} \text{Im } z_j - Bh(z)
\]
is psh on $V_+ := V \cap \{z \in \mathbb{C}^n : \text{Im } z_j > 0 \text{ for } 1 \leq j \leq n\}$ bounded on $V$ and satisfies $\nu(z) \leq 0$ for all points in $\partial V_+$ where $k$ of the coordinates are real. Therefore we have
\[
\sup_{z \in V_+} \nu(z) = \sup_{z \in \partial V_+} \nu(z).
\]
Replacing $\nu$ by $\nu - \eta \sum_{j=1}^{n} \log |i + z_j|$ for $\eta > 0$ we can assume that $\sup_{z \in \partial V_+} \nu(z) = \nu(z^0)$ for some $z^0 = (z^0_1, ..., z^0_n)$ where for $p \leq k$ we have $z^0_j \in \mathbb{R}$ for $1 \leq j \leq p$. If $p < k$, then
\[
V \cap \{z \in \mathbb{C}^n : z_j = z^0_j \text{ for } 1 \leq j \leq p\}
\]
is a variety of dimension at least $k - p \geq 1$ in $\{z \in \mathbb{C}^n : \text{Im } z_j > 0 \text{ for } 1 \leq j \leq n\}$. Hence $\nu$ must take its maximum at a boundary point. Hence $\nu(z^0) = \nu(z^1)$ where $z^1 = (z^1_1, ..., z^1_p, z^1_{p+1}, ..., z^1_n)$ and $z^1_j \in \mathbb{R}$ for some $j$ with $p + 1 \leq j \leq n$. Continuing
in this way we see that there exists \( z^* \in \partial V_+ \) with \( k \) components of \( z^* \) being real. Hence the hypothesis implies \( v(z^*) \leq 0 \) and consequently \( v(z) \leq 0 \) on \( V_+ \). Since the same argument applies to all other cases, we conclude \( v(z) \leq 0 \) on \( V \). Hence (4) holds on \( V \) and together with (3) this implies (2).

3. Homogeneous varieties

In this section we study the conditions \( \text{PL}(\Omega, \omega) \) on homogeneous varieties, i.e. on algebraic varieties \( V \) in \( \mathbb{C}^n \) which satisfy \( z \in V \) if and only if \( \lambda z \in V \) for all \( \lambda \in \mathbb{C} \). For such varieties \( V \) we characterize \( \text{PL}(\Omega, \omega) \) by various other conditions, including a local Phragmén–Lindelöf condition introduced by Hörmander [15]. As a consequence we get that on homogeneous varieties \( \text{PL}(\Omega, \omega) \) is independent of \( \omega \) and that we can compare \( \text{PL}(\Omega, \omega) \) with the Phragmén–Lindelöf condition \( \text{HPL}(\Omega) \) of Hörmander [15]. To formulate one of the main results of this section, we introduce the following definitions.

**Definition 3.1.** Let \( V \) be a homogeneous variety in \( \mathbb{C}^n \) and \( \Omega \) a convex open set in \( \mathbb{R}^n \). We say \( V \) satisfies the condition \( \text{PL}(\Omega) \) or \( \text{PL}(\Omega) \) if the following hold:

- **PL(\Omega):** For each \( K \in \mathcal{K}(\Omega) \) there exists \( K' \in \mathcal{K}(\Omega) \) such that \( u \in \text{PSH}(V) \) satisfying (1h) and (2h) also satisfies (3h), where
  - (1h) \( u(z) \leq h_K(\text{Im} z) + o(|z|), \ z \in V \),
  - (2h) \( u(z) \leq 0, \ z \in V \cap \mathbb{R}^n \),
  - (3h) \( u(z) \leq h_K(\text{Im} z), \ z \in V \).

- **PL(\Omega):** For each \( K \in \mathcal{K}(\Omega) \) there exist \( K' \in \mathcal{K}(\Omega) \) and \( \delta > 0 \) such that each \( u \in \text{PSH}(V) \) satisfying (1) and (2) also satisfies (3), where
  - (1) \( u(z) \leq h_K(\text{Im} z) + \delta, \ z \in V \),
  - (2) \( u(z) \leq 0, \ z \in V \cap \mathbb{R}^n \),
  - (3) \( u(z) \leq h_K(\text{Im} z), \ z \in V \).

Also, we introduce the following local Phragmén–Lindelöf condition, which is a variant of the one introduced by Hörmander [15], 4.1.

**Definition 3.2.** Let \( V \) be a homogeneous variety in \( \mathbb{C}^n \) and \( \Omega \) a convex open set in \( \mathbb{R}^n \). \( V \) satisfies \( \text{HPL}(\Omega, \text{loc}) \) at \( \xi \in V \cap \mathbb{R}^n \) if there are open sets \( U_1 \subset U_2 \subset U_3 \subset \subset \mathbb{C}^n \) with \( \xi \in U_1 \) such that for each \( K \in \mathcal{K}(\Omega) \) there exists \( K' \in \mathcal{K}(\Omega) \) and \( \delta > 0 \) such that each \( u \in \text{PSH}(U_3 \cap V) \) satisfying (1) and (2) also satisfies (3), where
  - (1) \( u(z) \leq h_K(\text{Im} z) + \delta, \ z \in U_3 \cap V \),
  - (2) \( u(z) \leq 0, \ z \in U_2 \cap \mathbb{R}^n \cap V \),
  - (3) \( u(z) \leq h_K(\text{Im} z), \ z \in U_1 \cap V \).

**Theorem 3.3.** Let \( V \) be a homogeneous variety in \( \mathbb{C}^n \) and \( \Omega \) a convex open set in \( \mathbb{R}^n \). Then the following assertions are equivalent:

1. \( V \) satisfies \( \text{PL}(\Omega) \).
2. \( V \) satisfies \( \text{PL}(\Omega, \omega) \) for each weight function \( \omega \) on \( \mathbb{C}^n \).
3. \( V \) satisfies \( \text{PL}(\Omega, \omega) \) for some weight function \( \omega \) on \( \mathbb{C}^n \).
4. \( V \) satisfies \( \text{PL}(\Omega) \).
5. \( V \) satisfies \( \text{HPL}(\Omega, \text{loc}) \) at each \( \xi \in V \cap \mathbb{R}^n \).
6. \( V \) satisfies \( \text{HPL}(\Omega, \text{loc}) \) at zero.

For the proof of Theorem 3.3 we need the following two lemmas. The first one is taken from [26], 2.9.
Lemma 3.4. There exists $c > 0$ ($c = 1/2$ will do) such that for each $n \in \mathbb{N}$ there exists $H \in C(B) \cap \text{PSH}(\mathbb{B})$, $B := \{x \in \mathbb{C}^n : |x| \leq 1\}$, having the following properties:

1. $H(z) \leq |\text{Im} z|$ for $|z| \leq 1$.
2. $H(z) \leq |\text{Im} z| - c$ for $|z| = 1$.
3. $H(x) \leq 0$ for $x \in \mathbb{R}^n, |x| \leq 1$.
4. $H(\text{i}y) \geq 0$ for $y \in \mathbb{R}^n, |y| \leq 1$.

Lemma 3.5. Let $V$ be a homogeneous variety in $\mathbb{C}^n$, let $\Omega$ be a convex open set in $\mathbb{R}^n$ and let $\omega$ be a weight function. If $V$ satisfies $\text{PL}(\Omega, \omega)$, then the following holds:

For each $K \in \mathcal{K}(\Omega)$ there exists $K' \in \mathcal{K}(\Omega)$ such that each $u \in \text{PSH}(V)$ satisfying (1) and (2) also satisfies (3), where

1. $u(z) \leq h_K(\text{Im} z) + O(\omega(z))$, $z \in V$,
2. $u(z) \leq 0$, $z \in V \cap \mathbb{R}^n$,
3. $u(z) \leq h_K(\text{Im} z)$, $z \in V$.

Proof. Let $K \in \mathcal{K}(\Omega)$ be given. Without restriction we can assume $0 \in \Omega$ and $K \supset B = \{x \in \mathbb{R}^n : |x| \leq 1\}$. Choose $Q \supset K$ according to $\text{PL}((\Omega, \omega), \varepsilon > 0$ and $\Theta > 1$ so that $K' := (1 + \varepsilon)Q \in \mathcal{K}(\Omega)$ and $\Theta Q \in \mathcal{K}(\Omega)$. Further, by Braun, Meise and Taylor [6], 1.6, choose a weight function $\sigma$ with $\omega = o(\sigma)$ and use Lemma 2.2 to find $\varphi \in \text{PSH}(\mathbb{C}^n)$ satisfying

4. $\varphi(z) \leq |\text{Im} z| - \sigma(z)$ for all $z \in \mathbb{C}^n$.

Next assume that $u \in \text{PSH}(V)$ satisfies (1) and (2). Then, for $0 < \eta < 1$ define

$u_\eta : V \to [-\infty, \infty[, \quad u_\eta(z) := (1 + \eta)^{-1}(u(z) + \eta \varphi(z)) - \eta$.

Because $B \subset K$, we get from (4):

5. $u_\eta(z) \leq h_K(\text{Im} z)$ for all $z \in V$ with $|z| \geq R_\eta$.

In particular,

6. $u_\eta(z) \leq h_K(\text{Im} z) + O(1), \quad z \in V$.

From (2) and (4) we get

7. $u_\eta(z) \leq -\eta$ for all $z \in V \cap \mathbb{R}^n$ with $|z| \leq R_\eta$.

Since we can assume that $u$ is upper semicontinuous, there is an open set $W_\eta$ in $V$ with $W_\eta \supset \{z \in V \cap \mathbb{R}^n : |z| \leq R_\eta\}$ so that

8. $u_\eta(z) < -\eta/2$ for all $z \in V \cap W_\eta$.

Therefore, we have

9. $\inf\{h_K(\text{Im} z) : z \in V, |z| \leq R_\eta, z \notin W_\eta\} > 0$.

Consequently, (5) - (8) imply the existence of $k = k(\eta) \in \mathbb{N}$ with

10. $u_\eta(z) \leq \Theta^k h_K(\text{Im} z) \leq \Theta^k h_Q(\text{Im} z)$ for all $z \in V$.

Since $u_\eta$ satisfies (6) and (9) and since $V$ satisfies $\text{PL}(\Omega, \omega)$, Lemma 2.10 implies the existence of $B = B(\eta, \varepsilon)$ so that

11. $u_\eta(z) \leq (1 + \varepsilon) h_Q(\text{Im} z) + B \omega(z)$ for all $z \in V$. 
Next fix $0 < r < 1$ and define $u_{r,\eta} : z \mapsto \frac{1}{2}u_\eta(rz)$. Since $V$ is homogeneous, $u_{r,\eta}$ satisfies (6) and (9). Hence, by the previous argument it satisfies (10), which implies

$$u_\eta(\zeta) \leq (1 + \varepsilon)h_Q(\text{Im } \zeta) + rB\omega(\zeta/r) \quad \text{for all } \zeta \in V.$$  

Because $\lim_{t \to \infty} \omega(t)/t = 0$, this gives

$$u_\eta(z) \leq (1 + \varepsilon)h_Q(\text{Im } z) \quad \text{for all } z \in V,$$

and hence for all $z \in V$,

$$u(z) \leq (1 + \eta)(1 + \varepsilon)h_Q(\text{Im } z) - \eta \varphi(z) + \eta.$$

Since $\eta > 0$ can be chosen arbitrarily, this implies

$$u(z) \leq (1 + \varepsilon)h_Q(\text{Im } z) = h_K(\text{Im } z) \quad \text{for all } z \in V.$$

**Proof of Theorem 3.3.** (1) $\Rightarrow$ (2) $\Rightarrow$ (3): This is obvious or easy to check.

(3) $\Rightarrow$ (4): Fix $K \in \mathcal{K}(\Omega)$ and choose $K' \in \mathcal{K}(\Omega)$ according to PL$(\Omega, \omega)$. Fix $K'' \in \mathcal{K}(\Omega)$ to get $B > 0$ according to PL$(\Omega, \omega)$. Let $u \in \text{PSH}(V)$ satisfy (1) and (2) of PL$(\Omega)$ and note that $u_\tau(z) := \frac{1}{\tau}u(\tau z)$ satisfies 3.5(1) and 3.5(2) for each $\tau > 0$. Since $V$ satisfies PL$(\Omega, \omega)$ by hypothesis, $u_\tau$ satisfies 3.5(3). Multiplying through by $\tau$, using the homogeneity of $h_K$, and replacing $rz$ by $\tau$, this gives

$$u(z) \leq h_K(\text{Im } z) + rB\omega\left(\frac{z}{r}\right), \quad z \in V, \quad r > 0.$$  

Since $\omega(z) = o(|z|)$, we get $u(z) \leq h_K(\text{Im } z)$ by passing to the limit $r = 0$.

(4) $\Rightarrow$ (5): If $K \in \mathcal{K}(\Omega)$ is given, we can assume without restriction that $K \supset B = \{x \in \mathbb{R}^n : |x| \leq 1\}$. Choose $K' \in \mathcal{K}(\Omega)$ and $\delta > 0$ according to PL$(\Omega)$ and find $\lambda > 0$ so small that $Q := (1 + \lambda/c)K \in \mathcal{K}(\Omega)$, where $c$ is the constant from Lemma 3.4. Then fix $\varepsilon > 0$ and $\xi \in V \cap \mathbb{R}^n$. Making $\lambda$ smaller, we can assume that $A := \frac{\lambda\varepsilon}{2} \leq \delta$. Now let $U_3 := U_2 := U_\varepsilon(\xi)$ and $U_1 := U_{\varepsilon/2}(\xi)$ and fix $u \in \text{PSH}(U_\varepsilon(\xi) \cap V)$ which satisfies (1) and (2) of HPL$(\Omega, \text{loc})$ with $\delta$ replaced by $\delta'$. To show that $u$ satisfies (3) of HPL$(\Omega, \text{loc})$ with $K$ replaced by $Q$, fix $z_0 \in U_{\varepsilon/2}(\xi) \cap V$ arbitrarily. Then $U_{\varepsilon/2}(\text{Re } z_0) \subset U_\varepsilon(\xi)$ and with $H$ denoting the function of Lemma 3.4, we can define $\psi : U_{\varepsilon/2}(\text{Re } z_0) \cap V \to [-\infty, \infty]$ by

$$\psi(z) := u(z) + \frac{\lambda\varepsilon}{2c}H\left(\frac{z - \text{Re } z_0}{\varepsilon/2}\right).$$

Now Lemma 3.4(2), $K \supset B$ and condition (1) of HPL$(\Omega, \text{loc})$ imply that for each $z \in V$ with $|z - \text{Re } z_0| = \varepsilon/2$ we have

$$\psi(z) \leq h_K(\text{Im } z) + \delta' + \frac{\lambda}{c}|\text{Im } z| - \frac{\lambda\varepsilon}{2} < \left(1 + \frac{\lambda}{c}\right)h_K(\text{Im } z).$$

Hence, the function $\nu : V \to [-\infty, \infty]$, defined by

$$\nu(z) := \max \left(\psi(z), (1 + \frac{\lambda}{c})h_K(\text{Im } z)\right) \quad \text{for } z \in V, \quad |z - \text{Re } z_0| < \varepsilon/2,$$

is psh on $V$. From Lemma 3.4(1) we conclude that

$$\psi(z) \leq h_K(\text{Im } z) + \delta' + \frac{\lambda}{c}|\text{Im } z| \leq \left(1 + \frac{\lambda}{c}\right)h_K(\text{Im } z) + \delta'.$$
for all \( z \in V \) with \( |z - \text{Re} z_o| \leq \varepsilon/2 \). Since \( H \) satisfies 3.4(3) and since \( u \) satisfies condition (2) of HPL(\( \Omega \),loc), we now see that \( (1 + \frac{1}{c})^{-1} \nu \) satisfies the conditions (1) and (2) of PL(\( \Omega \)). Hence we obtain
\[
\nu(z) \leq (1 + \frac{1}{c})h_{K'}(\text{Im} z) = h_Q(\text{Im} z) \quad \text{for all } z \in V.
\]
From this, \( |\text{Im} z_o| < \varepsilon/2 \) and Lemma 3.4(4) we get
\[
h_Q(\text{Im} z_o) \geq \nu(z_o) \geq \psi(z_o) = u(z_o) + \frac{\lambda \varepsilon}{2c} H\left(t \frac{\text{Im} z_o}{\varepsilon/2}\right) \geq u(z_o) .
\]
(5) \( \Rightarrow \) (6): This is obvious.

(6) \( \Rightarrow \) (1): Choose zero neighborhoods \( U_1 \subset U_2 \subset U_3 \subset \subset \mathbb{C}^n \) according to HPL(\( \Omega \),loc) at 0, fix \( K \in \mathcal{K}(\Omega) \), and find \( K' \in \mathcal{K}(\Omega) \) and \( \delta > 0 \) according to HPL(\( \Omega \),loc). Next let \( u \in \text{PSH}(V) \) satisfy (1h) and (2h) of PL(\( \Omega \)). Then there exists a decreasing function \( \varepsilon : [0, \infty] \rightarrow \mathbb{R} \) with \( \lim_{t \to \infty} \varepsilon(t) = 0 \) so that
\[
u(z) \leq h_K(\text{Im} z) + \varepsilon(|z|)(1 + |z|) .
\]
For \( R > 1 \), define
\[
u_R : U_1 \cap V \rightarrow [-\infty, \infty] , \quad \nu_R(z) := \frac{1}{R} u(Rz) .
\]
Then the estimate on \( u \) implies
\[
u_R(z) \leq h_K(\text{Im} z) + \frac{1}{R} \varepsilon(R|z|)(1 + R|z|) .
\]
To estimate this further, let \( D := \varepsilon(0) \) and assume \( R \geq \frac{2D}{\delta} \). For each \( z \in \mathbb{C}^n \) with \( |z| \leq \frac{\delta}{2D} \) we then have
\[
\frac{1}{R} \varepsilon(R|z|)(1 + R|z|) \leq \frac{D}{R}(1 + \frac{\delta}{2D} R) \leq \delta .
\]
Next let \( \rho := \sup_{z \in U_2} |z| \) and note that for all \( z \in U_2 \) with \( |z| \geq \frac{\delta}{2D} \) we have
\[
\frac{1}{R} \varepsilon(R|z|)(1 + R|z|) \leq \frac{1}{R} \varepsilon(R \frac{\delta}{2D})(1 + \rho R) \leq \varepsilon(R \frac{\delta}{2D})(1 + \rho) .
\]
Since \( \lim_{t \to \infty} \varepsilon(t) = 0 \), this implies the existence of \( R_o > 1 \) so that
\[
u_R(z) \leq h_K(\text{Im} z) + \delta \quad \text{for all } z \in U_2 \cap V , \text{ all } R \geq R_o .
\]
Consequently, \( \nu_R \) satisfies the conditions (1) and (2) of HPL(\( \Omega \),loc) for all \( R \geq R_o \). Therefore we get
\[
u_R(z) \leq h_{K'}(\text{Im} z) \quad \text{for all } z \in U_1 \cap V , \text{ all } R \geq R_o .
\]
Now fix \( z \in V \) and choose \( R \geq R_o \) so that \( \frac{z}{R} \) is in \( U_1 \). Then \( \nu_R(z) \leq h_{K'}(\text{Im} \frac{z}{R}) \) and hence \( u(z) \leq h_{K'}(\text{Im} z) \). Consequently, \( u \) satisfies (3h) of PL(\( \Omega \)).

Remark 3.6. An examination of the proof of Theorem 3.3 shows that there are several local Phragmén-Lindelöf conditions which can be used in its formulation. E.g. the set \( U_3 \) in the definition of HPL(\( \Omega \),loc) was not used. However, for a characterization of HPL(\( \Omega \),loc) in terms of extremal functions, the present formulation is more convenient. The proof of Theorem 3.3 also shows that one can specify the size of the sets \( U_1 \) and \( U_2 \) and that \( U_1 \) and \( U_2 \) may even depend on \( K' \) and \( \delta \).
Corollary 3.7. Let $\Omega$ be a bounded, convex open set in $\mathbb{R}^n$ and let $V$ be a homogeneous variety in $\mathbb{C}^n$. Then $V$ satisfies $\text{PL}(\Omega)$ if and only if each $u \in \text{PSH}(V)$ satisfying $(\alpha)$ and $(\beta)$ also satisfies $(\gamma)$, where

\[(\alpha) \quad u(z) \leq h_{\Omega}(\text{Im } z) + o(|z|), \quad z \in V,\]
\[(\beta) \quad u(z) \leq 0, \quad z \in V \cap \mathbb{R}^n,\]
\[(\gamma) \quad u(z) \leq h_{\Omega}(\text{Im } z), \quad z \in V.

Proof. Without loss of generality we can assume $0 \in \Omega$. Then the sets $(\overline{t\Omega})_{0 < t < 1}$ form a fundamental system in $K(\Omega)$. Therefore, the condition above implies $\text{PL}(\Omega)$. To prove the converse, fix $s \in [0, 1]$ and choose $t = t(s) \in [0, 1]$ according to $\text{PL}(\Omega)$. Next assume that $u \in \text{PSH}(V)$ satisfies $(\alpha)$ and $(\beta)$. Then $\text{PL}(\Omega)$ implies that $su$ satisfies 3.1.3(h) with $K' = t\Omega$, and hence

\[u(z) \leq h_{\Omega}(\text{Im } z) \quad \text{for all } z \in V.

Since $\lim_{s \downarrow 1} t(s) = 1$, we conclude that $u$ satisfies $(\gamma)$.

Next we want to compare $\text{PL}(\Omega)$ with the Phragmén–Lindelöf condition that was used by Hörmander [15] to characterize the linear partial differential operators $P(D)$ that act surjectively on the space of all real-analytic functions on $\Omega$. Therefore we recall:

Definition 3.8. Let $V$ be a homogeneous variety in $\mathbb{C}^n$ and $\Omega$ a convex open set in $\mathbb{R}^n$. $V$ satisfies $\text{HPL}(\Omega)$ if for each $K \in K(\Omega)$ there exist $K' \in K(\Omega)$ and $\delta > 0$ such that each $u \in \text{PSH}(V)$ satisfying $(\alpha)$ and $(\beta)$ also satisfies $(\gamma)$, where

\[(\alpha) \quad u(z) \leq h_K(\text{Im } z) + \delta|z|, \quad z \in V,\]
\[(\beta) \quad u(z) \leq 0, \quad z \in V \cap \mathbb{R}^n,\]
\[(\gamma) \quad u(z) \leq h_{K'}(\text{Im } z), \quad z \in V.

Proposition 3.9. If a homogeneous variety $V$ in $\mathbb{C}^n$ satisfies $\text{PL}(\Omega)$, then it also satisfies $\text{HPL}(\Omega)$.

Proof. Fix $K \in K(\Omega)$ and assume without loss of generality that $K \supset B := \{x \in \mathbb{R}^n : |x| \leq 1\}$. Then choose $K' \in K(\Omega)$ according to $\text{PL}(\Omega)$, let $c$ be the constant from Lemma 3.4 and choose $\delta > 0$ so small that $(1 + \frac{2\delta}{c})K' \subset \Omega$. Next assume that $u \in \text{PSH}(V)$ satisfies the conditions $(\alpha)$ and $(\beta)$ of $\text{HPL}(\Omega)$. To show that $u$ also satisfies $(\gamma)$ of $\text{HPL}(\Omega)$ with $K'$ replaced by $(1 + \frac{2\delta}{c})K'$, fix $z_\alpha \in V$, choose $R > 2|z_\alpha|$, let $H$ be as in Lemma 3.4 and define

\[\psi(z) := u(z) + \frac{2\delta R}{c}H\left(\frac{z - \text{Re } z_\alpha}{R}\right), \quad z \in V, |z - \text{Re } z_\alpha| \leq R.

Then we get as in the proof of Theorem 3.3, $(4) \implies (5)$, that

\[\psi(z) < \left(1 + \frac{2\delta}{c}\right)h_K(\text{Im } z) \quad \text{for all } z \in V, |z - \text{Re } z_\alpha| = R.

Arguing in the same way as in that proof, we obtain

\[u(z_\alpha) \leq \left(1 + \frac{2\delta}{c}\right)h_{K'}(\text{Im } z_\alpha) = h_{\left(1 + \frac{2\delta}{c}\right)K'}(\text{Im } z_\alpha).

Remark 3.10. If a homogeneous variety $V$ satisfies $\text{HPL}(\Omega)$, then it satisfies $\text{HPL}(\Omega, \text{loc})$ at each $\xi \in V \cap \mathbb{R}^n$, $\xi \neq 0$. This can be shown by the same arguments
which we used in the implication (4) \(\Rightarrow\) (5) of Theorem 3.3, if one chooses \(\varepsilon = |\xi|/2\) and \(\delta' = \min\left(\frac{\delta}{2}, \delta\varepsilon\right)\).

In the important case \(\Omega = \mathbb{R}^n\) the difference between PL(\(\mathbb{R}^n\)) and HPL(\(\mathbb{R}^n\)) can be made completely explicit, using one of the main results of [26]. To do this we recall several dimension conditions from [26, 2.4]. For the definition of (real) analytic sets and their dimension we refer to Narasimhan [29].

**Definition 3.11.** Let \(V\) be an algebraic variety in \(\mathbb{C}^n\) and \(\xi \in V \cap \mathbb{R}^n\). We say that \(V\) satisfies the dimension condition at \(\xi\) if for every local irreducible component \(W\) of \(V\) at \(\xi\), the dimension of \(W \cap \mathbb{R}^n\) as a real analytic variety at \(\xi\) is equal to the dimension of \(W\) at \(\xi\) as a complex variety.

Furthermore we say that \(V\) satisfies the strong dimension condition if \(V \cap \mathbb{R}^n \neq \emptyset\) and, for each \(\xi \in V \cap \mathbb{R}^n\), the dimension condition holds at \(\xi\).

\(V\) is said to satisfy the dimension condition if every irreducible component \(W\) of \(V\) satisfies \(\dim_W W \cap \mathbb{R}^n = \dim_W W\).

For various characterizations of the dimension condition and the strong dimension condition, we refer to [26]. The following remark is easy to check.

**Remark 3.12.** A homogeneous variety \(V\) in \(\mathbb{C}^n\) satisfies HPL(\(\mathbb{R}^n\), loc) at \(\xi \in V \cap \mathbb{R}^n\) if and only if there exists \(A > 0\) and open sets \(U_1 \subset U_2 \subset U_3 \subset \subset \mathbb{C}^n\) such that each \(u \in \text{PSH}(U_3 \cap V)\) satisfying \(0 \leq u \leq 1\) on \(U_3 \cap V\) and \(u \leq 0\) on \(U_2 \cap V \cap \mathbb{R}^n\) also satisfies \(u(z) \leq A|\text{Im} z|\) for all \(z \in U_1 \cap V\).

**Theorem 3.13.** For a homogeneous variety \(V\) in \(\mathbb{C}^n\) the following assertions are equivalent:

1. \(V\) satisfies PL(\(\mathbb{R}^n\)).
2. \(V\) satisfies HPL(\(\mathbb{R}^n\), loc) at each \(\xi \in V \cap \mathbb{R}^n\).
3. \(V\) satisfies the strong dimension condition and HPL(\(\mathbb{R}^n\), loc) at each \(\xi \in V \cap \mathbb{R}^n\).
4. \(V\) satisfies the dimension condition and HPL(\(\mathbb{R}^n\), loc) at each \(\xi \in V \cap \mathbb{R}^n\) with \(|\xi| = 1\).

**Proof.** (1) \(\Rightarrow\) (2): This follows from Theorem 3.3.

(2) \(\Rightarrow\) (3): From 3.11 it follows easily that HPL(\(\mathbb{R}^n\), loc) at \(\xi \in V \cap \mathbb{R}^n\) implies that the condition RPLloc (see [26, 2.3]) holds at \(\xi\). Hence [26, 2.8], shows that the dimension condition holds at \(\xi\).

(3) \(\Rightarrow\) (4): This holds trivially.

(4) \(\Rightarrow\) (1): By Proposition 2.6 we may assume that \(V\) is irreducible. Then by Theorem 3.3 it suffices to prove the existence of \(B > 0\) such that each psh function \(u\) on \(V\) satisfying \(u(z) \leq |\text{Im} z| + o(|z|)\) on \(V\) and \(u \leq 0\) on \(V \cap \mathbb{R}^n\) also satisfies \(u(z) \leq B|\text{Im} z|\) on \(V\). To show this, we apply HPL(\(\mathbb{R}^n\), loc) at each \(\xi \in V \cap \mathbb{R}^n\) with \(|\xi| = 1\). Thus we get \(A_{\xi} > 0\) and open neighborhoods \(U_1(\xi) \subset U_2(\xi) \subset U_3(\xi) \subset \subset \mathbb{C}^n\) of \(\xi\) so that the condition in 3.12 is satisfied. Hence there are \(\xi_1, \ldots, \xi_m\) so that

\[
\{x \in V \cap \mathbb{R}^n : |x| = 1\} \subset \bigcup_{j=1}^{m} U_1(\xi_j) =: W.
\]

Since \(V\) satisfies the dimension condition, we get from [26, 3.2], that the following condition RPL holds: There exists \(A \geq 1\) such that each \(u \in \text{PSH}(V)\) satisfying (\(\alpha\)) and (\(\beta\)) also satisfies (\(\gamma\)), where
(α) \( u(z) \leq |z| + o(|z|), \ z \in V \),
(β) \( u(z) \leq 0, \ z \in V \cap \mathbb{R}^n \),
(γ) \( u(z) \leq A|z|, \ z \in V \).

Fix \( u \in \text{PSH}(V) \) which satisfies the conditions stated at the beginning of the proof. Then \( u \) satisfies (α) and (β). Hence it satisfies (γ). Now let \( D := \sup \{|z| : z \in U_3(\xi), 1 \leq j \leq m\}, \) fix \( 1 \leq j \leq m \) and define \( v_R : U_3(\xi) \cap V \to \mathbb{R} \) by \( v_R(z) = \max \{0, \frac{1}{|z|^D} u(Rz)\} \) for \( R > 0 \). Then \( v_R \) satisfies \( 0 \leq v_R \leq 1 \). Since \( \text{HPL}(\mathbb{R}^n; \text{loc}) \) holds at \( \xi \) we get \( v_R(z) \leq A'|\text{Im } z| \) for all \( z \in U_3(\xi) \cap V \) and consequently, if we let \( A' := \max_{1 \leq j \leq m} A_\xi \):

\[
(2) \quad u(z) \leq A'DA|\text{Im } z| \quad \text{for all } z \in RU_3(\xi) \cap V.
\]

Hence (1) implies that (2) holds for all \( z \in \{RW : R > 0\} \cap V \). Now note that there exists \( M > 0 \) so that on the complement of this set in \( V \), we have \( |z| \leq M|\text{Im } z| \). Therefore, we get the desired estimate with \( B = \max(AM, A'DA) \).

**Remark.** Let \( P \) be a homogeneous complex polynomial on \( \mathbb{C}^n \) which is not constant and let \( V(P) := \{z \in \mathbb{C}^n : P(z) = 0\} \). By Theorem 3.13, \( V(P) \) satisfies \( \text{PL}(\mathbb{R}^n) \) if and only if \( V(P) \) satisfies \( \text{dim}_{\mathbb{R}} V(Q) \cap \mathbb{R}^n = n - 1 \) for each irreducible factor \( Q \) of \( P \) and the condition \( \text{HPL}(\mathbb{R}^n, \text{loc}) \) at all points \( \xi \in V \cap \mathbb{R}^n, |\xi| = 1 \). Hence we obtain from Theorem 3.3 and Remark 3.12 together with [21], 4.6, that [21], 4.7, holds.

**Corollary 3.14.** A homogeneous algebraic variety \( V \) in \( \mathbb{C}^n \) satisfies \( \text{PL}(\mathbb{R}^n) \) if and only if \( V \) satisfies \( \text{HPL}(\mathbb{R}^n) \) and none of its irreducible components \( W \) is elliptic (i.e. \( W \cap \mathbb{R}^n = \{0\} \)).

**Proof.** \( \Rightarrow \): This is an obvious consequence of Proposition 3.9 and Theorem 3.13.

\( \Leftarrow \): If \( V \) satisfies \( \text{HPL}(\mathbb{R}^n) \), then it satisfies \( \text{HPL}(\mathbb{R}^n, \text{loc}) \) at each \( \xi \in V \cap \mathbb{R}^n, \xi \neq 0 \), by Remark 3.10. Now fix an irreducible component \( W \) of \( V \). Since \( W \) is not elliptic by hypothesis, there exists \( \xi \in W \cap \mathbb{R}^n, |\xi| = 1 \). Since \( V \) satisfies \( \text{HPL}(\mathbb{R}^n, \text{loc}) \) at \( \xi \), it also satisfies the condition \( \text{RPL}_{\text{loc}} \) at \( \xi \) (see [26], 2.3). Therefore, we get from [26], 2.5, that \( W \) satisfies \( \text{dim}_{\mathbb{R}} W \cap \mathbb{R}^n = \text{dim}_{\mathbb{C}} W \). Hence \( V \) satisfies the dimension condition. From the above and Theorem 3.13 it now follows that \( V \) satisfies \( \text{PL}(\mathbb{R}^n) \).

**Remark 3.15.** For the more refined condition \( \text{PL}(\Omega) \), \( \Omega \) an open convex set in \( \mathbb{R}^n \), \( \Omega \neq \mathbb{R}^n \), the situation is more complicated. There are homogeneous varieties \( V \) that satisfy the dimension condition and \( \text{HPL}(\Omega) \) but do not satisfy \( \text{PL}(\Omega) \). An example is given by the variety

\[
V := \{ (z_1, \ldots, z_4) \in \mathbb{C}^4 : z_1^2 + z_2^2 - z_3^2 - z_4^2 = 0 \}.
\]

By [21], Thm.3.8, \( V \) fails \( \text{PL}(\Omega) \) for each bounded open convex set \( \Omega \) in \( \mathbb{R}^n \) with \( C^1 \)-boundary. On the other hand, \( \text{HPL}(\Omega) \) holds for these sets \( \Omega \) by the converse of Theorem 6.7 of Hörmander [15], p.180, or by Braun [4], Satz 5.4.8.

To derive a further useful corollary from Theorem 3.13 we recall the classical local Phragmén-Lindelöf result which is a consequence of the estimates for the harmonic measure of the half disk, given in [1], Thm. 3.4.
Proposition 3.16. Let $D^n_+ := \{ z = (z_1, \ldots, z_n) \in \mathbb{C}^n : \text{Im} \, z_j \geq 0, \ |z_j| \leq 1, \ 1 \leq j \leq n \}$. Then there is a constant $C \geq 1$ such that if $u$ is psh in a neighborhood of $D^n_+$ and satisfies $(\alpha)$ and $(\beta)$,

$$(\alpha) \quad u(z) \leq 1, \ z \in D^n_+; \quad (\beta) \quad u(z) \leq 0, \ z \in \mathbb{R}^n \cap D^n_+,$$

then it also satisfies $(\gamma)$, where

$$(\gamma) \quad u(z) \leq C |\text{Im} \, z|, \ z \in D^n_+, \ |z| \leq \frac{1}{2}.$$ 

Proof. The function of one complex variable $h(\zeta) = \frac{2}{\pi} \arctan \left( \frac{2 \text{Im} \, \zeta}{1-|\zeta|^2} \right)$ is harmonic in $D_1^1$, with boundary values 0 on the real axis and 1 on the half-circle. Application of the maximum principle one variable at a time shows that each psh function $u$ on $D^n_+$ satisfying $(\alpha)$ and $(\beta)$ also satisfies $u(z) \leq h(z_1) + \cdots + h(z_n)$ which clearly implies that $u$ satisfies $(\gamma)$.

Corollary 3.17. Let $V$ be a homogeneous variety in $\mathbb{C}^n$. If $V$ satisfies the strong dimension condition and if $(V \cap \mathbb{R}^n) \setminus \{0\} \subset V_{\text{reg}}$, then $V$ satisfies PL($\mathbb{R}^n$).

Proof. By Theorem 3.13 it suffices to show that $V$ satisfies HPL($\mathbb{R}^n, \text{loc}$) at each $\xi \in V \cap \mathbb{R}^n, |\xi| = 1$. Since each such $\xi$ is a regular point of $V$ by hypothesis, this can be done as in the proof of [21], 4.8, using Proposition 3.16 and good coordinates for $V$ (see 4.4 below).

Remark 3.18. Let $V$ be a homogeneous variety in $\mathbb{C}^n$. In view of Proposition 3.16 and its application in the proof of Corollary 3.17, the only points $\xi \in V \cap \mathbb{R}^n, |\xi| = 1$, at which HPL($\mathbb{R}^n, \text{loc}$) might fail are the singular ones. We consider it as an interesting and important problem to understand what happens at these points. The only known results in this direction are due to Hörmander [15] and Braun [3]. By [15], Thm. 6.5, a homogeneous $P \in \mathbb{C}[z_1, z_2, z_3]$ satisfies HPL($\mathbb{R}^3, \text{loc}$) at each $\xi \in V(P) \cap \mathbb{R}^3, |\xi| = 1$, if and only if $P$ is locally hyperbolic at all these points. Braun [3], Cor. 12, shows that this is the case if and only if at $\xi \in V(P) \cap \mathbb{R}^3, |\xi| = 1, V(P)$ satisfies the dimension condition and each irreducible component of the germ $V(P)_\xi$ is regular at $\xi$.

4. Nonhomogeneous varieties, necessary conditions

In this section we derive several conditions that are necessary for an algebraic variety to satisfy the Phragmén–Lindelöf condition PL($\Omega, \omega$). First we show that PL($\Omega, \omega$) carries over from an algebraic variety $V$ to its tangent cone $V_h$ at infinity. Recall that $V_h$ can be defined algebraically as the set of common zeros of the highest order homogeneous terms in the polynomials that vanish on $V$. Or, it may be defined geometrically as the set of all complex lines through the origin that are limits of complex lines through points $z_j/|z_j|$, where $z_j \in V$ and $\lim_{j \to -\infty} |z_j| = \infty$. (See Chirka [9] for these facts.)

Theorem 4.1. Let $V$ be an algebraic variety in $\mathbb{C}^n$, $\Omega$ a convex open set in $\mathbb{R}^n$ and $\omega$ a weight function. If $V$ satisfies PL($\Omega, \omega$), then $V_h$ satisfies PL($\Omega, \omega$) and hence PL($\Omega$).

Remark. Let $P$ be a complex polynomial on $\mathbb{C}^n$ and denote by $P_m$ its principal part. Then the tangent cone at infinity to the variety $V(P) := \{ z \in \mathbb{C}^n : P(z) = 0 \}$
is equal to \( V(P_n) \). Therefore Theorem 4.1 together with [21], 4.6, shows that the first part of [21], 4.10, holds.

For the proof of Theorem 4.1 we use a method that was developed in [26], sect. 5, to show that one of the equivalent conditions in Theorem 3.3 holds. To do this we first introduce the appropriate extremal functions and find a suitable estimate for them.

**Definition 4.2.** Let \( D \) be a domain in \( \mathbb{C}^n \), \( h \) a function on \( D \), \( E \) a subset of \( D \), and \( V \) an analytic variety in \( D \). The extremal function of \( E \) relative to \( h, V \), and \( D \) is defined by

\[
U_E(z) := \sup \{ u(z) : u \in \text{PSH}(V, h), u \leq h \text{ on } V, u(z) \leq 0, \ z \in E \}.
\]

**Lemma 4.3.** Let \( V \) be an algebraic variety in \( \mathbb{C}^n \), \( \Omega \) an open convex subset of \( \mathbb{R}^n \), and \( \omega \) a weight function. For \( 0 < \varepsilon < 1 \) let

\[
K_\varepsilon := \{ z \in \mathbb{C}^n : |z| \leq 2 \text{ and } |\text{Im } z| \leq \varepsilon|z| \text{ or } |z| \leq \varepsilon \};
\]

for \( j \in \mathbb{N} \) let

\[
V_j := \{ z/j : z \in V \} \text{ and let } D := \{ z \in \mathbb{C}^n : |z| < 3 \}.
\]

If \( V \) satisfies the condition \( \text{PL}(\Omega, \omega) \), then for each \( K \in \mathcal{K}(\Omega) \) there exist \( K' \in \mathcal{K}(\Omega) \) and \( \delta > 0 \) such that for each \( 0 < \varepsilon < 1 \) there exists \( B_\varepsilon \) such that for all \( j \in \mathbb{N} \) and all \( z \in V_j \) with \( |z| < 1 \) we have

\[
U_{K_j}(z; h_K \circ \text{Im } + \delta, V_j, D) \leq h_{K'}(\text{Im } z) + j^{-1}B_\varepsilon \omega(jz).
\]

**Proof.** If \( K \in \mathcal{K}(\Omega) \) is given, it is no loss of generality to assume \( K \supset \{ x \in \mathbb{R}^n : |x| \leq 1 \} \) so that \( h_K \geq |\cdot| \). Then choose \( K_1 \in \mathcal{K}(\Omega) \) and \( 0 < \eta < 1 \) so small that

\[
h_{K_1}(\text{Im } z) \geq h_K(\text{Im } z) + \eta|\text{Im } z| \geq |\text{Im } z|.
\]

Since \( V \) satisfies \( \text{PL}(\Omega, \omega) \) by hypothesis, we can find \( K' \in \mathcal{K}(\Omega) \) such that for each \( \rho > 0 \) there exists \( B_\rho > 0 \) such that each \( \psi \in \text{PSH}(V) \) which satisfies 2.5(1) with \( K = K_1 \) and 2.5(2) with \( \rho \) also satisfies

\[
\psi(z) \leq h_{K'}(\text{Im } z) + B_\rho \omega(z) \text{ for all } z \in V.
\]

Next let \( c \) denote the constant from Lemma 3.4 and choose \( \delta > 0 \) so small that \( \delta < \eta c \). If \( 0 < \varepsilon < 1 \) is given, choose \( \rho_1 > 0 \) so large that \( h_{K_1}(\text{Im } z) \leq \rho_1|\text{Im } z| \) and let

\[
\rho := \rho(\varepsilon) := 1 + \rho_1 + \delta \varepsilon^{-2}.
\]

For the proof of the lemma, it clearly suffices to show that each \( u \in \text{PSH}(V_j \cap D) \) satisfying

\[
u(z) \leq h_K(\text{Im } z) + \delta, \ z \in V_j \cap D \text{ and } u(z) \leq 0, \ z \in K_1 \cap V_j \]

also satisfies

\[
u(z) \leq h_{K'}(\text{Im } z) + j^{-1}B_{\rho(\varepsilon)} \omega(jz), \ z \in V_j, \ |z| < 1.
\]

To do this fix \( u \in \text{PSH}(V_j \cap D) \) that satisfies (4), and \( z_0 \in V_j \) with \( |z_0| < 1 \). Then define \( \psi : V \cap \{ z \in \mathbb{C}^n : |z - \text{Re}(jz_0)| < j \} \to [-\infty, \infty[ \) by

\[
\psi(z) := \max \{ ju\left(\frac{z}{j}\right) + \eta j \text{H}\left(\frac{z - \text{Re}(jz_0)}{j}\right), h_{K_1}(\text{Im } z)\},
\]

where \( \text{H}(x) := \min\{ |x|, 1 \} \).
where $H$ is the psh function from Lemma 3.4. At points of $V$ on the boundary of this ball, the first term of the maximum does not exceed
\[ j(h_K(j^{-1}\text{Im } z) + \delta) + \eta j(j^{-1}\text{Im } z) - c \]
\[ \leq h_K(\text{Im } z) + \eta |\text{Im } z| + (\delta - c\eta)j \]
\[ \leq h_{K_1}(\text{Im } z), \]
by our choice of $K_1$. Hence, we can extend $\psi$ to a global psh function on all of $V$ by setting it equal to the second term in the maximum outside this ball. This function obviously satisfies the estimate 2.5(1) with $K = K_1$. To see that it also satisfies 2.5(2) with $\rho = \rho(\varepsilon)$ we note that outside this ball we have
\[ \psi(z) = h_{K_1}(\text{Im } z) \leq \rho_1 |\text{Im } z| \leq \rho |\text{Im } z|. \]
For points $z$ inside this ball and $z \in K_\varepsilon$ we have $u(z) = 0$, so
\[ \psi(z) \leq \max\{\eta jH\left(\frac{z - \text{Re}(j\xi)}{j}\right), h_{K_1}(\text{Im } z)\} \]
\[ \leq \max\{\eta |\text{Im } z|, h_{K_1}(\text{Im } z)\} \leq \rho |\text{Im } z|, \]
by 3.4(1). For $z$ inside this ball and $z \notin K_\varepsilon$ we have $j \leq |z|/\varepsilon$ and $|z| \leq |\text{Im } z|/\varepsilon$ and consequently
\[ \psi(z) \leq \max\{h_K(\text{Im } z) + \frac{\delta}{\varepsilon}|z|, h_{K_1}(\text{Im } z)\} \]
\[ \leq h_{K_1}(\text{Im } z) + \frac{\delta}{\varepsilon}|\text{Im } z| \leq \rho |\text{Im } z|. \]
Since $V$ satisfies $\text{PL}(\Omega, \omega)$ the function $\psi$ satisfies 2.5(3), i.e.
\[ \psi(z) \leq h_{K'}(\text{Im } z) + B_{\rho(\varepsilon)}\omega(z), z \in V. \]
If we evaluate this inequality at $z = j\xi \in V$ and use the fact $H(iy) \geq 0$ for $y \in [-1, 1]$, we obtain
\[ ju(z_0) \leq h_{K'}(\text{Im } z) + B_{\rho(\varepsilon)}\omega(j\xi). \]
Since $z_0 \in V_j$ with $|z_0| < 1$ was chosen arbitrarily, this implies (5).

\textbf{Proof of Theorem 4.1.} By Theorem 3.3(6) it suffices to show that $V_h$ satisfies the condition $\text{HPL}(\Omega, \text{loc})$ at zero. To obtain this as a consequence of the convergence results in [26], we denote by $D$ the ball $\{z \in \mathbb{C}^n : |z| < 3\}$ and we let $E := \mathbb{R}^n \cap \{z \in \mathbb{C}^n : |z| \leq 2\}$. Since $V$ satisfies $\text{PL}(\Omega, \omega)$ we get from Lemma 4.3 that for each $K \in \mathcal{K}(\Omega)$ there exist $K' \in \mathcal{K}(\Omega)$ and $\delta > 0$ such that for each $0 < \varepsilon < 1$ there exists $B_\varepsilon > 0$ such that for all $j \in \mathbb{N}$ and all $z \in V_j$ with $|z| < 1$ we have
\[ U_{K\varepsilon}(z; h_K \circ \text{Im } + \delta, V_j, D) \leq h_{K'}(\text{Im } z) + j^{-1}B_\varepsilon\omega(jz). \]
If we let $j \to \infty$ in this estimate and use the fact that the varieties $V_j = \{z/j : z \in V\}$ converge to $V_h$ in the sense of [26], 4.4, then this theorem and $\lim_{t \to \infty} \omega(t)/t = 0$ imply
\[ U_{K\varepsilon}(z; h_K \circ \text{Im } + \delta, V_h, D) \leq h_{K'}(\text{Im } z) \]
for all regular points $z \in V_h$ with $|z| < 1$. As $\varepsilon \to 0$, the compact sets $K_\varepsilon$ decrease to the set $E$. Hence it follows from [26], 4.2(1), that for all $z \in (V_h)_{\text{reg}}$ with $|z| < 1$ we have
\[ U_E(z; h_K \circ \text{Im } + \delta, V_h, D) \leq h_{K'}(\text{Im } z). \]
It is easy to check that this estimate of the extremal function implies the condition HPL(Ω, loc) at zero.

Remark. Note that one can also use a modification of the proof of Hörmander [15], Prop. 4.2, to show that \( V_h \) satisfies HPL(Ω, loc) at zero and hence PL(Ω) if \( V \) satisfies the condition PL(Ω, ω).

In order to derive a further necessary condition for an algebraic variety to satisfy PL(\( \mathbb{R}^n, \omega \)), we now introduce good coordinates to describe \( V \) and \( V_h \) appropriately.

**Good coordinates for \( V \) and \( V_h \).** Let \( V \) be a pure dimensional algebraic variety of dimension \( k \) in \( \mathbb{C}^n \). Then the variety \( V_h \) also has dimension \( k \). Therefore, after a suitable (real linear) change of variables we can choose coordinates \( z = (s, w) \) on \( \mathbb{C}^n, s \in \mathbb{C}^{n-k}, w \in \mathbb{C}^k \), so that the projection map \( \pi : (s, w) \mapsto w \) is a proper map of \( V \) and \( V_h \) onto \( \mathbb{C}^k \). Then we have

\[
V = \{(\alpha_j(w), w) : 1 \leq j \leq m\}, \quad V_h = \{(\beta_j(w), w) : 1 \leq j \leq m'\}
\]

where the \( \alpha_j \) and \( \beta_j \) are locally multiple-valued analytic functions. Moreover we can assume that the coordinates are such that

\[
|\alpha_j(w)| \leq C(1 + |w|) \quad \text{and} \quad |\beta_j(w)| \leq C|w| \quad \text{for all } w \in \mathbb{C}^k, \text{ all } j
\]

(see for example [9], Thm. 2, p. 77). As \( |w| \to \infty \) the varieties \( V \) and \( V_h \) come close to each other. More precisely, there are constants \( \varepsilon > 0 \) and \( C \geq 1 \) depending only on \( V \) and the choice of coordinates such that for each \( w \in \mathbb{C}^k \) we have

\[
\max_{1 \leq j \leq m'} \{ \min_{1 \leq i \leq m} |\beta_j(w) - \alpha_i(w)| \} \leq C(1 + |w|)^{1-\varepsilon},
\]

\[
\max_{1 \leq i \leq m} \{ \min_{1 \leq j \leq m'} |\beta_j(w) - \alpha_i(w)| \} \leq C(1 + |w|)^{1-\varepsilon}.
\]

Also, there is a homogeneous polynomial \( D_h(w) \) of degree \( d \) on \( \mathbb{C}^k \) such that the branched cover \( \pi : V_h \to \mathbb{C}^k \) is an analytic cover over \( S := \{ w \in \mathbb{C}^k : D_h(w) \neq 0 \} \) and such that each fiber over \( w \in S \) has exactly \( m' \) distinct points. Since \( V_h \) is a homogeneous variety, it follows that for each \( w \in S \) there exists \( \varepsilon_0 > 0 \) such that

\[
|\beta_j(\zeta w) - \beta_l(\zeta w)| \geq \varepsilon_0|\zeta w| \quad \text{for } 1 \leq j, l \leq m', j \neq l, \zeta \in \mathbb{C}.
\]

In particular, for each \( \eta > 0 \) there exists \( R_\eta > 0 \) such that for each \( w \in \mathbb{C}^k \) with \( |w| = 1 \) and \( |D_h(w)| \geq \eta \) there exist positive integers \( \mu_j, 1 \leq j \leq m', \) so that for all \( \zeta \in \mathbb{C} \) with \( |\zeta| \geq R_\eta \) and each \( 1 \leq j \leq m' \) there are exactly \( \mu_j \) of the \( \alpha_i(w) \) satisfying

\[
|\zeta \beta_j(w) - \alpha_l(\zeta w)| \leq C(1 + |\zeta w|)^{1-\varepsilon}.
\]

**Lemma 4.5.** Let \( V \) be a pure dimensional algebraic variety in \( \mathbb{C}^n \) of dimension \( k \) and let \( V_h \) denote its tangent cone at infinity. Then for each irreducible component \( W \) of \( V_h \) there exists a number \( a \in ]-\infty, 1[ \) so that the following holds: For each choice of good coordinates for \( V \) and \( V_h \) there are a homogeneous polynomial \( \tilde{D} \neq 0 \) on \( \mathbb{C}^k \) and constants \( C, \varepsilon > 0 \) so that (in the notation of 4.4) for each \( \eta > 0 \) there exist \( E, R > 0 \) such that for each \( w \in \mathbb{C}^k \) with \( |w| = 1 \) and \( |\tilde{D}(w)| \geq \eta \) and for each \( \zeta = (\alpha_l(\zeta w), \zeta w) \in V \) with \( |\zeta| \geq R \) there is a unique \( j \) with \( 1 \leq j \leq m' \) and

\[
|\alpha_l(\zeta w) - \beta_j(\zeta w)| \leq C(1 + |\zeta w|)^{1-\varepsilon}.
\]
Moreover, if \((\beta_j(w), w)\) belongs to the component \(W\), then \(z = (\alpha_l(\zeta w), \zeta w)\) satisfies
\[
dist(z, V_h) \leq E(1 + |z|)^a.
\]
If \(m = m'\), then
\[
a = a(W) \leq 0 \text{ for each irreducible component } W \text{ of } V_h.
\]

**Proof.** Since we have good coordinates in \(C^n\) for \(V_h\), according to 4.4, we can find a homogeneous polynomial \(D_h\) and a polynomial \(D_V\) on \(C^k\) so that the projection \(\pi: (s, w) \mapsto w\) provides a branched cover of \(V_h\) and \(V \) over \(C^k\) which is an analytic cover over \(\{w \in C^k : D_h(w) \neq 0\}\) for \(V_h\) and over \(\{w \in C^k : D_V(w) \neq 0\}\) for \(V\). Let \(Q\) be the highest degree homogeneous term in \(D_V\) and put \(\bar{D} := D_h \cdot Q\). Then for each \(w \in C^k\) with \(\bar{D}(w) \neq 0\) and all large \(\zeta \in C\), the functions \(\alpha_l(\zeta w)\) are locally analytic and single-valued in the \(w\)-variable. By 4.4 there are \(C \geq 1\) and \(\varepsilon > 0\) so that 4.4(3) holds.

Next fix \(\eta > 0\). Then a compactness argument gives the existence of \(R_0 > 1\) and \(\delta > 0\) so that for each \(w_0 \in C^k\) with \(|w_0| = 1\) and \(|\bar{D}(w_0)| \geq \eta\) we have \(\bar{D}(\zeta w) \neq 0\) for all \(w \in C^k\) with \(|w - w_0| \leq \delta\) and all \(\zeta \in C\) with \(|\zeta| \geq R_0\). By 4.4(4) we can choose \(R_0\) so large that for each \(1 \leq j \leq m'\) there are exactly \(\mu_j\) of the \(\alpha_l(\zeta w)\) satisfying (1) for \(|\zeta| \geq R_0\). Since \(\beta_j(w) \neq \beta_j(w)\) if \(\bar{D}(w) \neq 0\) and \(j \neq l\), we can choose \(\delta > 0\) so small that for each \(1 \leq j \leq m'\) and each \(\zeta_0 = (\beta_l(w_0), w_0)\) with \(|\bar{D}(w_0)| \geq \eta\) and
\[
\Gamma(\zeta_0, \delta, R_0) := \{(s, \zeta w) \in C^n : \zeta \in C, |\zeta| > R_0, |w - w_0| < \delta, |s - \zeta \beta_j(w)| < \delta|\zeta w|\}
\]
the set \(V \cap \Gamma(\zeta_0, \delta, R_0)\) has \(\mu_j\) different branches of \(V\) and that the functions \(\alpha_l(\zeta w)\) that satisfy (1) are analytic and single-valued in \(w\) although they may be multiple-valued in \(|\zeta| > R_0\). Now we fix \(j\) and \(w\) with \(|w - w_0| < \delta\). For each choice of \(\alpha_l(\zeta w)\) the function \(\zeta \mapsto \alpha_l(\zeta w)\) can be continued analytically along all paths in \(|\zeta| > R_0\). Consequently there is an integer \(q \leq \mu_j\) so that
\[
f_l(\tau, w) = \alpha_l(\tau^q w), \, \tau \in C, |\tau| > R_0^{1/q},
\]
is a single-valued analytic function. The Laurent series expansion in \(\tau = \zeta^{1/q}\) is then the Puiseux series expansion of \(\alpha_l(\zeta w)\). Its coefficients
\[
d_{l, \nu}(w) := \frac{1}{2\pi i} \int_{|\tau| = \rho} \frac{f_l(\tau, w)}{\tau^\nu + 1} d\tau, \, \nu \in \mathbb{Z}, \, \rho = (2R_0)^{1/q},
\]
are analytic in \(w\) for \(|w - w_0| < \delta\). Note that the estimate (1) implies
\[
d_{l, q}(w) = \beta_j(w) \quad \text{and} \quad d_{l, \nu}(w) = 0 \quad \text{for} \quad \nu > q.
\]
Hence for \(|w - w_0| < \delta, \, |\zeta| > R_0:\)
\[
\alpha_l(\zeta w) = \zeta \beta_j(w) + \sum_{\nu = -\infty}^{q-1} d_{l, \nu}(w) \zeta^{\nu/q}.
\]
Now define
\[
b_{l, j} := \max \left\{ \frac{\nu}{q} : \nu \in \mathbb{Z}, \nu \leq q - 1, d_{l, \nu} \neq 0 \right\}.
\]
The numbers \(b_{l, j}\) depend only on the irreducible component of \(V \cap \Gamma(\zeta_0, \delta, R_0)\) to which \((\alpha_l(\zeta w), \zeta w)\) belongs. There are at most \(\mu_j\) different values of \(b_{l, j}\) corresponding to these different branches. They also seem to depend on \(j\). However,
the numbers are locally constant for \((\beta_j(w), w)\). Therefore they depend only on the connected component to which \((\beta_j(w), w)\) belongs. Hence for the irreducible component \(W = W_i\) of \(V_h\), the number \(a = a_i\) in the assertion is the maximum of the numbers \(b_{i,j}\) over all \(j\) for which \((\beta_j(w), w)\) is a branch of \(W_i\) and all \(l\) associated with these branches \((\beta_j(w), w)\). If \(m = m'\) (in the notation of 4.4), then \(\mu_j = 1\) for all \(j\). Hence the arguments from the beginning of the proof show \(q = 1\) in (3); i.e. \(f_1(\tau, w)\) is analytic in \(\tau\) and the Puiseux series (4) is its Laurent series for all \(l\). In particular, \(a_i \leq 0\) for each irreducible component \(W_i\) of \(V_h\), whenever \(m = m'\). Hence (3) holds.

Next note that for
\[
D := \sup\{|\alpha_l(\tau^q w)| : |\tau| = (2R_0)^{1/q}, |w| = 1, \text{ all } l\}
\]
we get from the definition of the Laurent coefficients
\[
|d_{l,0}(w)| \leq D(2R_0)^{\nu/q} \text{ for all } \nu \in \mathbb{Z}, |w| = 1, |w - w_0| < \delta.
\]

Fix a component \(W_i\) and choose \(j\) and \(l\) as before so that \(a_i = b_{i,j}\). Further, choose \(\nu_0\) so that \(a_i = \nu_0/q\). From (4) for \(w \in \mathbb{C}^k, |w| = 1\) and \(|w - w_0| < \delta\):
\[
\alpha_l(\zeta w) = \zeta^{\beta_j(w)} + d_{l,\nu_0}(w)\zeta^{\alpha_i} + \sum_{\nu = -\infty}^{\nu_0-1} d_{l,\nu}(w)\zeta^{\nu/q},
\]
where
\[
(5) \quad |d_{l,\nu_0}(w)| \leq D(2R_0)^{\nu_0/q} = E_1
\]
and
\[
(6) \quad \left| \sum_{\nu = -\infty}^{\nu_0-1} d_{l,\nu}(w)\zeta^{\nu/q} \right| \leq D_1|\zeta|^{\alpha_i - \frac{1}{q}} \text{ for } |\zeta| \geq 3R_0.
\]
In particular, we get for \(z = (\alpha_l(\zeta w_0), \zeta w_0)\) satisfying (1), where \((\beta_j(w_0), w_0)\) belongs to \(W_i\) and \(|w_0| = 1, |\zeta| \geq 3R_0:\)
\[
\text{dist}(z, V_h) \leq |\alpha_l(\zeta w_0) - \beta_j(\zeta w_0)| \leq E_1|\zeta|^{\alpha_i} + D_1|\zeta|^{\alpha_i - 1/q} \leq E|\zeta|^{\alpha_i} \leq E|z|^{\alpha_i}.
\]
Obviously, this implies (2).

To finish the proof we have to show that \(a = a_i\) depends only on \(W = W_i\) and not on the choice of good coordinates. To do this we claim that there exists \(\xi_1 \in W_{reg}\) with \(|\xi_1| = 1\) and positive numbers \(\sigma_1, R_1\) and \(E\) so that
\[
(8) \quad E^{-1}|z|^{\alpha} \leq \text{dist}(z, V_h) \leq E|z|^{\alpha} \text{ for all } z \in V \cap \Gamma,
\]
where \(\Gamma = \{z \in \mathbb{C}^n : |z| \geq R_1 \text{ and } |\frac{z}{|z|} - \xi_1| \leq \sigma_1\}\). To prove our claim fix \(w_0 \in \mathbb{C}^k\) and \(\xi_0 = (\beta_j(w_0), w_0) \in W\) as before. Assume that \(j\) is chosen so that for suitable \(l\) we have \(a = a(W) = b_{l,j}\). Next choose \(w_1 \in \mathbb{C}^k\) satisfying \(|w_1| \leq 1\) and \(|w_1 - w_0| < \delta/2\) such that for some \(\varepsilon_0 > 0\) and some \(0 < \sigma_2 < \delta/4\) we have
\[
|d_{l,\alpha}(w)| \geq 3\varepsilon_0 \text{ for all } w \in \mathbb{C}^k, |w| = 1 \text{ and } |w - w_1| < \sigma_2.
\]
By (4) and a variant of (6), this implies the existence of \(R_2 > 0\) such that
\[
(9) \quad |\alpha_l(\zeta w) - \beta_j(\zeta w)| \geq 2\varepsilon_0|\zeta w|^{\alpha} \text{ for } |\zeta| \geq R_2, |w - w_1| < \sigma_2, |w| = 1.
\]
Now let \(\xi_2 := (\beta_j(w_1), w_1)\) and \(\xi_1 := |\xi_2|^{-1}\xi_2\) and choose \(\sigma_1 > 0\) so small and \(R_1 > 0\) so large that \(\Gamma \subset \Gamma(\xi_2, \sigma_2, R_2)\). Then the upper estimate in (8) follows from the upper estimate in (7).
To prove the lower estimate in (8), note that

\[ V_h \cap \pi^{-1}(\{ w \in \mathbb{C}^k : |w - w_0| < \delta \}) \subset (V_h)_{reg}. \]

Hence there exists \( M \geq 1 \) such that

\[ |\beta_\nu(w + h) - \beta_\nu(w)| \leq M|h| \quad \text{for} \quad |w - w_1| \leq \sigma_1, \ |w| = 1, \ |h| \leq \delta/2, \ 1 \leq \nu \leq m'. \]

Now fix \( w \in \mathbb{C}^k, |w| = 1, |w - w_1| \leq \sigma_1 \) and \( \Delta \in \mathbb{C}^k. \) If \( |\Delta| \geq \epsilon_0 M^{-1} \alpha |\zeta w|^a \) for \( |\zeta| \geq R_2, \) then

\[ |(\alpha_\nu(\zeta w), \zeta w) - (\beta_j(\zeta w + \Delta), \zeta w + \Delta)| \geq |\Delta| \geq \epsilon_0 |\zeta w|^a. \]

If \( |\Delta| \leq \epsilon_0 M^{-1} \alpha |\zeta w|^a, \) then (9), (10) and the homogeneity of \( \beta_j \) imply

\[ |(\alpha_\nu(\zeta w), \zeta w) - (\beta_j(\zeta w + \Delta), \zeta w + \Delta)| \geq |\alpha_\nu(\zeta w) - \beta_j(\zeta w)| - |\beta_j(\zeta w) - \beta_j(\zeta w + \Delta)| \geq 2\epsilon_0 |\zeta w|^a - M \Delta \geq \epsilon_0 |\zeta w|^a. \]

From (11) and (12) we get the lower estimate in (8) if we show that the branches \( \beta_\nu(\zeta w), \nu \neq j, \) are further away from \( (\alpha_\nu(\zeta w), \zeta w) \) than \( \epsilon_0 M |\zeta w|^a. \) To see this, it suffices to consider points \( (\beta_\nu(\zeta w + \Delta), \zeta w + \Delta) \) with \( |\Delta| \leq E |\zeta w|^a. \) Since \( \beta_\nu(\zeta w) \) and \( \beta_j(\zeta w) \) for \( j \neq \nu \) are apart from each other like \( \epsilon_1 |\zeta w| \) for some \( \epsilon_1 > 0 \) and \( |w - w_0| < \delta, |w| = 1, |\zeta| > 0, \) we conclude from (10) and (9) that \( (\beta_\nu(\zeta w + \Delta), \zeta w + \Delta) \) is further away from \( (\alpha_\nu(\zeta w), \zeta w) \) than \( \frac{1}{2} |\zeta w| \) for \( |\zeta| \geq R_2, \) provided that \( R_2 \) is large enough. Hence the lower estimate in (8) holds if we choose \( E > 0 \) large enough.

**Lemma 4.6.** Let \( V \) and \( V_h \) be as in Lemma 4.5, let \( W \) be an irreducible component of \( V_h \) and let \( a \) denote the number that is associated to \( W \) by Lemma 4.5. Assume that we have chosen good coordinates for \( V \) and \( V_h \) and let \( \bar{D} \) denote the homogeneous polynomial of Lemma 4.5. If \( W \) satisfies the strong dimension condition and if \( a > 0, \) then there exist \( \zeta_0 = (\beta_\nu(w_0), w_0) \in W \cap \mathbb{R}^n \) with \( |w_0| = 1 \) and \( \bar{D}(w_0) \neq 0, \) and positive numbers \( \delta, F, R_0 \) so that for each \( R \geq R_0 \) we have:

(a) there exists \( z(R) \in V \) with \( |z(R) - R \zeta_0| < FR^a, \)

(b) \( |z|^a < F |\text{Im} z| \) for all points \( z \) that are in the connected component of \( V \cap U_h(R \zeta_0) \) containing \( z(R). \)

**Proof.** Let \( \pi : V_h \to \mathbb{C}^k \) denote the covering map. Since \( W \) satisfies the strong dimension condition and since \( \bar{D} \circ \pi|_W \neq 0 \) we have that \( \bar{D} \circ \pi|_{W \cap \mathbb{R}^n} \neq 0. \) Hence we can choose \( \zeta_0 \in W \cap \mathbb{R}^n \) with \( \bar{D}(\pi(\zeta_0)) \neq 0. \) Then \( \zeta_0 = (\beta(w_0), w_0) \) and because of homogeneity, we can assume \( |w_0| = 1. \) Since \( \bar{D}(w_0) \neq 0, \) we get from Lemma 4.5 the existence of \( \delta_0 > 0 \) and \( R_0 > 0 \) so that for \( w \in \mathbb{C}^k \) and \( \zeta \in \mathbb{C} \) satisfying \( |w - w_0| < \delta_0 \) and \( |\zeta| > R_0 \) we have the Puiseux expansion for the branches \( \alpha_\nu(w) \) of \( V \) that are near \( \beta: \)

\[ \alpha_\nu(\zeta w) = \zeta \beta(w) + d_\nu(w) \zeta^a + g_\nu(\zeta, w) \]

where \( |g_\nu(\zeta, w)| = O(|\zeta|^b) \) for some \( b < a. \) Since \( d_\nu \) is not identically zero near \( w_0, \) we can assume \( d_\nu(w_0) \neq 0, \) otherwise we modify \( w_0. \) In fact we can assume \( \text{Im} d_\nu(w_0) \neq 0, \) otherwise we replace \( \zeta \) by \( -\zeta. \) Now for \( R \geq R_0 \) let

\[ z(R) := (\alpha_\nu(Rw_0), Rw_0) \in V. \]
From (1) and 4.5(5), (6) we get the existence of \( F > 0 \) and of \( R_1 \geq R_0 \) so that
\[
|z(R) - R\xi_0| = |\alpha_I(Rw_0) - \beta(Rw_0)| \leq |d_I(w_0)R^a + g_I(R, w_0)| < FR^a
\]
for all \( R \geq R_1 \). Hence (\( \alpha \)) holds.

To verify (\( \beta \)), fix a small number \( \delta > 0 \). Then there exists \( \sigma = \sigma(\delta) > 0 \) so that for sufficiently large \( R_1 \) and each \( R \geq R_1 \) the set
\[
\pi(V \cap \{ z \in \mathbb{C}^n : |z - R\xi_0| < \delta R \})
\]
is contained in
\[
\{ re^{it} \omega : |w - R\xi_0| \leq \delta, (1 - \delta)R \leq r \leq (1 + \delta)R, |t| \leq \sigma(\delta) \},
\]
where \( \sigma(\delta) \) tends to zero as \( \delta \) goes to zero. From this and from \( \text{Im} d_I(w_0) \neq 0 \) we conclude that we can choose \( 0 < \delta < \delta_0 / 2 \) so small that for some constant \( B > 0 \)
\begin{equation}
|\text{Im} d_I(w_0)\phi| \geq \frac{1}{B} |\phi| \quad \text{whenever} \quad |w - w_0| \leq \delta, |w| = 1, |\arg \phi| \leq \sigma(\delta).
\end{equation}

Next we note that \( W \) is a manifold near \( \xi_0 \) and is the graph of the locally analytic function \( \beta \). Since \( W \) satisfies the strong dimension condition, \( \beta(w) \) is real when \( w \) is real and satisfies \( |w - w_0| < \delta_0 \). Hence the ordinary local Phragmén–Lindelöf condition 3.16 implies the existence of a constant \( A > 0 \) so that
\begin{equation}
|\text{Im} \beta(w)| \leq A|\text{Im} w| \quad \text{for} \quad |w - w_0| < \delta_0 / 2.
\end{equation}

Finally fix \( w \in \mathbb{C}^k, |w| = 1, |w - w_0| \leq \delta \) and \( \zeta \in \mathbb{C}, |\zeta| \geq R \) and \( |\arg \zeta| \leq \sigma(\delta) \) and let \( z = (\alpha_I(\zeta w), \zeta w) \). Then we get from (1), (2), (3), and \( |\alpha_I(\zeta w)| \leq C|\zeta w| \) for \( |\zeta| \geq R \), with \( C_1 := 1 + C \)
\[
|z|^a \leq C_1 |\zeta|^a \leq BC_1 |\text{Im} d_I(w)\phi| \leq BC_1 (|\text{Im} (\zeta \beta(w)) + d_I(w)\phi| + |\text{Im} (\zeta \beta(w))|) \leq BC_1 (|\text{Im} z| + O(|\zeta|^b + A|\text{Im} \zeta w|) \leq BC_1 (1 + A)|\text{Im} z| + O(|\zeta|^b).
\]

Since \( b < a \), this implies (\( \beta \)), if we choose \( F \) large enough.

For the further evaluation of Lemma 4.6, we need the following lemma.

**Lemma 4.7.** Let \( V \) be an algebraic variety in \( \mathbb{C}^n \) that satisfies \( \text{PL}(\mathbb{R}^n, \omega) \) with constants \( A > 0 \) and \( B_\rho > 0 \) for \( \rho > 0 \), according to 2.5. Assume that for some \( M \geq 1 \) and some \( z_0 \in V \) we have \( |\text{Im} z_0| \leq M|\text{Im} z| \) for all \( z \in \text{the connected component of } V_{z_0} \) in the set \( V \cap \{ z \in \mathbb{C}^n : |z - z_0| < t|\text{Im} z_0| \} \), where \( t \geq \frac{4 + 2}{c} \) and \( c \) is the number in Lemma 3.4. Then \( z_0 \) satisfies
\[
|\text{Im} z_0| \leq B(A+2)M+1\omega(z_0).
\]

**Proof.** Let \( H \) be the function from Lemma 3.4 and define \( u : \tilde{V}_{z_0} \rightarrow \mathbb{R} \) by
\[
u(z) := \max\{(A + 1)|\text{Im} z_0| + t|\text{Im} z_0|H\left(\frac{z - z_0}{t|\text{Im} z_0|}\right), |\text{Im} z|\}.
\]
For \( z \in V \) with \( |z - z_0| = t|\text{Im} z_0| \), by 3.4(2), the first term in the maximum is dominated by
\[
(A + 1)|\text{Im} z_0| + |\text{Im} z| + \frac{|\text{Im} z|}{2}.|\text{Im} z_0| \leq |\text{Im} z|.
\]
Hence we can extend \( u \) to a psh function on \( V \) by defining it as \( u(z) = |\text{Im} \, z| \) outside \( \tilde{V}_{z_0} \). Then \( u \) satisfies the condition 2.5(1g). Moreover, on \( \tilde{V}_{z_0} \) we get from 3.4(1) and the hypothesis, that the first term in the maximum is dominated by
\[
(A + 1)M|\text{Im} \, z| + |\text{Im} \, z| + M|\text{Im} \, z| \leq ((A + 2)M + 1)|\text{Im} \, z|.
\]
Hence \( u \) also satisfies condition 2.5(2g) for \( \rho = (A + 2)M + 1 \) and consequently (3g) \( u(z) \leq A|\text{Im} \, z| + B_\rho \omega(z) \), since \( V \) satisfies \( \text{PL}(\mathbb{R}^n, \omega) \). If we apply this at \( z = z_0 \) and note that \( H(0) = 0 \) we get
\[
(A + 1)|\text{Im} \, z_0| \leq u(z_0) \leq A|\text{Im} \, z_0| + B_{(A+2)M+1} \omega(z_0),
\]
which implies the desired estimate.

**Proposition 4.8.** Let \( V \) be a pure dimensional algebraic variety in \( \mathbb{C}^n \) of dimension \( k \) and let \( V_h \) denote its tangent cone at infinity. Let \( W_1, ..., W_p \) be the irreducible components of \( V_h \), denote by \( a_i \) the number that is associated with \( W_i \) for \( 1 \leq i \leq p \) according to 4.5, and let \( a := \max_{1 \leq i \leq p} a_i \). If \( V \) satisfies the condition \( \text{PL}(\mathbb{R}^n, \omega) \) for some weight function \( \omega \), then \( \omega \) satisfies
\[
R^a = O(\omega(R)) \quad \text{for} \quad R \to \infty.
\]

**Proof.** If \( a \leq 0 \), then there is nothing to prove. Hence assume \( a > 0 \) and choose a component \( W = W_{i_0} \) that satisfies \( a = a_{i_0} \). Since \( V \) satisfies \( \text{PL}(\mathbb{R}^n, \omega) \), \( V_h \) satisfies \( \text{PL}(\mathbb{R}^n) \) by Theorem 4.1. Hence \( W \) satisfies the strong dimension condition by Theorem 3.13. Introduce good coordinates for \( V \) and \( V_h \) and obtain from Lemma 4.6 the existence of \( F > 0 \), of \( \xi_0 = (\beta(w), w) \in W \cap \mathbb{R}^n \) and of points \( z(R) \in V, R \geq R_0 \), that have all the properties stated in 4.6. Next let \( A > 0 \) and \( B_\zeta \) for \( \zeta > 0 \) denote the constants in \( \text{PL}(\mathbb{R}^n, \omega) \) as it holds for \( V \) by hypothesis. Let \( t := (A + 2)/c \) where \( c \) is the constant from Lemma 3.4. We may assume that \( R_0 \) is so large that \( (t + 1)FR_0^a < \delta R_0 \), where \( F \geq 1 \) and \( \delta > 0 \) are the constants from Lemma 4.6. Note that Lemma 4.6(\( \alpha \)) and \( \xi_0 \in \mathbb{R}^n \) imply
\[
|\text{Im} \, z(R)| = |\text{Im}(z(R) - R\xi_0)| \leq FR^a \quad \text{for all} \quad R \geq R_0.
\]
Now fix \( R \geq R_0 \) and denote by \( V(R) \) the connected component of \( z(R) \) in the set
\[
V \cap \{ z \in \mathbb{C}^n : |z - z(R)| < t|\text{Im} \, z(R)| \},
\]
By (1) and 4.6(\( \alpha \)) each \( z \in V(R) \) satisfies
\[
|z - R\xi_0| \leq |z - z(R)| + |z(R) - R\xi_0| \leq t|\text{Im} \, z(R)| + FR^a = (t + 1)FR^a < \delta R,
\]
and hence
\[
|z| \geq |R\xi_0| - |z - R\xi_0| \geq (1 - \delta)R.
\]
Consequently, 4.6(\( \beta \)) holds for all \( z \in V(R) \). Applying 4.6(\( \beta \)) at \( z = z(R) \) and using (1), we see
\[
|z(R)|^a \leq F|\text{Im} \, z(R)| \leq F^2 R^a.
\]
Combining (1), (3) and 4.6(\( \beta \)), we get for all \( z \in V(R) \):
\[
|\text{Im} \, z(R)| \leq FR^a \leq F(1 - \delta)^{-a}|z|^a \leq F^2(1 - \delta)^{a}|\text{Im} \, z|.
\]
Hence we can apply Lemma 4.7 with \( M = F^2(1 - \delta)^{-a} \) to get \( B > 0 \) such that
\[
|\text{Im} \, z(R)| \leq FB\omega(z(R)) \quad \text{for all} \quad R \geq R_0.
\]
Now choose $B_1 > 0$ so that $\omega(F^2/a R) \leq B_1 \omega(R)$ holds for $R \geq R_0$. Then (3) applied to $z = z(R)$ together with 4.6(β), (5) and (3) gives for all $R \geq R_0$:

$$R^\alpha \leq (1-\delta)^{-\alpha}|z(R)|^\alpha \leq (1-\delta)^{-\alpha}|\text{Im } z(R)| \leq F(1-\delta)^{-\alpha}B\omega(F^2/a R) \leq F(1-\delta)^{-\alpha}BB_1 \omega(R).$$

The following example will show that the necessary condition in Proposition 4.8 is not sufficient.

**Example 4.9.** For $\lambda \in \mathbb{C}$ with $|\lambda| = 1$ we define

$$P_\lambda(z_1, z_2, z_3) := \lambda z_1 + z_2 z_3, \quad Q(z_1, z_2, z_3) := z_2 z_3,$$

and let $V(P_\lambda) = \{z \in \mathbb{C}^3 : P(-z) = 0\}$. Then the following assertions hold:

1. $V(P_\lambda)$ satisfies PL$(\mathbb{R}^3, \omega)$ for each $\lambda \in \mathbb{C}$ with $|\lambda| = 1$ and each weight function $\omega$ for which $t^{1/2} = O(\omega(t))$ as $t$ tends to infinity.
2. $V(P_1)$ satisfies PL$(\mathbb{R}^3, \log(2+t))$.
3. $V(P_1)$ fails PL$(\mathbb{R}^3, \omega)$ for each weight function $\omega$ that satisfies $\omega(t) = o(t^{1/2})$.
4. For each $\lambda \in \mathbb{C}$ with $|\lambda| = 1$ the number $a(\lambda)$ defined in Proposition 4.8 equals zero.
5. There exists $M \geq 1$ such that for all $\lambda \in \mathbb{C}$ with $|\lambda| = 1$:

$$\text{dist}(z, V(Q)) \leq M|z|^{1/2} \text{ for all } z \in V(P_\lambda) \text{ with } |z| \geq 1,$$

and there is a sequence $(z_j)_{j \in \mathbb{N}}$ in $V(P_\lambda)$ satisfying $|z_j| \to \infty$ and $M^{-1}|z_j|^{1/2} \leq \text{dist}(z_j, V(Q))$ for all $j \in \mathbb{N}$.

**Proof.** (1) Since the principal part $Q$ of $P_\lambda$ is hyperbolic with respect to $N = (0, 1, 1)$, we get from [27, 2.12], that $P_\lambda$ is $G$–hyperbolic with respect to $N$ for each weight function $\omega$ that satisfies $t^{1/2} = O(\omega(t))$. Hence $V(P_\lambda)$ satisfies PL$(\mathbb{R}^3, \omega)$ for all these $\omega$, by [23, 5.4].

(2) Let $u$ be a psh function on $V(P_1)$ that for some $\rho > 0$ satisfies

$$(*) \quad u(z) \leq \|\text{Im } z\|_1 + O(1) \quad \text{and } u(z) \leq \rho |\text{Im } z| \quad \text{for all } z \in V(P_1).$$

To apply Lemma 2.14, we note that for $z \in V(P_1)$ with $z_2, z_3 \in \mathbb{R}$, necessarily $z_1$ has to be real. Hence $(*)$ implies $u(z) \leq 0$. If $z$ is in $V(P_1)$ with $z_1$ and $z_2$ being real, then $z_3$ is real except for $z_2 = 0$. In the first case we get $u(z) \leq 0$ as before. In the second case $z = (0, 0, \zeta) \in V(P_1)$ for all $\zeta \in \mathbb{C}$. Hence $(*)$ and the regular Phragmén-Lindelöf theorem imply $u(0, 0, \zeta) \leq |\text{Im } \zeta|$, which gives $u(z) \leq \|\text{Im } z\|_1$ for all $z \in V(P_1)$ with $z_1, z_2 \in \mathbb{R}$. In the same way we get this estimate if $z$ is in $V(P_1)$ and $z_1$ and $z_3$ are real. Hence Lemma 2.14 implies the existence of some $B > 0$ so that

$$u(z) \leq 2\|\text{Im } z\|_1 + B \log(2 + |z|) \quad \text{for all } z \in V(P_1).$$

By Proposition 2.8, this proves that $V(P_1)$ satisfies PL$(\mathbb{R}^3, \log(2+t))$.

(3) Assume that $\omega$ is a weight function and that $V(P_1)$ satisfies PL$(\mathbb{R}^3, \omega)$ with constants $A > 0$ and $B_\rho > 0$ for $\rho > 0$. To apply Lemma 4.7, let $t := (A+2)/c$, where $c$ is the constant from Lemma 3.4 and for $R > 0$ we let

$$z_R := (R^2, e^{i\varphi} R, e^{i\varphi} R), \quad V_R := V(P_t) \cap U_{\varphi} \text{Im } z_R(z_R).$$

Then choose $\varepsilon > 0$ so small that

$$\sin^2 \varphi + \cos^2(\varphi - \alpha) \geq \frac{1}{4} \quad \text{for } |\alpha| \leq \varepsilon \quad \text{and } \varphi \in \mathbb{R}.$$
and choose $R_0 > 0$ so large that
\[
\frac{t}{R_0} \leq \frac{1}{2} \quad \text{and} \quad |\arg \zeta| \leq \varepsilon \quad \text{for all} \quad \zeta \in \mathbb{C} \quad \text{with} \quad |\zeta - 1| < \frac{t}{R_0}.
\]
Next fix $R \geq R_0$ and $z = (s, w_1, w_2) \in V_R$. Then $|\text{Im} z_R| = R$ implies
\[
\max(\|w_1\|, \|w_2\|) \leq (t + 1)R
\]
and hence
\[
\frac{R^2}{2} \leq R^2 \left(1 - \frac{t}{R}\right) \leq |s| = |w_1 w_2| \leq |w_1|(t + 1)R.
\]
This gives $|w_1| \geq \frac{R}{2(t + 1)}$ and similarly $|w_2| \geq \frac{R}{2(t + 1)}$. Next note that $z \in V_R$ implies $|s - R^2| \leq t |\text{Im} z_R| = tR$ and hence $|s|^2 - 1 \leq \frac{t}{R}$. Consequently $s = |s|e^{i\alpha}$ for some $\alpha \in \mathbb{R}$ satisfying $|\alpha| \leq \varepsilon$. If we let $w_1 = |w_1|e^{i\varphi}$, $w_2 = |w_2|e^{i\psi}$, then
\[
|s| \exp(i\alpha) = s = -iw_1 w_2 = |w_1 w_2| \exp(i(\varphi + \psi - \pi/2))
\]
and consequently
\[
\sin \psi = \sin(\alpha + \frac{\pi}{2} - \varphi) = \cos(\varphi - \alpha).
\]
By our choice of $\varepsilon$, this implies
\[
|\text{Im} z| \geq |\text{Im}(w_1, w_2)| \geq \frac{R}{2(t + 1)}(\sin^2 \varphi + \sin^2 \psi)^{1/2}
\]
\[
\geq \frac{R}{4(t + 1)} = \frac{1}{4(t + 1)}|\text{Im} z_R|.
\]
Hence we get from Lemma 4.7
\[
R = |\text{Im} z_R| \leq B_{(A + 2)t+1+\omega}(z_R) \leq B_{t}(R^2) \quad \text{for all} \quad R \geq R_0.
\]
This implies $R^{1/2} = O(\omega(R))$ for $R \to \infty$ and proves (3) by contraposition.

(4) We fix $\lambda$ and introduce the coordinates
\[
s := (z_2 - z_3)/2 \quad , \quad w_1 := (z_2 + z_3)/2 \quad , \quad w_2 := z_1.
\]
In these coordinates we have
\[
P_{\lambda}(s, w_1, w_2) = w_1^2 + \lambda w_2 - s^2, \quad Q(s, w_1, w_2) = w_1^2 - s^2.
\]
In the sense of 4.4 they are good coordinates for $P_{\lambda}$ and $Q$ and give
\[
\beta_1(w_1, w_2) = w_1, \quad \beta_2(w_1, w_2) = -w_1,
\]
\[
\alpha_1(w_1, w_2) = (w_1^2 + \lambda w_1)^{1/2}, \quad \alpha_2(w_1, w_2) = -(w_1^2 + \lambda w_1)^{1/2}.
\]
This shows $m = m'$ in these good coordinates. By Lemma 4.5(3), this implies $a(\lambda) \leq 0$. Computing the Puiseux expansion explicitly, we get $a(\lambda) = 0$.

(5) The upper bound for $\text{dist}(z, V(Q))$ in (5) follows easily from Lemma 5.7 below, or by direct computation, using the fact that
\[
V(Q) = \{(s, 0, t) : (s, t) \in \mathbb{C}^2\} \cup \{(s, t, 0) : (s, t) \in \mathbb{C}^2\}.
\]
To show the estimate from below let $z(\tau) = (\bar{\tau}^2, \tau, \tau)$ for $\tau \geq 1$. Then $z(\tau)$ is in $V(P_{\lambda})$ and $\|z(\tau)\|_{\infty} = \tau^2$. For $(s, t) \in \mathbb{C}^2$ we have
\[
\|z(\tau) - (s, 0, t)\|_{\infty} = \max(|\bar{\tau}^2 - s|, |\tau|, |t - \tau|) = \|z(\tau) - (s, t, 0)\|_{\infty}.
\]
It is easy to check that this implies
\[
\inf \{ \| z(\tau) - z \|_\infty : z \in V(Q) \} \geq \frac{1}{2} \| z(\tau) \|_\infty^{1/2},
\]
which implies the second assertion in (5).

Remark 4.10. A straightforward variation of the arguments used in the proofs of 4.9(2) and 4.9(3) shows that \( V(P_{-1}) \) satisfies \( PL(\mathbb{R}^3, \log(2 + t)) \) and that \( V(P_\lambda) \) fails \( PL(\mathbb{R}^3, \omega) \) for each weight function \( \omega \) which satisfies \( \omega(t) = o(t^{1/2}) \) whenever \( \text{Im} \, \lambda \neq 0 \).

Remark 4.11. Note that the necessary condition in Proposition 4.8 is not sufficient. To see this, let \( P_i \) be defined as in 4.9. Then the number \( a \), defined in Proposition 4.8, equals zero by 4.9(4). Hence \( \omega(t) = \log(2 + t) \) satisfies the necessary condition of 4.8. However, by 4.9(3), the variety \( V(P_i) \) does not satisfy \( PL(\mathbb{R}^3, \log(2 + t)) \).

5. Nonhomogeneous Varieties, Sufficient Conditions

In this section we derive a sufficient condition for algebraic varieties to satisfy \( PL(\mathbb{R}^n, \omega) \). This result is used to show that for pure dimensional algebraic varieties \( V \) whose tangent cone \( V_h \) at infinity is a manifold outside the origin, \( V \) satisfies \( PL(\mathbb{R}^n, \omega) \) if and only if \( V_h \) satisfies \( PL(\mathbb{R}^n) \) and if \( \text{dist}(z, V_h) = O(\omega(z)) \) for \( z \in V \) and \( |z| \) tending to infinity. As Example 4.9 shows, this does not hold in general if \( V_h \) has singularities outside the origin.

To formulate our necessary condition, we need the following definition that goes back to Andersson [2] and was used by Hörmander in [15], sect. 6.

Definition 5.1. A homogeneous algebraic variety \( V \) in \( \mathbb{C}^n \) is said to be locally hyperbolic at \( \xi_0 \in V \cap \mathbb{R}^n \) if there exists a real, orthogonal choice of coordinates \((s, w)\) in \( \mathbb{C}^n \) so that in these coordinates all the points \((\beta_j(w), w)\) in \( V \) near \( \xi_0 \) are real when \( w \) is real. We say that \( V \) is locally hyperbolic at \( \xi_0 \) in these coordinates.

Remark. Hörmander [15], 6.5, shows that local hyperbolicity of \( V \) at \( \xi_0 \) is a sufficient condition that \( V \) satisfies \( HPL(\mathbb{R}^n, \text{loc}) \) at \( \xi_0 \) and the converse holds if \( V = V(P) \) is homogeneous of dimension 2 in \( \mathbb{C}^3 \), and \( \xi_0 \neq 0 \).

Notation. Let \( V \) be an algebraic variety in \( \mathbb{C}^n \) of dimension \( k \) and let \( V_h \) denote its tangent cone at infinity. Assume that we have good coordinates for \( V \) and \( V_h \) according to 4.4. We define the “fiber distance” between \( V \) and \( V_h \) with respect to these coordinates as
\[
d(w) := \max_{1 \leq i \leq m} \left( \min_{1 \leq j \leq m'} |\alpha_i(w) - \beta_j(w)| \right), \quad w \in \mathbb{C}^k.
\]
Obviously, we have \( \text{dist}((\alpha_i(w), w), V_h) \leq d(w) \) for all \( w \in \mathbb{C}^k \).

Lemma 5.2. Let \( V \) be a pure dimensional algebraic variety of dimension \( k \) in \( \mathbb{C}^n \), let \( V_h \) denote its tangent cone at infinity and let \( \omega \) be a weight function. Assume that \( W \cap (\mathbb{R}^n \setminus \{0\}) \neq 0 \) for each irreducible component \( W \) of \( V_h \) and that for each \( \xi_0 \in V_h \cap \mathbb{R}^n \) with \( |\xi_0| = 1 \) there exist \( \delta_0 > 0, R_0 \geq 1 \) and \( M > 0 \) as well as good coordinates for \( V \) and \( V_h \) so that in these coordinates we have:

1. \( V_h \) is locally hyperbolic at \( \xi_0 \),
2. \( d(w) \leq M \omega(w) \) for all \( w \in \pi(\{ \zeta \in \mathbb{C}^n : |\zeta - \xi_0| \leq \delta, |\zeta| \geq R_0 \}) \).

Then \( V \) satisfies \( PL(\mathbb{R}^n, \omega) \).
Proof. Evidently, the hypothesis implies that \( V_h \) satisfies the dimension condition. Hence we get from [26], Thm. 5.1, that \( V \) satisfies the following condition (RPL):

There exists \( A_1 > 0 \) so that for each \( \rho > 0 \) there is \( B_1 > 0 \) such that each \( u \in \text{PSH}(V) \) satisfying (a) and (b) also satisfies (c), where

(a) \( u(z) \leq |z| + o(|z|), \ z \in V, \)

(b) \( u(z) \leq \rho |\text{Im} z|, \ z \in V, \)

(c) \( u(z) \leq A_1 |z| + B_1, \ z \in V. \)

Next we use Theorem 3.13 implies that \( V_h \) satisfies \( \text{PL}(\mathbb{R}^n, \omega) \).

To prove that \( V \) satisfies \( \text{PL}(\mathbb{R}^n, \omega) \) we fix \( u \in \text{PSH}(V) \) and assume that \( u \) satisfies (1g) and (2g) of Definition 2.5 for some \( \rho > 0 \). To find constants \( A, B > 0 \), depending only on \( \rho \) and on \( V \) and \( \rho \) such that \( u \) satisfies 2.5(3g), we fix \( \xi \in V_h \cap \mathbb{R}^n \) with \( |\xi| = 1 \). By hypothesis we can choose good coordinates for \( V \) and \( V_h \) according to 2.4 so that \( V_h \) is locally hyperbolic at \( \xi \) in these coordinates. Therefore, we can choose \( 0 < \delta < \delta_0 \) and \( \varepsilon > 0 \) so small that for a suitable labeling of the generic branches of \( V_h \) in the present coordinates we find \( \nu \) with \( 1 < \nu < \mu' \) so that

\[
\begin{align*}
|\beta_j(w) - s_0| < \varepsilon & \quad \text{for} \quad w \in U_\delta(w_0), \ 1 \leq j \leq \nu, \\
|\beta_k(w) - s_0| \geq 3\varepsilon & \quad \text{for} \quad w \in U_\delta(w_0), \ \nu < k \leq \mu'.
\end{align*}
\]

This implies that for \( 1 \leq j \leq \nu < \mu' \) and all \( w \in U_\delta(w_0) \) we have

\[
|\beta_j(\zeta w) - \beta_j(\zeta w)| \geq 2\varepsilon |\zeta| \quad \text{for all} \quad |\zeta| \geq 1.
\]

Label the branches \( (\alpha_l(w), w)_{1 \leq l \leq m} \) of \( V \) in such a way that \( (\alpha_l(w), w) \) is tangent at infinity to some branch \( (\beta_j(w), w) \) with \( 1 \leq j \leq \nu \) for \( 1 \leq l \leq \mu \) and to some branch \( (\beta_k(w), w) \) with \( \nu < k \leq m' \) for \( \mu < l \leq m \). Note that by 4.4(3) there are \( 0 \leq \sigma < 1, D > 0 \) and \( R_1 > R_0 \) so that for each \( l \) with \( 1 \leq l \leq \mu \) there is \( j \) with \( 1 \leq j \leq \nu \) so that for all \( w \in U_\delta(w_0) \) we have

\[
\begin{align*}
|\alpha_l(\zeta w) - \beta_j(\zeta w)| \leq D|\zeta|^\sigma, \quad |\zeta| \geq R_1.
\end{align*}
\]

From (4) and 4.4(3),

\[
|\alpha_l(\zeta w) - \beta_j(\zeta w)| \geq \varepsilon |\zeta|, \quad |\zeta| \geq R_1, \quad \text{all} \quad 1 \leq l \leq \mu, \ \nu < j \leq m'.
\]

Next, for \( t > 0 \) and \( R > 0 \) let

\[
\Gamma(\xi_0, t, R) := \{ \zeta(s, w) \in \mathbb{C}^n : |\zeta| > R, \ |s - s_0| < \varepsilon, \ |w - w_0| < t \}.
\]

Then fix \( R > R_1 \) and define the function \( v \) on \( V_h \cap \Gamma(\xi_0, \delta/2, R) \) by

\[
v(\beta_j(w), w) := \max \{ u(\alpha_l(w), w) : (\alpha_l(w), w) \in \Gamma(\xi_0, \delta/2, R) \}.
\]

If \( R \) is sufficiently large, then (5) implies that \( v \) is well-defined. Moreover, \( v \) is psh outside an analytic set and hence psh by Hörmander [15], 4.4. To estimate \( v \), we fix \( 1 \leq l \leq \mu \). Then (5) together with (6) implies

\[
\min_{1 \leq j \leq m} |\alpha_l(\zeta w) - \beta_j(\zeta w)| = \min_{1 \leq j \leq \nu} |\alpha_l(\zeta w) - \beta_j(\zeta w)|.
\]

Hence we can choose \( j = j(l) \) so that the minimum is attained at \( j(l) \). We can assume that \( \delta > 0 \) was chosen at the beginning so small that for each \( 1 \leq j \leq \nu \) the function \( \beta_j(w) \) is real for \( w \) real and \( w \in U_\delta(w_0) \). Hence we can define

\[
\varphi : U_\delta(w_0) \to [0, \infty], \ \varphi(w) := \max \{|\text{Im} \beta_j(w)| : 1 \leq j \leq \nu \}.
\]
Therefore, each $C$ implies the existence of $u$ and consequently for some $U \cap \Gamma(h)$. Since (9) holds. Hence (4) implies that \((RPL)\) holds. Hence the local Phragmén–Lindelöf principle 3.16 implies the existence of $C_0 = C_0(\xi_0) \geq 1$ such that

$$\text{Im}(\beta_j(w)) \leq \varphi(w) \leq C_0 \text{Im} w \text{ for } 1 \leq j \leq \nu, \ |w - w_0| \leq \delta/2.$$  

Consequently, for $1 \leq l \leq \mu$ and $j = j(l)$:

$$\begin{align*}
|\text{Im}(\alpha_l(\xi w), \xi w)| &\leq |\text{Im}(\alpha_l(\xi w) - \beta_j(\xi w))| + |\text{Im}(\beta_j(\xi w), \xi w)| \\
&\leq d(\xi w) + (C_0 + 1)|\text{Im} \xi w|.
\end{align*}$$

Next note that for $l$ with $\mu < l < m$ there is $j$ with $\nu < j < m'$ so that (5) holds. Hence (4) implies that \((\alpha_l(\xi w), \xi w) \not\in \Gamma(\xi_0, \delta/2, R)\) if $R$ is sufficiently large enough. Therefore, the hypothesis together with (8) and the estimates on $u$ imply that $v$ satisfies

$$\begin{align*}
v(\beta_j(w), w) &\leq (C_0 + 1)|\text{Im} w| + O(\omega(w)), \ (\beta_j(w), w) \in \Gamma(\xi_0, \delta/2, R), \\
v(\beta_j(w), w) &\leq r(C_0 + 1)|\text{Im} w| + r\rho(\omega(w)), \ (\beta_j(w), w) \in \Gamma(\xi_0, \delta/2, R).
\end{align*}$$

Since $u$ satisfies 2.5(1g) and (2g) with $\rho > 0$ we deduce from (RPL) that

$$u(z) \leq A_1|z| + B_1 \text{ for all } z \in V.$$  

From this, for $1 \leq l \leq \mu$ and a suitable $j = j(l)$ with $1 \leq j \leq \nu$:

$$u(\alpha_l(w), w) \leq A_1|\alpha_l(w) - \beta_j(w)| + A_1|(\beta_j(w), w)| + B_1 \leq A_1d(w) + A_1|(\beta_j(w), w)| + B_1.$$  

Since $\omega(t) = o(t)$ and since it may be assumed that $C_0 \geq C$, where $C$ is the constant in 4.4(2), we get from this the existence of a constant $B_2 > B_1$ so that

$$v(\beta_j(w), w) \leq A_1(C_0 + 2)|w| + B_2 \text{ for } (\beta_j(w), w) \in \Gamma(\xi_0, \delta/2, R).$$

Choose $\alpha > 0$ so that $5\alpha < \min(\epsilon, \delta/2, 1)$ and fix $z_0 \in V_h$ satisfying $\left|\frac{z_0}{t} - \xi_0\right| < \alpha$ for some $t > R$. Then we let

$$U := \{z \in C^n : |z - \text{Re } z_0| < 2\alpha|z_0|\}.$$  

To show that $U \subset \Gamma(\xi_0, \delta/2, R)$, note that $|\xi_0| = 1$ implies

$$|z_0| = t|\xi| \leq t|\xi - \xi_0| + t|\xi_0| < t(\alpha + 1).$$

Therefore, each $z \in U$ satisfies

$$\left|\frac{z}{t} - \xi_0\right| \leq \left|\frac{z}{t} - \frac{\text{Re } z_0}{t}\right| + \left|\frac{\text{Re } z_0}{t} - \xi_0\right| < \frac{1}{t}2\alpha t(\alpha + 1) + \alpha \leq 5\alpha$$

and consequently $z \in \Gamma(\xi_0, \frac{\delta}{2}, R)$.

Next let $H$ be the function in Lemma 3.4 and $c$ the constant in that lemma. Let $C_1 := \max\{(2\alpha c)^{-1}A_1(C_0 + 2)(1 + 2\alpha), C_0 + 1\}$ and define the function $\tilde{v}$ on $U \cap V_h$ by

$$\tilde{v}(z) := \max\{v(z) + C_12\alpha|z_0|H\left(\frac{z - \text{Re } z_0}{2\alpha|z_0|}\right), C_1|\text{Im } z_2| + B_2 + 1\}.$$  

From (10) and Lemma 3.4, on $\partial U \cap V_h$ the first term in the definition of $v$ can be estimated by

$$A_1(C_0 + 2)|z| + B_2 + C_1|\text{Im } z| - cC_12\alpha|z_0| \leq C_1|\text{Im } z| + B_2.$$
Hence \( \bar{v} \) can be extended to a psh function on \( V_h \) by defining it as \( C_1 |\text{Im} z| + B_2 + 1 \) on \( V_h \setminus U \). Since \( U \) is contained in \( \Gamma(\xi_0, \delta/2, R) \), we get from (2), (9) and the definition of \( \bar{v} \) that \( \bar{v} \) satisfies the estimates
\[
\bar{v}(z) \leq C_1 |\text{Im} z| + O(1) \quad \text{and} \quad \bar{v}(z) \leq \rho C_1 |\text{Im} z| + \rho M \omega(z), \quad z \in V_h.
\]
We have already noted that \( V_h \) satisfies PL(\( \mathbb{R}^n \)). Hence Proposition 2.8 and Theorem 3.3 imply the existence of a constant \( A_2 \), depending only on \( V_h \), and of a constant \( B_3 \), depending on \( V_h, \rho, \xi_0 \) and \( M \), such that
\[
\bar{v}(z) \leq A_2 C_1 |\text{Im} z| + B_3 \omega(z) \quad \text{for all} \quad z \in V_h.
\]
Evaluating this inequality at \( z_0 \) and using 3.4(4), we get
\[
(11) \quad v(z_0) \leq A_2 C_1 |\text{Im} z_0| + B_3 \omega(z_0).
\]
Since \( z_0 \in V_h \) was an arbitrary point in \( tU_\alpha(\xi_0) \) for some \( t > R \), the estimate (11) holds for all \( z_0 \in V_h \cap \bigcup_{t \geq R} tU_\alpha(\xi_0) \).

Next observe that \( \xi_0 \) was an arbitrary point of the set \( L := \{ \xi \in V_h \cap \mathbb{R}^n : |\xi| = 1 \} \) and that \( \alpha = \alpha(\xi_0) \) and \( R = R(\xi_0) \). Therefore we can cover the compact set \( L \) by finitely many of these balls \( U_j = U_{\alpha(\xi_j)}(\xi_j) \), \( 1 \leq j \leq p \). This, together with 4.4(3) and a standard compactness argument implies the existence of \( R_0 \geq 1 \) and \( M > 0 \) such that
\[
(12) \quad |z| \leq M |\text{Im} z| \quad \text{for all} \quad z \in V \setminus \left( \bigcup_{j=1}^{p} \bigcup_{t \geq R_0} tU_j \right), \quad |z| \geq R_0,
\]
and the existence of \( A_0 \geq 1 \) and \( B_0 > 0, A_0 \) depending only on \( V, B_0 \) depending on only \( V \) and \( R \), such that
\[
(13) \quad u(z) \leq A_0 |\text{Im} z| + B_0 \omega(z) \quad \text{for all} \quad z \in V \cap \left( \bigcup_{j=1}^{p} \bigcup_{t \geq R_0} tU_j \right), \quad |z| \geq R_0.
\]
Now (12) and (13) in connection with (RPL) give
\[
u(z) \leq \max(A_0, MA_1) |\text{Im} z| + B_0 \omega(z) + A_1 R_0 + B_1 \quad \text{for all} \quad z \in V.
\]
Obviously, this implies that \( u \) satisfies (3g) in 2.5. Hence \( V \) satisfies PL(\( \mathbb{R}^n, \omega \)).

**Lemma 5.3.** Let \( V \) be a pure dimensional algebraic variety in \( \mathbb{C}^n \) of dimension \( k \) and let \( V_h \) denote its tangent cone at infinity. Let \( W_1, ..., W_p \) be the irreducible components of \( V_h \), let \( a_i \) be the number that corresponds to \( W_i \) for \( 1 \leq i \leq p \) by Lemma 4.5, and let \( a := \max_{1 \leq i \leq p} a_i \). If \( V_h \setminus \{ 0 \} \) is a manifold, then
\[
\text{dist}(z, V_h) = O(|z|^a) \quad \text{for} \quad z \in V, |z| \to \infty.
\]

**Proof.** For each point \( \xi_0 \in V_h, |\xi_0| > 0 \), by hypothesis, we can choose good coordinates in \( \mathbb{C}^n \) for \( V \) and \( V_h \) so that the cover \( \pi : V_h \to \mathbb{C}^k \) is unbranched over \( \omega_0 \), where \( \xi_0 = (\omega_0, w_0) \). We assume \( |w_0| = 1 \). As in the proof of Lemma 4.5, choose \( \delta > 0 \) and \( R > 1 \) so that \( \pi : V_h \to \mathbb{C}^k \) is an analytic cover over the set
\[
\Gamma(w_0, \delta, R) := \{ \zeta w \in \mathbb{C}^k : |w - w_0| < \delta, |\zeta| > R \}.
\]
Fix a branch \((\beta(w), w)\) of \( V_h \) with \( \xi_0 = (\beta(w_0), w_0) \) and define for \( |w - w_0| < \delta \) and \( |\zeta| > R \) the function
\[
v(\zeta, w) := \max \{ \log |a_1(\zeta w) - \zeta \beta(w)| : |a_1(\zeta w) - \zeta \beta(w)| \leq C(1 + |\zeta w|)^{1-\varepsilon} \},
\]
Obviously, the result follows from this and (1).

(2)

\[ C \]

the number that is attached to \( V \).

Let \( \eta > 0 \) and denote by \( R_\eta > 0 \) so that

\[ v(\zeta, w) \leq a_i + \eta \text{ for } |\zeta| \geq R_\eta \text{ and } |w - w_0| \leq \delta/2. \]

This implies

\[ v(\zeta, w) \leq (a_i + \eta) \log^+ |\zeta| \text{ for } |\zeta| \geq R_\eta, |w - w_0| \leq \delta/2. \]

Now let

\[ C_1 := \sup \{ \log |\alpha_i(\zeta w) - \zeta \beta(w)| : |w| = 1, \zeta = R, \text{ all } l \}. \]

Since \( \zeta \mapsto v(\zeta, w) \) is subharmonic, the maximum principle implies

\[ v(\zeta, w) \leq (a_i + \eta) \log^+ |\zeta| + C_1 \text{ for } |\zeta| \geq R, |w - w_0| \leq \delta/2, |w| = 1. \]

Since \( \eta > 0 \) was chosen arbitrarily, it follows that

\[ v(\zeta, w) \leq a_i \log^+ |\zeta| + C_1 \text{ for } |\zeta| \geq R, |w - w_0| \leq \delta/2, |w| = 1. \]

From this we get

\[ \text{dist}(z, V_h) \leq C_1 |z|^{a_i}. \]

for all \( z \in V, z = (a_i(\zeta w), \zeta w) \) satisfying \( |\zeta| \geq R \) and \( |\alpha_i(\zeta w) - \zeta \beta(w)| \leq C(1 + |\zeta w|)^{1-\varepsilon} \) for some \( w \in \mathbb{C}^k \) with \( |w| = 1 \) and \( |w - w_0| < \delta/2 \). Since all points in \( V \) outside the ball of radius \( R \) around zero can be reached this way, the result follows by a compactness argument.

**Proposition 5.4.** Let \( V \) be a pure dimensional algebraic variety in \( \mathbb{C}^n \) and let \( V_h \) be its tangent cone at infinity. Assume that for each irreducible component \( W \) of \( V \) the tangent cone \( W_h \) at infinity is a manifold outside the origin. If \( V \) satisfies PL(\( \mathbb{R}^n, \omega \)) for some weight function \( \omega \), then

\[ \text{dist}(z, V_h) = O(\omega(z)), \quad z \in V, \quad |z| \to \infty. \]

In particular, if \( \omega(t) = o(t^{\varepsilon}) \) for each \( \varepsilon > 0 \), then

\[ \text{dist}(z, V_h) = O(1), \quad z \in V, \quad |z| \to \infty. \]

**Proof.** Let \( V_1, \ldots, V_q \) be the irreducible components of \( V \) and denote by \( a_j \in ]-\infty, 1[ \) the number that is attached to \( V_j \) by Lemma 5.3. Then this lemma shows

(1)

\[ \text{dist}(z, V_{j,k}) \leq O(|z|^{a_j}), \quad z \in V_j, \quad |z| \to \infty. \]

Without restriction we may assume \( a_1 = \max_{1 \leq j \leq q} a_j \). Since \( V \) satisfies the condition PL(\( \mathbb{R}^n, \omega \)), \( V_1 \) also satisfies this condition by Proposition 2.6. Hence Proposition 4.8 implies

(2)

\[ |t|^{a_1} = O(\omega(t)) \text{ as } t \to \infty. \]

Obviously, the result follows from this and (1).

If \( \omega \) satisfies \( \omega(t) = o(t^{\varepsilon}) \) for each \( \varepsilon > 0 \), then (2) implies \( a_1 \leq 0 \) and hence \( a_j \leq 0 \) for \( 1 \leq j \leq q \). Thus (1) implies \( \text{dist}(z, V_h) = O(1) \) for \( z \in V \) and \( |z| \to \infty. \)
Remark. Note that the assertion of Proposition 5.4 may fail if for some irreducible component of $V$ the tangent cone at infinity has singularities outside the origin. This follows from Example 4.9, since $V(P_1)$ satisfies the condition $PL(\mathbb{R}^3, \log(2+t))$ by 4.9(2), while $\text{dist}(z, V(P_1)_h)$ is unbounded by 4.9(5).

Remark 5.5. Note that Proposition 5.4 applies to all varieties $V$ of dimension 1. In particular, it follows that the second statement in [21], 4.10, holds for $n = 2$. By the preceding remark it does not hold for $n > 2$. However, only the case $n = 2$ was used in [21] to derive [21], 4.11, from [21], 4.10.

Theorem 5.6. Let $V$ be a pure dimensional algebraic variety in $\mathbb{C}^n$, let $V_h$ denote its tangent cone at infinity and assume that $V_h \setminus \{0\}$ is a manifold. Then for each weight function $\omega$ the following assertions are equivalent:

1. $V$ satisfies $PL(\mathbb{R}^n, \omega)$.
2. $V_h$ satisfies $PL(\mathbb{R}^n)$ and $\text{dist}(z, V_h) = O(\omega(z))$, $z \in V$, $|z| \to \infty$.
3. $V_h$ satisfies the strong dimension condition and $\text{dist}(z, V_h) = O(\omega(z))$, $z \in V$, $|z| \to \infty$.

Proof. (1) $\Rightarrow$ (2): Theorem 4.1 implies that $V_h$ satisfies $PL(\mathbb{R}^n)$ and Proposition 5.4 implies that the second condition in (2) holds.

(2) $\Rightarrow$ (3): This is a consequence of Theorem 3.13.

(3) $\Rightarrow$ (1): In order to apply Lemma 5.2, let $W$ be an irreducible component of $V_h$. If we assume that $W \cap \mathbb{R}^n = \{0\}$, then $V_h$ does not satisfy the dimension condition at zero. Hence the hypothesis implies that $W \cap (\mathbb{R}^n \setminus \{0\}) \neq \emptyset$. Next fix $\xi_0 \in V_h \cap \mathbb{R}^n$ with $|\xi_0| = 1$ and choose good coordinates for $V$ and $V_h$ according to 4.4. Since $V_h \setminus \{0\}$ is a manifold, we can choose them in such a way that the covering map $\pi : V_h \to \mathbb{C}^k$ is unbranched over a neighborhood $U$ of $w_0$ in $\mathbb{C}^k$, where $\xi_0 = (s_0, w_0)$. Since $V_h$ satisfies the dimension condition at $\xi_0$, $V_h$ is locally hyperbolic at $\xi_0$ in these coordinates. Hence condition 5.2(1) is fulfilled.

To show that also condition 5.2(2) is satisfied, note that by hypothesis there exists $L_0 > 0$ with

\[ \text{dist}(z, V_h) \leq L_0\omega(z) \quad \text{for } |z| \geq 3, \quad z \in V. \]

Fix $l$ with $1 \leq l \leq m$, $w \in U$ and $\zeta \in \mathbb{C}$, $|\zeta|$ large. Then, for some $\varepsilon > 0$, the points \( \{\beta_j(\zeta w)\}_{j=1}^m \) are of distance at least $\varepsilon |\zeta w|$ apart. Hence 4.4(3) implies that to each $\alpha_i(\zeta w)$ there corresponds a unique $j = j(l)$ such that $\alpha_i(\zeta w)$ is closer to $\beta_j(\zeta w)$ than to any other $\beta_{\nu}(\zeta w)$. Therefore, the point in $V_h$ closest to $(\alpha_i(\zeta w), \zeta w)$ has the form $(\beta_j(\zeta w + \Delta(\zeta w)), \zeta w + \Delta(\zeta w))$. Since $\text{dist}((\alpha_i(\zeta w), \zeta w), V_h) \leq L\omega(\zeta w)$ for some constant $L \geq L_0$, we must have $|\Delta(\zeta w)| \leq L\omega(\zeta w)$ if $|\zeta|$ is sufficiently large. This implies

\[
|\alpha_i(\zeta w) - \beta_j(\zeta w)| \leq |\alpha_i(\zeta w) - \beta_j(\zeta w + \Delta(\zeta w))| + |\beta_j(\zeta w + \Delta(\zeta w)) - \beta_j(\zeta w)| \\
\leq L\omega(\zeta w) + M\omega(\zeta w),
\]

since we can assume (by shrinking $U$ if necessary) that

\[
|\beta_{\nu}(w + h) - \beta_{\nu}(w)| \leq M|h|
\]

for all $w \in W$ and $1 \leq \nu \leq m'$. Since $1 \leq l \leq m$ was chosen arbitrarily, this implies that condition 5.2(2) is fulfilled. Hence (1) follows from Lemma 5.2.
Let $P$ and $Q$ be complex polynomials in $n$ variables with $\deg Q < \deg P$ and let $\delta : [0, \infty) \to [0, \infty]$ be increasing. Then the following conditions are equivalent:

1. $\operatorname{dist}(z, V(P)) = O(\delta(|z|))$ for $z \in V(P + Q)$, $|z| \to \infty$.
2. There exists $D \geq 1$ such that
   $$|Q(z)| \leq D \max_{|\alpha| > 0} |P^{(\alpha)}(z)| \delta(|z|)^{|\alpha|}$$
   for all $z \in V(P + Q)$.

Proof. By the proof of Hörmander [13], Lemma 4.1.1, there exists a constant $C \geq 1$ such that for each polynomial $R \subseteq \mathbb{C}[z_1, \ldots, z_n]$ with $\deg R \leq \deg P$ we have

3. $C^{-1} \leq \operatorname{dist}(z, V(R)) \sum_{|\alpha| > 0} \left| \frac{R^{(\alpha)}(z)}{R(z)} \right|^{1/|\alpha|} \leq C$, $z \in \mathbb{C}^n \setminus V(R)$.

Now assume that (1) holds and apply (3) to $P$ and $z \in V(P + Q) \setminus V(P)$. Then $P(z) = -Q(z)$ and (1) imply the existence of some $L \geq 1$ such that

$$1 \leq L \delta(|z|) \sum_{|\alpha| > 0} \left| \frac{P^{(\alpha)}(z)}{P(z)} \right|^{1/|\alpha|} = L \sum_{|\alpha| > 0} \delta(|z|)^{|\alpha|} \left| \frac{P^{(\alpha)}(z)}{Q(z)} \right|^{1/|\alpha|}.$$

Estimating the (finite) sum by a maximum, this implies (2).

If (2) holds, then there exists $M \geq 1$ such that for $z \in V(P + Q) \setminus V(P)$ we have

$$1 \leq M \max_{|\alpha| > 0} \left| \frac{P^{(\alpha)}(z)}{Q(z)} \right|^{1/|\alpha|} \delta(|z|) \sum_{|\alpha| > 0} \left| \frac{P^{(\alpha)}(z)}{P(z)} \right|^{1/|\alpha|}.$$

By (3), this implies (1).

Corollary 5.8. Let $P_m$ be a homogeneous polynomial of degree $m$ in $n$ variables which satisfies $\operatorname{grad} P_m(z) \neq 0$ for all $z \in \mathbb{C}^n \setminus \{0\}$. Then the following assertions are equivalent:

1. $V(P_m)$ satisfies PL($\mathbb{R}^n$).
2. $V(P_m)$ satisfies the strong dimension condition.
3. There exist $k \in \mathbb{N}, Q \subseteq \mathbb{C}[z_1, \ldots, z_n]$ with $\deg Q < km$, and a weight function $\omega$ so that $V(P_m + Q)$ satisfies PL($\mathbb{R}^n, \omega$).
4. For each $k \in \mathbb{N}$ and each $Q \subseteq \mathbb{C}[z_1, \ldots, z_n]$ with $\deg Q = l < km$ we have:
   a. If $l \leq k(m - 1)$, then $V(P_m + Q)$ satisfies PL($\mathbb{R}^n, \log(2 + t)$).
   b. If $l > k(m - 1)$, then $V(P_m + Q)$ satisfies PL($\mathbb{R}^n, 1 + t^\beta$) for $\beta = 1 + \frac{k}{k} - m$.

Proof. (1) $\Rightarrow$ (4): Fix $k \in \mathbb{N}$ and note that $V(P_m^k) = V(P_m)$ is a manifold outside the origin by hypothesis. Therefore, (a) and (b) follow from Theorem 5.6, if we prove the corresponding estimates for $\operatorname{dist}(z, V(P_m)), z \in V(P_m + Q), |z| \to \infty$. To do this, note that

$$\operatorname{grad} P_m^k(z) = kP_m^{k-1}(z) \operatorname{grad} P_m(z)$$

for all $z \in \mathbb{C}^n$. Hence the hypothesis implies

$$\max_{|\alpha| = 1} |P_m^{(\alpha)}(z)| > 0 \text{ for all } z \in \mathbb{C}^n \setminus V(P_m).$$
For $z \in V(P_m)$ the hypothesis gives that for some $j$ with $1 \leq j \leq n$ we have \( \frac{\partial P_m}{\partial z_j}(z) \neq 0 \) and hence

\[
\left( \frac{\partial}{\partial z_j} \right)^k P_m(z) = k! \left( \frac{\partial P_m}{\partial z_j}(z) \right)^k \neq 0.
\]

Consequently, we have

\[
(5) \quad \max_{0 < |\alpha| \leq k} \left| (P_m^k)^{(\alpha)}(z) \right| > 0 \quad \text{for all} \quad z \in \mathbb{C}^n, \quad |z| = 1.
\]

Now note that \((P_m^k)^{(\alpha)}\) is homogeneous of degree \(km - |\alpha|\) for each \(\alpha \in \mathbb{N}_0^n\) with \(|\alpha| \leq km\). Hence, by \((5)\), there exists \(\delta > 0\) such that

\[
\max_{0 < |\alpha| \leq k} \left| (P_m^k)^{(\alpha)}(z) \right| \geq \delta |z|^{k(m-1)} \quad \text{for all} \quad z \in \mathbb{C}^n, \quad |z| \geq 1.
\]

If \(\deg Q = l \leq k(m-1)\), this implies the existence of \(D \geq 1\) such that

\[
|Q(z)| \leq D \max_{|\alpha| > 0} |(P_m^k)^{(\alpha)}(z)| \quad \text{for all} \quad z \in \mathbb{C}^n.
\]

Applying Lemma 5.7 with \(\delta = 1\), we get

\[
\text{dist}(z, V(P_m)) = O(1) \quad \text{for} \quad z \in V(P_m + Q), \quad |z| \to \infty.
\]

Hence (a) follows from Theorem 5.6.

If \(k(m-1) < l < km\) and \(\beta = 1 + \frac{l}{k} - m\), then \((5)\) implies the existence of \(\delta > 0\) such that

\[
\max_{0 < |\alpha| \leq k} \left| (P_m^k)^{(\alpha)}(z) \right| |z|^{\beta |\alpha|} \geq \delta |z|^{k(m-1)-\beta k} = \delta |z|^l \quad \text{for all} \quad z \in \mathbb{C}^n, |z| \geq 1.
\]

Hence for each \(Q \in \mathbb{C}[z_1, \ldots, z_n]\) with \(\deg Q = l\) there exists \(D \geq 1\) such that

\[
|Q(z)| \leq D \max_{0 < |\alpha|} |(P_m^k)^{(\alpha)}(z)| (1 + |z|^{\beta |\alpha|}) \quad \text{for all} \quad z \in \mathbb{C}^n.
\]

Applying Lemma 5.7 with \(\delta(t) = 1 + t^\beta\), we get

\[
\text{dist}(z, V(P_m)) = O(|z|^\beta) \quad \text{for} \quad z \in V(P_m + Q), \quad |z| \to \infty.
\]

Hence (b) follows from Theorem 5.6.

\((4) \Rightarrow (3)\): This is obvious.

\((3) \Rightarrow (2)\): This holds by Theorem 4.1.

\((2) \Rightarrow (1)\): This holds by Corollary 3.17.

**Example 5.9.** For \(n \geq 3\) and \(m \geq 2\) let \(P_m \in \mathbb{C}[z_1, \ldots, z_n]\) be of the form

\[
P_m(z_1, \ldots, z_n) = \sum_{j=1}^n a_j z_j^m,
\]

where \(a_j \in \mathbb{R} \setminus \{0\}\) for \(1 \leq j \leq n\). Then the variety \(V(P)\) of the polynomial \(P := P_m + Q\) satisfies PL(\(\mathbb{R}^n, \log\)) for some/all \(Q \in \mathbb{C}[z_1, \ldots, z_n]\) with \(\deg Q < m\) if and only if either \(m\) is odd or \(m\) is even and there are \(j, k\) so that \(\text{sign } a_j \neq \text{sign } a_k\). This follows from Corollary 5.8 and [21], 4.9, where it was shown that all the polynomials \(P_m\) are irreducible and that \(V(P_m)\) satisfies PL(\(\mathbb{R}^n, \log\)) if and only if the given conditions hold.
6. The Phragmén-Lindelöf condition $\text{PL}\{\Omega, \omega\}$

In this section we introduce a further Phragmén-Lindelöf condition for algebraic varieties in $\mathbb{C}^n$, called $\text{PL}\{\Omega, \omega\}$. By the results of [23], sect. 5, the variety $V(P)$ of a polynomial $P \in \mathbb{C}[z_1, \ldots, z_n]$ satisfies the condition $\text{PL}\{\Omega, \omega\}$ for a convex open set $\Omega$ in $\mathbb{R}^n$ if and only if the differential operator $P(D)$ acting on the $\{\omega\}$-ultradifferentiable functions $E_{\omega}(\Omega)$ or on the $\{\omega\}$-ultradistributions $D'_{\omega}(\Omega)$ admits a continuous linear right inverse. We show that the main results for $\text{PL}(\Omega, \omega)$ have corresponding counterparts for $\text{PL}\{\Omega, \omega\}$ and can be derived easily from these.

Throughout this section $\omega$ will always denote a weight function that satisfies $\log(t) = o(\omega(t))$ as $t$ tends to infinity. For such weight functions $\omega$ we let $S_\omega := \{\sigma : \sigma \text{ is a weight function satisfying } \log = o(\sigma) \text{ and } \sigma = o(\omega)\}$.

**Definition 6.1.** Let $V$ be an algebraic variety in $\mathbb{C}^n$, let $\Omega$ be a convex open set in $\mathbb{R}^n$ and let $\omega$ be as above.

(a) $V$ satisfies the condition $\text{PL}\{\Omega, \omega\}$ if the following holds: For each $K \in \mathcal{K}(\Omega)$ there exists $K' \in \mathcal{K}(\Omega)$ such that for each $K'' \in \mathcal{K}(\Omega)$ there exists $\sigma \in S_\omega$ such that each $u \in \text{PSH}(V)$ satisfying (1) and (2) also satisfies (3), where

1. $u(z) \leq h_K(\text{Im } z) + o(\omega(z)), \ z \in V$,
2. $u(z) \leq h_{K''}(\text{Im } z), \ z \in V$,
3. $u(z) \leq h_{K'}(\text{Im } z) + \sigma(z), \ z \in V$.

(b) $V$ satisfies the condition $\tilde{\text{PL}}\{\Omega, \omega\}$ if the following holds: For each $K \in \mathcal{K}(\Omega)$ there exists $K' \in \mathcal{K}(\Omega)$ such that for each $K'' \in \mathcal{K}(\Omega)$ and each $l \in \mathbb{N}$ there exist $m \in \mathbb{N}$ and $C > 0$ such that each $u \in \text{PSH}(V)$ satisfying (1) and (2) also satisfies (3), where

1. $u(z) \leq h_K(\text{Im } z) + o(\omega(z)), \ z \in V$,
2. $u(z) \leq h_{K''}(\text{Im } z) + \frac{1}{m} \omega(z), \ z \in V$,
3. $u(z) \leq h_{K'}(\text{Im } z) + \frac{1}{C} \omega(z), \ z \in V$.

The following proposition shows that the conditions $\text{PL}\{\Omega, \omega\}$ and $\tilde{\text{PL}}\{\Omega, \omega\}$ are equivalent and are closely related to the Phragmén-Lindelöf conditions $\text{PL}(\Omega, \kappa)$, that we have investigated in the previous sections.

**Proposition 6.2.** Let $V$ be an algebraic variety in $\mathbb{C}^n$ and $\Omega$ a convex open subset in $\mathbb{R}^n$. Then the following assertions are equivalent:

1. $V$ satisfies $\tilde{\text{PL}}\{\Omega, \omega\}$.
2. $V$ satisfies $\tilde{\text{PL}}\{\Omega, \omega\}$.
3. $V$ satisfies $\text{PL}(\Omega, \kappa)$ for some $\kappa \in S_\omega$.

**Proof.** (1) $\Rightarrow$ (3): If $K \in \mathcal{K}(\Omega)$ is given, we choose $K' \in \mathcal{K}(\Omega)$ according to $\text{PL}\{\Omega, \omega\}$. Then fix a sequence $(K_j)_{j \in \mathbb{N}}$ in $\mathcal{K}(\Omega)$ such that for each $K'' \in \mathcal{K}(\Omega)$ there is $j \in \mathbb{N}$ with $K'' \subset K_j$ and apply $\text{PL}\{\Omega, \omega\}$ to $K_j$ to get $\sigma_j \in S_\omega$. By Braun, Meise and Taylor [6], 1.9, there exists $\kappa \in S_\omega$ satisfying $\kappa \geq 1$ and $\sigma_j = o(\kappa)$ for each $j \in \mathbb{N}$. To show that $V$ satisfies $\text{PL}(\Omega, \kappa)$, we fix $u \in \text{PSH}(V)$ satisfying $u(z) \leq h_K(\text{Im } z) + O(\kappa(z))$ and $u(z) \leq h_{K''}(\text{Im } z)$. Then choose $j \in \mathbb{N}$ with $K'' \subset K_j$ and note that $u$ satisfies (1) and (2) of $\text{PL}\{\Omega, \omega\}$ with $K''$ replaced by $K_j$. Since $V$ satisfies $\text{PL}\{\Omega, \omega\}$, our choice of $\sigma_j$ and $\kappa$ implies:

$$u(z) \leq h_{K'}(\text{Im } z) + \sigma_j(z) \leq h_{K'}(\text{Im } z) + \kappa(z) + C_j \leq h_{K'}(\text{Im } z) + C_j \kappa(z), \ z \in V.$$ 

Hence $V$ satisfies $\text{PL}(\Omega, \kappa)$. 


(3) ⇒ (2): Without loss of generality we may assume that $\Omega$ contains the closed unit ball $B_1(0)$ of $\mathbb{R}^n$. Then it suffices to consider only those $K \in K(\Omega)$ with $B_1(0) \subset K$. Fix such a compact set $K$ and choose $K' \in K(\Omega)$ according to $\text{PL}(\Omega, \kappa)$. Next choose $p \in \mathbb{N}$ such that $(1 + \frac{1}{p}) K' := Q$ is in $K(\Omega)$ and fix $K'' \in K(\Omega)$, $K'' \supset K$ and $l \in \mathbb{N}$. Then let $m := \max(p, 2L)$, where $L \in \mathbb{N}$ is chosen so that by Braun and Meise [5], Prop. 5, there exists $\varphi \in \text{PSH}(\mathbb{C}^n)$ satisfying
\[- L \omega(z) \leq \varphi(z) \leq |\text{Im} \, z| - \omega(z) \] for all $z \in \mathbb{C}^n$.

Next choose $B = B(K'')$ according to $\text{PL}(\Omega, \kappa)$. Since $\kappa$ is in $S_\omega$ there exists $C > 0$ such that
\[2B \kappa(t) \leq \frac{1}{2l} \omega(t) + C \] for all $t > 0$.

To show that $V$ satisfies $\overline{\text{PL}}(\Omega, \omega)$ assume that $u \in \text{PSH}(V)$ satisfies (1) and (2) of $\overline{\text{PL}}(\Omega, \omega)$. Then we let
\[v(z) := \frac{m}{m + 1} (u(z) + \frac{1}{m} \varphi(z)) , \quad z \in V.\]

Obviously, $v$ is psh on $V$. From $B_1(0) \subset K$ we get
\[v(z) \leq h_K(\text{Im} \, z) + O(1) \text{ and } v(z) \leq h_{K''}(\text{Im} \, z) , \quad z \in V.\]

Since $V$ satisfies $\text{PL}(\Omega, \kappa)$, this implies
\[v(z) \leq h_{K'}(\text{Im} \, z) + B \kappa(z) , \quad z \in V.\]

By the definition of $v$ and because of our choices, we obtain
\[u(z) \leq \frac{m + 1}{m} h_{K'}(\text{Im} \, z) + \frac{m + 1}{m} B \kappa(z) - \frac{1}{m} \varphi(z) \leq h_Q(\text{Im} \, z) + \frac{1}{2l} \omega(z) + C + \frac{1}{2l} \omega(z) = h_Q(\text{Im} \, z) + \frac{1}{l} \omega(z) + C,\]

which shows that $V$ satisfies $\overline{\text{PL}}(\Omega, \omega)$.

(2) ⇒ (1): To prove that $V$ satisfies $\text{PL}(\Omega, \omega)$, fix $K \in K(\Omega)$ arbitrarily. Then choose $K' \in K(\Omega)$ according to $\overline{\text{PL}}(\Omega, \omega)$, let $K'' \in K(\Omega)$ and $l \in \mathbb{N}$ be given and choose $m \in \mathbb{N}$ and $C_l > 0$ according to $\overline{\text{PL}}(\Omega, \omega)$. If $u \in \text{PSH}(V)$ satisfies (1) and (2) of $\overline{\text{PL}}(\Omega, \omega)$, then it also satisfies (1) and (2) of $\overline{\text{PL}}(\Omega, \omega)$ for each value of $m$. Hence, by $\overline{\text{PL}}(\Omega, \omega)$
\[u(z) \leq h_{K'}(\text{Im} \, z) + \frac{1}{l} \omega(z) + C_l \] for all $z \in V$, $l \in \mathbb{N}$.

This implies that the function $g : [0, \infty] \to [-\infty, \infty]$
\[g(t) := \sup \{u(z) - h_{K'}(\text{Im} \, z) : |z| = t, \quad z \in V\}, \quad t > 0,\]
satisfies $g(t) = o(\omega(t))$ as $t$ tends to infinity. By Braun, Meise and Taylor [6], 1.7, there exists a weight function $\sigma \in S_\omega$ such that $g \leq \sigma$. Then the definition of $g$ implies
\[u(z) \leq h_{K'}(\text{Im} \, z) + \sigma(z).\]

Hence $V$ satisfies $\text{PL}(\Omega, \omega)$.
Using Proposition 6.2 we can derive many properties of the condition PL(Ω, ω) from the corresponding properties of the condition PL(Ω, ω) that we have already obtained. We note this only in the following three cases.

**Theorem 6.3.** Let \( V \) be a homogeneous variety in \( \mathbb{C}^n \) and let \( \Omega \) be a convex open set in \( \mathbb{R}^n \). Then the following assertions are equivalent:

1. \( V \) satisfies PL(Ω, ω) for some/all weight functions \( \omega \).
2. \( V \) satisfies PL(Ω).
3. \( V \) satisfies any of the conditions 3.3(4) – 3.3(6).

**Proof.** (1) ⇒ (2): If \( V \) satisfies PL(Ω, ω), then \( V \) satisfies PL(Ω, κ) for some κ \( \in S_\omega \), by Proposition 6.2. Hence \( V \) satisfies PL(Ω) by Theorem 3.3.

(2) ⇒ (1): Let \( \omega \) be any weight function satisfying log = o(ω). Then there exists a weight function \( \kappa \in S_\omega \) by Braun, Meise and Taylor [6], 1.7. Since \( V \) satisfies PL(Ω, κ) by (2) and Theorem 3.3, we get from Proposition 6.2 that \( V \) satisfies PL(Ω, ω).

(3) ⇔ (2): This holds by Theorem 3.3.

In the same way we deduce the next Theorem from Theorem 4.1 and Proposition 6.2.

**Theorem 6.4.** Let \( V \) be an algebraic variety in \( \mathbb{C}^n \) and let \( V_h \) denote its tangent cone at infinity. If \( V \) satisfies PL(Ω, ω) for a convex open set \( \Omega \) in \( \mathbb{R}^n \), then \( V_h \) satisfies PL(Ω, ω) and hence PL(Ω).

The next Theorem follows from Theorem 5.6 and Proposition 6.2.

**Theorem 6.5.** Let \( V \) be an algebraic variety in \( \mathbb{C}^n \), let \( V_h \) denote its tangent cone at infinity and assume that \( V_h \setminus \{0\} \) is a manifold. Then the following assertions are equivalent:

1. \( V \) satisfies PL(\( \mathbb{R}^n \), ω).
2. \( V_h \) satisfies PL(\( \mathbb{R}^n \)) and \( \text{dist}(z, V_h) = o(\omega(z)) \), \( z \in V \), \( |z| \to \infty \).
3. \( V_h \) satisfies the strong dimension condition and \( \text{dist}(z, V_h) = o(\omega(z)) \), \( z \in V \), \( |z| \to \infty \).

**Remark.** Theorem 6.5 does not hold if we drop the assumption that \( V_h \setminus \{0\} \) is a manifold outside the origin. This follows from Example 4.9.
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