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1. Introduction

Consider a discrete group \( \Gamma \) and an element \( f \) in the integral group ring \( \mathbb{Z} \Gamma \). Then \( \Gamma \) acts from the left on the discrete additive group \( \mathbb{Z} \Gamma / \mathbb{Z} f \) by automorphisms of groups. Dualizing, we obtain a left \( \Gamma \)-action on the compact Pontrjagin dual group \( X_f = \hat{\mathbb{Z} \Gamma} / \mathbb{Z} \Gamma f \) by continuous automorphisms of groups. By definition, \( X_f \) is a closed subshift of \( (S^1)\Gamma \).

For measurable or topological actions of amenable groups a good entropy theory is available, [OW], [M]. Thus from now on let \( \Gamma \) be a finitely generated, discrete amenable group. We are interested in determining the topological entropy \( h_f \) of the \( \Gamma \)-action on \( X_f \). It agrees with the measure theoretic entropy of the \( \Gamma \)-action on \( X_f \) equipped with its Haar probability measure.

In their paper [FK] from 1952, Fuglede and Kadison introduced a determinant for units in finite factor von Neumann algebras. More recently, Lück has generalized their theory to nonunits and to group von Neumann algebras which are not necessarily factors [L2]. He needed this to define \( L^2 \)-torsion for general covering spaces.

The von Neumann algebra \( \mathcal{N} \Gamma \) of the amenable group \( \Gamma \) is a certain completion of \( \mathcal{C} \Gamma \) and hence we may consider the Fuglede–Kadison–Lück determinant \( \det_{\mathcal{N} \Gamma} f \) of \( f \).

We refer to Section 6 for the definition of a log-strong Følner sequence. It is known that finitely generated virtually nilpotent groups have log-strong Følner sequences.

Our main result is

**Theorem 1.1.** The formula \( h_f = \log \det_{\mathcal{N} \Gamma} f \) holds under the following assumptions on \( f \) and \( \Gamma \):

(a) The group \( \Gamma \) has a log-strong Følner sequence.
(b) \( f \) is a unit in the \( L^1 \)-convolution algebra \( L^1(\Gamma) \).
(c) \( f \) is positive in \( \mathcal{N} \Gamma \).

Condition (a) is not necessary for the inequality \( h_f \geq \log \det_{\mathcal{N} \Gamma} f \). It occurs because at one point in the proof of the inequality \( h_f \leq \log \det_{\mathcal{N} \Gamma} f \) we need to
transfer an estimate which is only available for $L^2$-norms to an estimate of $L^\infty$-norms. The $L^2$-context is natural for von Neumann algebras whereas the $L^\infty$-context is closer to the definition of entropy (in terms of $\varepsilon$-separated sets).

Condition (b) is in general stronger than invertibility of $f$ in $\mathcal{N}_\Gamma$. However for certain classes of groups and in particular for virtually nilpotent groups, invertibility in $L^1(\Gamma)$ and invertibility in $\mathcal{N}_\Gamma$ are equivalent. Dynamically, condition (b) implies that the $\Gamma$-action on $X_f$ is expansive.

Finally, as explained in Section 7, condition (c) can be removed if $h_f = h_f^*$ and if a Yuzvinskii addition formula holds for the entropies of $\Gamma$-actions. Here $^*$ is the canonical involution on $\mathbb{Z}_\Gamma$. For $\Gamma \cong \mathbb{Z}^n$ this formula is known and it is expected to hold in general.

Note that many elements $f$ satisfying conditions (b) and (c) can be constructed as follows: Choose $g$ in $\mathbb{Q}_\Gamma$ with $\|g\|_1 < 1$. Then $1 + g$ is a unit in $L^1(\Gamma)$ and for a suitable integer $N \geq 1$ the element $h = N(1 + g)$ lies in $\mathbb{Z}_\Gamma \cap L^1(\Gamma)^\times$. The element $f = hh^*$ then satisfies both (b) and (c).

Let us now look at the abelian case $\Gamma \cong \mathbb{Z}^n$ which motivated this paper. In this case, (a) is satisfied and (c) can be dropped. Moreover, by theorems of Schmidt and Wiener, condition (b) is equivalent to the $\mathbb{Z}^n$-action on $X_f$ being expansive. Viewing $f$ in $\mathbb{Z}[\mathbb{Z}^n]$ as a Laurent polynomial in $n$ variables, we have according to [L2, Example 3.13]

\begin{equation}
\log \det_{\mathcal{N}_\Gamma} f = \int_{T^n} \log |f(z)| \, d\mu(z).
\end{equation}

Here $T^n$ is the real $n$-torus and $\mu$ its normalized Haar measure. The integral on the right is called the (logarithmic) Mahler measure $m(f)$ of $f$. Thus Theorem 1.1 becomes the equality

\begin{equation}
h_f = m(f)
\end{equation}

if $X_f$ is expansive or equivalently if $f$ does not vanish in any point of $T^n$. Formula (1.2) was in fact proved for all $f \neq 0$ by Lind, Schmidt, and Ward using a different method in [LSW]. Their method has the advantage of working in the nonexpansive case as well, but apparently it cannot be generalized to the class of nonabelian groups $\Gamma$ occurring in Theorem 1.1.

The first interesting nonabelian group to which Theorem 1.1 applies is the 3-dimensional integral Heisenberg group. In this case $\mathcal{N}_\Gamma$ is of type $\Pi_1$.

The proof of Theorem 1.1 is a kind of infinite dimensional generalization of the argument for finite groups $\Gamma$ which can be found in Section 7. For the generalization we use ideas from Rita Solomyak’s beautiful paper [S]. There she explains the occurrence of the Mahler measure as the common entropy of two different types of dynamical systems by using the theory of electrical networks. All polynomials in [S] have a zero on $T^n$, so strictly speaking the intersection of both papers is empty. However the spirit of Section 3 of her paper pervades our approach.

Another important ingredient in the proof of our entropy formula is an approximation lemma for traces on group von Neumann algebras that was initiated by Lück in his solution of a problem of Gromov on $L^2$-Betti numbers in [L1] and extended by Schick in [Sch, Lemma 4.6].

The Mahler measure $m(f)$ appears in several branches of mathematics; cf. [B1] and [B2] and their references. In particular $m(f)$ is interesting from an arithmetic point of view. If $f$ does not vanish on $T^n$ for instance, the author showed in [D]...
that $m(f)$ is a Deligne period of a certain mixed motive over $\mathbb{Q}$. One may wonder whether some noncommutative analogue of this fact holds for the values $\log \det_{\mathcal{M}} f$ if $f$ is in $\mathbb{Z}\Gamma \cap L^1(\Gamma)^\times$.

### 2. Background on entropy

In this section we briefly review known facts about entropy of $\Gamma$-actions which are well documented for $\mathbb{Z}^n$-actions, e.g., in [Sch], but for which we could find only partial references for general $\Gamma$. The different notions of entropy of topological, metric, and measure theoretic nature coincide for the dynamical systems we are interested in. We also give a convenient description of entropy for subshifts.

As before, let $\Gamma$ be a finitely generated discrete group which is amenable; cf. [P] or the survey [L2, 6.4.1]. This is equivalent to the existence of a “(right) Følner sequence” $F_1, F_2, \ldots$ of finite subsets of $\Gamma$ such that for every finite subset $K$ of $\Gamma$ we have

$$\lim_{n \to \infty} \frac{|F_n K \Delta F_n|}{|F_n|} = 0.$$  

Now assume that $\Gamma$ operates from the left by homeomorphisms on a compact metric space $(X, d)$. For $F \subset \Gamma$, a subset $E$ of $X$ is called $(F, \varepsilon)$-separated if for all $x \neq y$ in $E$ there exists $\gamma \in F$ with $d(\gamma^{-1}x, \gamma^{-1}y) \geq \varepsilon$. Let $s_F(\varepsilon)$ be the maximum of the cardinalities of all $(F, \varepsilon)$-separated subsets.

A subset $E$ of $X$ is called $(F, \varepsilon)$-spanning if for every $x$ in $X$ there is some $y$ in $E$ such that we have $d(\gamma^{-1}x, \gamma^{-1}y) < \varepsilon$ for all $\gamma$ in $F$. Let $r_F(\varepsilon)$ be the minimum of the cardinalities of all $(F, \varepsilon)$-spanning sets. It is finite and because of the inequalities [E, §3]

$$r_F(\varepsilon) \leq s_F(\varepsilon) \leq r_F(\varepsilon/2),$$

the quantity $s_F(\varepsilon)$ is finite as well.

It follows that

$$h_{\text{sep}} := \lim_{\varepsilon \to 0} \lim_{n \to \infty} \frac{1}{|F_n|} \log s_{F_n}(\varepsilon)$$

and

$$h_{\text{span}} := \lim_{\varepsilon \to 0} \lim_{n \to \infty} \frac{1}{|F_n|} \log r_{F_n}(\varepsilon)$$

agree. Note that the $\varepsilon$-limits exist by monotonicity.

For an open cover $\mathcal{U}$ of $X$ let $N(\mathcal{U})$ be the cardinality of a minimal subcover of $\mathcal{U}$. For a finite subset $F$ of $\Gamma$ let

$$\mathcal{U}^F = \bigvee_{\gamma \in F} \gamma\mathcal{U}$$

be the common refinement of the finitely many covers $\gamma\mathcal{U}$. Using [LW, Theorem 6.1], one sees that the limit

$$h(\mathcal{U}) = \lim_{n \to \infty} \frac{1}{|F_n|} \log N(\mathcal{U}^{F_n})$$

exists and is independent of the Følner sequence $(F_n)$. The quantity $h_{\text{cover}} = \sup_\mathcal{U} h(\mathcal{U})$ is the topological entropy of the $\Gamma$-action on $X$ introduced in [M, Chapter 5].

Let $\mathcal{U}_\varepsilon$ be the open cover of $X$ consisting of all open $\varepsilon$-balls. As in the proof of Proposition 13.1 of [Sch] one shows the inequalities

$$N(\mathcal{U}_{\varepsilon/2}^F) \leq r_F(\varepsilon) \leq s_F(\varepsilon) \leq N(\mathcal{U}_{\varepsilon/2}^F).$$
They imply the following standard result:

**Proposition 2.1.**

\[ h_{\text{top}} := h_{\text{cover}} = h_{\text{sep}} = h_{\text{span}} = \lim_{\epsilon \to 0} \lim_{n \to \infty} \frac{1}{|F_n|} \log r_{F_n}(\epsilon) = \lim_{\epsilon \to 0} \lim_{n \to \infty} \frac{1}{|F_n|} \log s_{F_n}(\epsilon). \]

The notion of the measure theoretic entropy for actions of amenable groups was introduced in [OW]. Assume our \( \Gamma \) operates from the left by measure preserving automorphisms on a probability space \((X, \mathcal{A}, \mu)\). For a finite measurable partition \( P \) of \( X \) and finite \( F \) in \( \Gamma \) define \( P^F \) as above and set

\[ h(P) = \lim_{n \to \infty} \frac{1}{|F_n|} H(P^F_n) \]

where

\[ H(Q) = -\sum_{A \in Q} \mu(A) \log \mu(A). \]

Again the limit exists by (a simpler version of) [LW, Theorem 6.1] and it is independent of the choice of \((F_n)\). Set \( h_\mu = \sup_P h(P) \).

**Theorem 2.2.** Let \( X \) be a compact metrizable abelian group with (normalized) Haar-measure \( \mu \) on which \( \Gamma \) acts by automorphisms. Then we have

\[ h_{\text{top}} = h_\mu. \]

**Proof.** Choose an invariant metric \( d \) on \( X \) inducing the topology and let \( E \) be an \((F, \varepsilon)\)-separated subset. Define the metric \( d_F \) on \( X \) by

\[ d_F(x, y) = \max_{\gamma \in F} d(\gamma^{-1}x, \gamma^{-1}y) \]

and let \( U = U_{d_F}(0, \varepsilon) \) be the open ball of radius \( \varepsilon \) in the \( d_F \)-metric around \( 0 \in X \). Then the sets \( x + U \) for \( x \in E \) are pairwise disjoint. Hence we have

\[ |E|\mu(U) = \mu \left( \bigcup_{x \in E} x + U \right) \leq \mu(X) = 1, \]

and therefore

\[ s_F(\varepsilon) = \max |E| \leq \mu(U)^{-1}. \]

Let \( \mathcal{P} \) be a finite partition of \( X \) into measurable sets of \( d \)-diameter \( < \varepsilon \). Then every set in \( \mathcal{P}^F \) has \( d_F \)-diameter \( < \varepsilon \) and hence is contained in \( x + U \) for some \( x \in X \). This gives

\[ H(\mathcal{P}^F) = -\sum_{A \in \mathcal{P}^F} \mu(A) \log \mu(A) \geq -\sum_{A \in \mathcal{P}^F} \mu(A) \log \mu(U) \geq \log s_F(\varepsilon). \]

Hence we have

\[ h(\mathcal{P}) \geq \lim_{n \to \infty} \frac{1}{|F_n|} \log s_{F_n}(\varepsilon). \]

For every \( \varepsilon > 0 \) there is a finite measurable partition into sets of diameter \( < \varepsilon \). This implies that

\[ h_\mu = \sup_{\mathcal{P}} h(\mathcal{P}) \geq \sup_{\varepsilon > 0} \lim_{n \to \infty} \frac{1}{|F_n|} \log s_{F_n}(\varepsilon) = h_{\text{sep}} = h_{\text{top}}. \]

On the other hand, according to [M 5.1.3], we have \( h_{\text{top}} \geq h_\mu \) for all \( \Gamma \)-invariant Radon probability measures \( \nu \) on \( X \). \( \square \)
For closed subshifts we will now describe a more convenient way to calculate \( h_{\text{sep}} \) and \( h_{\text{span}} \). This will be used in all our later calculations.

Let \( G \) be a compact topological group with a left \( G \)-invariant metric \( \vartheta \). The amenable group \( \Gamma \) acts from the left on \( G^\Gamma \) by the formula \((\gamma x)_{\gamma'} = x_{\gamma^{-1}\gamma}\) for any \( x = (x_{\gamma'}) \in G^\Gamma \). If we view \( G^\Gamma \) as the group (under componentwise multiplication) of formal series \( G[[\Gamma]] \), then the action by \( \Gamma \) is left multiplication:

\[
\gamma \sum_{\gamma'} x_{\gamma'} = \sum_{\gamma'} x_{\gamma'} = \sum_{\gamma'} x_{\gamma^{-1}\gamma} \gamma'.
\]

Let \( X \) be a closed \( \Gamma \)-invariant subspace of \( G^\Gamma \). For \( F \subset \Gamma \) a subset \( E \) of \( X \) is called \([F, \varepsilon]\)-separated if for all \( x \neq y \) in \( E \) there is some \( \gamma \) in \( F \) with \( \vartheta(x_{\gamma}, y_{\gamma}) \geq \varepsilon \). It is called \([F, \varepsilon]\)-spanning if for every \( x \) in \( X \) there exists a \( y \) in \( E \) with \( \vartheta(x_{\gamma}, y_{\gamma}) < \varepsilon \) for all \( \gamma \) in \( F \).

Let \( s'_F(\varepsilon) \), resp. \( r'_F(\varepsilon) \), be the maximum, resp. minimum, of the cardinalities of all \([F, \varepsilon]\)-separated, resp. \([F, \varepsilon]\)-spanning, subsets \( E \) of \( X \).

Fix a sequence \((c_\gamma)\) of positive real numbers indexed by \( \gamma \in \Gamma \) such that \( c_\varepsilon = 1 \) and \( \sum c_\gamma < \infty \). Then the formula

\[
d(x, y) = \sum_{\gamma \in \Gamma} c_\gamma \vartheta(x_{\gamma}, y_{\gamma})
\]

defines a left-invariant metric on \( G^\Gamma \) which induces the topology of \( G^\Gamma \). The inequality \( d(x, y) \geq \vartheta(x_{\gamma}, y_{\gamma}) \) implies that \([F, \varepsilon]\)-separated sets are \((F, \varepsilon)\)-separated (for \( d \)) and \((F, \varepsilon)\)-spanning sets are \([F, \varepsilon]\)-spanning. It follows that we have \( s'_F(\varepsilon) \leq s_F(\varepsilon) \) and \( r'_F(\varepsilon) \leq r_F(\varepsilon) \). The next result generalizes [Sch] Proposition 13.7.

**Proposition 2.3.** For a closed \( \Gamma \)-invariant subshift \( X \subset G^\Gamma \) as above we have the following formulas for the topological entropy

\[
h_{\text{top}} = \lim_{\varepsilon \to 0} \lim_{n \to -\infty} \frac{1}{|F_n|} \log r'_F(\varepsilon) = \lim_{\varepsilon \to 0} \lim_{n \to -\infty} \frac{1}{|F_n|} \log s'_F(\varepsilon) = \lim_{\varepsilon \to 0} \lim_{n \to -\infty} \frac{1}{|F_n|} \log s_F(\varepsilon).
\]

**Proof.** (1) For every \( \varepsilon > 0 \) there exist \( \varepsilon' > 0 \) and a finite subset \( K \subset \Gamma \) such that for all \( x, y \) in \( X \) with \( d(x, y) \geq \varepsilon' \) there is some \( \gamma \) in \( K \) with \( \vartheta(x_{\gamma}, y_{\gamma}) \geq \varepsilon \).

Namely, set \( A = \sum c_\gamma \) and choose a finite subset \( K \subset \Gamma \) with \( \sum_{\gamma \in \Gamma \setminus K} c_\gamma < \varepsilon \).

Set \( \varepsilon' = (A + D)\varepsilon \) where \( D \) is the diameter of \( G \) in the \( \vartheta \)-metric. If we have \( \vartheta(x_{\gamma}, y_{\gamma}) < \varepsilon \) for all \( \gamma \in K \), then

\[
d(x, y) < \sum_{\gamma \in K} c_\gamma \varepsilon + D \sum_{\gamma \in \Gamma \setminus K} c_\gamma \leq A\varepsilon + D\varepsilon = \varepsilon'.
\]

(2) Fix \( \varepsilon > 0 \) and choose \( \varepsilon', K \) as in (1). For any finite subset \( F \subset \Gamma \) set \( F' = \{ f \in F \mid fK \subset F \} \). Then any \((F', \varepsilon')\)-separated set \( E \) in \( X \) is \([F, \varepsilon]\)-separated.

Namely, consider elements \( x \neq y \) in \( E \). By assumption, there is some \( f \) in \( F' \) with \( d(f^{-1}x, f^{-1}y) \geq \varepsilon' \). By (1) there is some \( \gamma \) in \( K \) with \( \vartheta(x_{\gamma^{-1}}f, y_{\gamma^{-1}}) = \vartheta((f^{-1}x)_{\gamma}, (f^{-1}y)_{\gamma}) \geq \varepsilon \). Since \( f \gamma \in F \), it follows that \( E \) is \([F, \varepsilon]\)-separated.

(3) Let \((F_n)\) be a Følner sequence. Then for fixed \( K \) the sequence \((F'_n)\) with \( F'_n = \{ f \in F_n \mid fK \subset F_n \} \) is a Følner sequence as well.
Namely, the Følner property for a sequence \((F_n)\) is equivalent to
\[
\lim_{n \to \infty} \frac{|F_n \gamma \setminus F_n|}{|F_n|} = 0 \quad \text{for all } \gamma \in \Gamma.
\]
This property is readily checked for \(F'_n\) since we have
\[
|F'_n \gamma \setminus F'_n| \leq |F_n \gamma \setminus F_n| \leq |F_n \gamma \setminus F_n| + |F_n \setminus F'_n|
\]
and since \(\lim_{n \to \infty} |F'_n|/|F_n| = 1\) because \((F_n)\) was Følner.

(4) Given \(\varepsilon > 0\), choose \(\varepsilon', K\) as in (1) and consider \((F_n)\) and \((F'_n)\) as in (3).
Using (2), it follows that we have
\[
s'_{F'_n}(\varepsilon') \leq s'_{F_n}(\varepsilon)
\]
and hence
\[
\lim_{n \to \infty} \frac{1}{|F'_n|} \log s'_{F'_n}(\varepsilon') \leq \lim_{n \to \infty} \frac{1}{|F'_n|} \log s'_{F_n}(\varepsilon) = \lim_{n \to \infty} \frac{1}{|F_n|} \log s'_{F_n}(\varepsilon).
\]
For \(\varepsilon \to 0\) the \(\varepsilon' = (A + D)\varepsilon\) tends to zero as well. Since the limits exist by monotonicity, this shows using Proposition 2.4 that
\[
\top_{\text{top}} \leq \lim_{\varepsilon \to 0} \lim_{n \to \infty} \frac{1}{|F_n|} \log s'_{F_n}(\varepsilon).
\]
The reverse inequality follows from the inequality \(s'_{F_n}(\varepsilon) \leq s_{F'_n}(\varepsilon)\) noted above. Similar arguments for \(\text{inf}\) and \(r, r'\) conclude the proof. \(\square\)

3. Group von Neumann algebras and Fuglede–Kadison determinant

In this section we first recall the definitions of group von Neumann algebras and the Fuglede–Kadison determinant following [12]. In the amenable case we then prove a formula for this determinant as a limit of finite dimensional determinants.

For a discrete group \(\Gamma\) let \(L^2(\Gamma)\) be the Hilbert space of square summable complex valued functions \(x : \Gamma \to \mathbb{C}\). The group \(\Gamma\) acts isometrically from the left by the formula \((\gamma x)(\gamma') = x_{\gamma^{-1} \gamma'}\). If we represent the elements of \(L^2(\Gamma)\) as formal sums \(\sum x_{\gamma'} \gamma'\), this corresponds to right multiplication by \(\gamma\). For a Banach space \(H\) let \(B(H)\) be the algebra of bounded linear operators from \(H\) to itself. The group von Neumann algebra \(\mathcal{N}\Gamma\) of \(\Gamma\) is the algebra of \(\Gamma\)-equivariant bounded operators from \(L^2(\Gamma)\) into itself:
\[
\mathcal{N}\Gamma = B(L^2(\Gamma))^\Gamma.
\]
The von Neumann trace on \(\mathcal{N}\Gamma\) is the linear form
\[
\text{tr}_{\mathcal{N}\Gamma} : \mathcal{N}\Gamma \longrightarrow \mathbb{C}
\]
defined by \(\text{tr}_{\mathcal{N}\Gamma}(g) = \langle g(e), e \rangle\) where \(e \in \Gamma \subset L^2(\Gamma)\) is the unit of \(\Gamma\).

The group \(\Gamma\) acts isometrically on \(L^2(\Gamma)\) from the right by \((x \gamma)_{\gamma'} = x_{\gamma' \gamma^{-1}}\). This corresponds to right multiplication by \(\gamma\) if we view elements of \(L^2(\Gamma)\) as formal sums. Define the operator \(R_{\gamma} : L^2(\Gamma) \to L^2(\Gamma)\) by \(R_{\gamma}(x) = x \gamma\). It is \(\Gamma\)-equivariant and hence defines an element of \(\mathcal{N}\Gamma\). The \(\mathbb{C}\)-algebra homomorphism
\[
r : \mathbb{C}\Gamma \longrightarrow \mathcal{N}\Gamma, \quad \sum a_{\gamma} \gamma \longrightarrow \sum a_{\gamma} R_{\gamma^{-1}}
\]
is injective and will often be viewed as an inclusion in the following. Restricted to \(\mathbb{C}\Gamma\), the von Neumann trace satisfies \(\text{tr}_{\mathcal{N}\Gamma}(\sum a_{\gamma} \gamma) = a_e\). Since \(R_{1} = R_{1^{-1}}\), we have \(r(f)^{*} = r(f^{*})\) where for \(f = \sum a_{\gamma} \gamma\) we set \(f^{*} = \sum a_{\gamma} \gamma^{-1}\).
For a unit \( u \) in \( \mathcal{N} \Gamma \) the element \( uu^* \) is positive and applying the functional calculus in \( B(L^2(\Gamma)) \), we obtain \( \log uu^* \) in \( \mathcal{N} \Gamma \). The Fuglede–Kadison–Lück determinant of \( u \) is the positive real number
\[
(3.2) \quad \det_{\mathcal{N} \Gamma} u = \exp \left( \frac{1}{2} \text{tr}_{\mathcal{N} \Gamma} (\log uu^*) \right).
\]
This defines a homomorphism
\[
\det_{\mathcal{N} \Gamma} : (\mathcal{N} \Gamma)^\times \to \mathbb{R}^*_+
\]
with \( \det_{\mathcal{N} \Gamma}(u) = \det_{\mathcal{N} \Gamma}(u^*) \). If \( u \) is positive, then \( u = \sqrt{uu^*} \) and hence we have
\[
(3.3) \quad \det_{\mathcal{N} \Gamma}(u) = \exp(\text{tr}_{\mathcal{N} \Gamma}(\log u)) .
\]
For an element \( f \) of \( C \Gamma \) we also write \( \det_{\mathcal{N} \Gamma} f \) for \( \det_{\mathcal{N} \Gamma} r(f) \).

The product in \( C \Gamma \) extends by continuity to its completion in the \( \| \cdot \|_1 \)-norm and one obtains the \( L^1 \)-convolution algebra \( L^1(\Gamma) \) of \( \Gamma \). Right multiplication on \( L^p(\Gamma) \) is continuous for \( p \geq 1 \) including \( p = \infty \) because of the estimate \( \| \varphi \cdot f \|_p \leq \| f \|_1 \| \varphi \|_p \) for all \( \varphi \) in \( L^p(\Gamma) \) and \( f \) in \( L^1(\Gamma) \).

Similarly as before, one obtains injective algebra homomorphisms
\[
(3.4) \quad r^{(p)} : L^1(\Gamma) \to B(L^p(\Gamma))^\Gamma \quad \text{with} \quad \| r^{(p)}(f) \| \leq \| f \|_1 ,
\]
by mapping \( f \) to right multiplication with \( f^* \). Note that if we view the elements of our \( L^p \)-spaces not as formal sums but as functions, then multiplication becomes convolution. For \( p = 2 \) we obtain an injection
\[
(3.5) \quad r = r^{(2)} : L^1(\Gamma) \to \mathcal{N} \Gamma \quad \text{with} \quad \| r(f) \| \leq \| f \|_1
\]
which extends the map \( (3.1) \) above. In particular, units in \( L^1(\Gamma) \) give units in \( \mathcal{N} \Gamma \). For some classes of groups, the converse is known. We will discuss this in Theorem \( 3.6 \) below.

Example. Take some element \( g \) in \( C \Gamma \) with \( \| g \|_1 < 1 \). Then \( 1 + g \) is a unit in \( L^1(\Gamma) \) and hence \( u = r(1 + g) = 1 + r(g) \) is a unit in \( \mathcal{N} \Gamma \). The series
\[
\log(1 + g) = \sum_{\nu=1}^{\infty} \frac{(-1)^{\nu-1}}{\nu} g^\nu
\]
converges in \( L^1(\Gamma) \). If \( u \) is also positive, e.g., if \( g = h + h^* + hh^* \) for some \( h \) in \( C \Gamma \) with \( \| h \|_1 < \sqrt{2} - 1 \), then we have by \( (3.3) \)
\[
(3.6) \quad \log \det_{\mathcal{N} \Gamma} u = \text{tr}_{\mathcal{N} \Gamma} \left( \sum_{\nu=1}^{\infty} \frac{(-1)^{\nu-1}}{\nu} g^\nu \right) = \sum_{\nu=1}^{\infty} \frac{(-1)^{\nu-1}}{\nu} \text{tr}_{\mathcal{N} \Gamma}(g^\nu) .
\]
Recall that \( g^\nu \) is the \( \nu \)-th power of \( g \) in \( C \Gamma \) and \( \text{tr}_{\mathcal{N} \Gamma}(g^\nu) \) is its \( e \)-coefficient.

Next we look at the case \( \Gamma = \mathbb{Z}^n \). The Fourier transform provides an isometric isomorphism of Hilbert spaces \( F : L^2(\mathbb{Z}^n) \sim \to L^2(T^n) \). On \( L^1 \cap L^2 \) the Fourier transform and its inverse are given by
\[
F(c)(z) = \sum_{\nu \in \mathbb{Z}^n} c_\nu z^\nu \quad \text{and} \quad F^{-1}(f)_{\nu} = \int_{T^n} f(z)\overline{z^\nu} \, d\mu(z) .
\]
For an operator $A$ in $\mathcal{B}(L^2(\mathbb{Z}^n))$ define the operator $\hat{A}$ in $\mathcal{B}(L^2(T^n))$ by the commutative diagram

$$
\begin{array}{ccc}
L^2(\mathbb{Z}^n) & \xrightarrow{A} & L^2(\mathbb{Z}^n) \\
\mathcal{F} & \downarrow & \downarrow \mathcal{F} \\
L^2(T^n) & \xrightarrow{\hat{A}} & L^2(T^n)
\end{array}
$$

Using the formulas for the Fourier transform, it follows that for $\mathbb{Z}^n$-equivariant $A$, i.e., for $A$ in $\mathcal{N}\mathbb{Z}^n$, the operator $\hat{A}$ is given by multiplication with the $L^\infty$-function $\mathcal{F}(A(0))$ on $T^n$. Here $0 \in \mathbb{Z}^n \subset L^2(\mathbb{Z}^n)$. In this way one obtains an isomorphism of von Neumann algebras

$$\mathcal{N}\mathbb{Z}^n \xrightarrow{\sim} L^\infty(T^n), \ A \mapsto \mathcal{F}(A(0)).$$

On $L^\infty(T^n)$ the trace $\text{tr}_{\mathcal{N}\mathbb{Z}^n}$ becomes the Haar integral $\int_{T^n}$, since

$$\text{tr}_{\mathcal{N}\mathbb{Z}^n}(A) = (A(0),0) = A(0) = \int_{T^n} \mathcal{F}(A(0)) \, d\mu.$$ 

**Proposition 3.1.** For an element $f$ in $\mathbb{C}[\mathbb{Z}^n]$ the following conditions are equivalent:

(a) $f$ is a unit in $L^1(\mathbb{Z}^n)$.

(b) $f$ is a unit in $\mathcal{N}\mathbb{Z}^n$.

(c) $f$ viewed as a Laurent polynomial does not vanish in any point of $T^n$.

Under these conditions we have

$$\text{det}_{\mathcal{N}T} f = \exp \int_{T^n} \log |f(z)| \, d\mu(z).$$

**Proof.** We have seen that (a) implies (b). If $f$ is a unit in $\mathcal{N}\mathbb{Z}^n$, then $\mathcal{F}(r(f))(0)$ is a unit in $L^\infty(T^n)$. By definition, $r(f)(0) = f^* \in \mathbb{C}[\mathbb{Z}^n] \subset L^2(\mathbb{Z}^n)$ and $\mathcal{F}(f^*) = \overline{f}$ where on the right $f$ is viewed as a Laurent polynomial in the coordinates $z = (z_1, \ldots, z_n)$ on $T^n$. Since $\mathcal{F}(r(f))(0) = \overline{f}$ is a continuous function on $T^n$, it is a unit in $L^\infty(T^n)$ if and only if it does not vanish in any point of $T^n$. Hence (b) implies (c). The implication (c) $\Rightarrow$ (a) follows from a famous theorem of Wiener [W], Lemma II.4, who showed that if a continuous nowhere vanishing function $f$ on $T^n$ has Fourier coefficients in $L^1(\mathbb{Z}^n)$, then $1/f$ has Fourier coefficients in $L^1(\mathbb{Z}^n)$ as well. See [K] for a modern proof using Gelfand’s theory of commutative $C^*$-algebras.

As we have seen, the element $f$ in $\mathbb{C}[\mathbb{Z}^n] \subset \mathcal{N}\mathbb{Z}^n$ maps to the function $\overline{f}$ in $L^\infty(T^n)$. Hence $\log ff^*$ in $\mathcal{N}\mathbb{Z}^n$ corresponds to $\log \overline{f} = \log |f|^2$ in $L^\infty(T^n)$. Since the von Neumann trace on $\mathcal{N}\mathbb{Z}^n$ is the integral over $T^n$, the formula for $\text{det}_{\mathcal{N}T} f$ follows.

**Remark.** Similarly, one sees that the Mahler measure for compact abelian groups $G$ introduced in [L3] is a Kadison–Fuglede determinant for the character group $\Gamma$ of $G$.

There is a classification theory for von Neumann algebras in terms of types. See [L2] 9.1.2 for a quick overview. For a finitely generated discrete group $\Gamma$ the von Neumann algebra $\mathcal{N}\Gamma$ is finite of type I if $\Gamma$ has an abelian subgroup of finite index. Otherwise it is of type II$_1$. Thus for example $\mathcal{N}\Gamma$ is of type II$_1$ for the 3-dimensional integral Heisenberg group which is a first nontrivial example of a torsion-free noncommutative amenable discrete group.
We now state a crucial approximation result due to Lück and Schick for von Neumann traces of amenable groups; cf. [L1], [Schi, Lemma 4.6], or [L2, Lemma 13.42]. We give a version valid for arbitrary Følner sequences. Let \( \Gamma \) be a finitely generated discrete amenable group with a Følner sequence \( (F_n) \). An element \( A \) of \( \mathcal{N}\Gamma \) induces for every finite subset \( F \subset \Gamma \) an endomorphism, obtained by composition:

\[
A_F : \mathbb{C}[F] \xrightarrow{i_F} L^2(\Gamma) \xrightarrow{\pi} L^2(\Gamma) \xrightarrow{p_F} \mathbb{C}[F].
\]

Here \( i_F \) and \( p_F \) are the canonical inclusion and projection maps, respectively. Note that \( p_F^* = i_F \) and hence \((A^*)_F = (A_F)^*\). For the operator norms adapted to the \( L^2 \)-norms we have \( \|A_F\| \leq \|A\| \). We write \( A_n = A_{F_n}, \) etc.

**Theorem** (Lück, Schick). For every complex polynomial \( Q \) and any \( A \) in \( \mathcal{N}\Gamma \) we have

\[
\text{tr}_{\mathcal{N}\Gamma}(Q(A)) = \lim_{n \to \infty} \frac{1}{|F_n|} \text{tr}(Q(A_n)).
\]

For the convenience of the reader let us sketch the proof. It suffices to take \( Q(T) = T^s \) for \( s \geq 1 \). Let \( \pi_n = i_n p_n \) be the orthogonal projection of \( L^2(\Gamma) \) to \( \mathbb{C}[F_n] \). For \( \gamma \in F_n \subset \mathbb{C}[F_n] \) we have

\[
(A_n^s(\gamma), \gamma) = ((\pi_n A)^s(\gamma), \gamma).
\]

Using the telescope formula

\[
A^s - (\pi_n A)^s = \sum_{\nu=0}^{s-1} (\pi_n A)^\nu (1 - \pi_n) A^{s-\nu},
\]

one finds the estimate

\[
\left| (A^s(\gamma), \gamma) - (A_n^s(\gamma), \gamma) \right| \leq \sum_{\nu=0}^{s-1} \| (1 - \pi_n) A^{s-\nu}(\gamma) \|_2 \| A \|^{\nu}.
\]

For \( \varepsilon > 0 \), writing

\[
A_i(\varepsilon) = \sum_{\gamma} \lambda_{i,\gamma} \text{ in } L^2(\Gamma) \quad \text{for } 1 \leq i \leq s,
\]

one finds an integer \( R = R(\varepsilon) \geq 1 \) such that we have

\[
\left\| \sum_{d(\gamma, x) > R} \lambda_{i,\gamma} \right\|_2 < \varepsilon \quad \text{for all } 1 \leq i \leq s.
\]

Here \( d \) is the left invariant metric on the (right) Cayley graph \( \mathcal{G} \) of \( \Gamma \) with respect to a finite set \( S \) of generators of \( \Gamma \) with \( S = S^{-1} \). Its set of vertices is \( \Gamma \) and two vertices \( \gamma, \gamma' \) of \( \mathcal{G} \) are connected by a (unique) edge if and only if \( \gamma' = \gamma s \) for some \( s \) in \( S \).

For all \( n \geq 1 \) we get

\[
\left| \text{tr}_{\mathcal{N}\Gamma}(A^s) - \frac{1}{|F_n|} \text{tr}(A_n^s) \right| = \left| \frac{1}{|F_n|} \sum_{\gamma \in F_n} (A^s(\gamma), \gamma) - (A_n^s(\gamma), \gamma) \right|
\]

\[
\leq \frac{1}{|F_n|} \sum_{\gamma \in F_n} \sum_{\nu=0}^{s-1} \| (1 - \pi_n) A^{s-\nu}(\gamma) \|_2 \| A \|^{\nu}.
\]

For \( \gamma \) with \( B_R(\gamma) \subset F_n \) we have

\[
\| (1 - \pi_n) A^{s-\nu}(\gamma) \|_2 < \varepsilon
\]
since \( \gamma \gamma' \notin F_n \) implies that \( d(\gamma', e) = d(\gamma', \gamma) > R \). Separating the sum over
\( \gamma \in F_n \) into a sum over \( \gamma \)'s with \( B_R(\gamma) \notin F_n \) and another one over the rest, one
gets the estimate
\[
\left| \text{tr}_{\mathcal{N}\Gamma}(A^*) - \frac{1}{|F_n|}\text{tr}(A^*_n) \right| \leq \frac{|\{ \gamma \in F_n \mid B_R(\gamma) \notin F_n \}|}{|F_n|} s\|A\| + s\varepsilon \max(1, \|A\|) .
\]
Let \( K \) be the finite set of \( \leq R \)-fold products of element in \( S \). Then \( B_R(\gamma) = \gamma K \)
and hence \( B_R(\gamma) \notin F_n \) is equivalent to \( \gamma \notin F_n K^{-1} = F_n K \). Thus by the Følner
property the first term on the right tends to zero for \( n \to \infty \). This gives the
assertion.

In general we cannot approximate \( \det_{\mathcal{N}\Gamma}(u) \) for \( u \) in \( (\mathcal{N}\Gamma)^* \) by the finite
dimensional determinants \( u_n \) because these may well be zero for all \( n \). If for example
\( F_n \gamma^{-1} \notin F_n \), then for \( u = r(\gamma) \) we have \( \det_{\mathcal{N}\Gamma}(u) = 1 \) and \( \det u_n = 0 \). If however \( u \) is positive, this cannot occur and we have the following theorem, which is similar
to a result in [LA]:

**Theorem 3.2.** If \( u \) in \( (\mathcal{N}\Gamma)^* \) is positive, then all induced endomorphisms \( u_n \) of
\( \mathbb{C}[F_n] \) are invertible and positive as well and we have
\[
\det_{\mathcal{N}\Gamma} u = \lim_{n \to \infty} (\det u_n)^{1/|F_n|} .
\]

**Proof.** For a finite subset \( F \) of \( \Gamma \) consider the endomorphism \( u_F = p_F u i_F \) of \( \mathbb{C}[F] \)
as in formula (3.7). Since \( u \) is selfadjoint, \( u_F \) is selfadjoint as well. Moreover for
\( v \neq 0 \) in \( \mathbb{C}[F] \) we have since \( u \) is positive and invertible
\[
(u_F(v), v) = (p_F u i_F(v), v) = (u(i_F(v)), i_F(v)) > 0 .
\]
Hence \( u_F \) is a positive isomorphism. Equation (3.9) implies that we have
\[
\sup_{v \in \mathbb{C}[F]} \frac{(u(v), v)}{\|v\|_{L^2(F)}} \leq \sup_{v \in \mathbb{C}[F]} (u(v), v) \leq \sup_{v \in \mathbb{C}[F]} (u_i F(v), v)
\]
and
\[
\inf_{v \in \mathbb{C}[F]} \frac{(u(v), v)}{\|v\|_{L^2(F)}} \geq \inf_{v \in \mathbb{C}[F]} (u(v), v) .
\]
Now, according to [Y], XI, 8, Theorem 2 and VII, 3, Theorem 3), we have the
following information about the spectrum \( \sigma(T) \) of a bounded selfadjoint operator
\( T \) on a Hilbert space:

\[
\sup_{\lambda \in \sigma(T)} \frac{\lambda}{\|v\|_{L^2(T)}} = \|T\| \quad \text{and} \quad \inf_{\lambda \in \sigma(T)} \frac{\lambda}{\|v\|_{L^2(T)}} = \inf_{\lambda \in \sigma(T)} \frac{(Tv, v)}{\|v\|_{L^2(T)}} .
\]
Since \( \sigma(u) \) is a compact subset of \((0, \infty)\) since \( u \) was positive invertible, it follows
that we have
\[
0 < a := \inf_{\lambda \in \sigma(u)} \lambda \leq \inf_{\lambda \in \sigma(u_F)} \lambda \leq \sup_{\lambda \in \sigma(u_F)} \lambda \leq \sup_{\lambda \in \sigma(u)} \lambda =: b .
\]
The operators \( \log u \) in \( \mathcal{N}\Gamma \) and \( \log u_n \) in \( \text{End} \mathbb{C}[F_n] \) can be defined by the functional
calculus since \( u \) and \( u_n \) are positive and invertible. For the theorem, we have to prove the limit formula
\[
\text{tr}_{\mathcal{N}\Gamma}(\log u) = \lim_{n \to \infty} \frac{1}{|F_n|}\text{tr}(\log u_n) .
\]
Fix $\varepsilon > 0$. By the Weierstraß approximation theorem there exists a real polynomial $Q$ such that
\[
\sup_{t \in [a,b]} |\log t - Q(t)| \leq \varepsilon .
\]
By the estimates \((3.11)\) we know that $\sigma(u), \sigma(u_n) \subset [a,b]$ for all $n \geq 1$. Hence we get the following estimates for the spectral norms, i.e., the operator norms adapted to the $L^2$-norms:
\[
\left\| \log u - Q(u) \right\| \leq \varepsilon \quad \text{and} \quad \left\| \log u_n - Q(u_n) \right\| \leq \varepsilon .
\]
By the approximation result for traces above, we may choose $n_0 \geq 1$, such that for all $n \geq n_0$ we have
\[
\left| \text{tr}_{\mathcal{N}T} Q(u) - \frac{1}{|F_n|} \text{tr} Q(u_n) \right| \leq \varepsilon .
\]
For any selfadjoint endomorphism $T$ of $\mathbb{C}[T]$ we have the estimate
\[
|\text{tr} T| \leq |T| \|T\|
\]
because
\[
\left| \sum_{\lambda \in \sigma(T)} \lambda \right| \leq \dim \mathbb{C}[T] \sup_{\lambda \in \sigma(T)} \lambda = |T| \sup_{\|v\|_2 = 1} (Tv, v) \leq |T| \|T\| .
\]
Hence we get
\[
\left| \text{tr}_{\mathcal{N}T} (\log u) - \frac{1}{|F_n|} \text{tr} (\log u_n) \right| \leq |\text{tr}_{\mathcal{N}T} (\log u - Q(u))|
\]
\[
+ \left| \text{tr}_{\mathcal{N}T} Q(u) - \frac{1}{|F_n|} \text{tr} Q(u_n) \right| + \frac{1}{|F_n|} |\text{tr} (\log u_n - Q(u_n))|
\]
\[
\leq \left\| \log u - Q(u) \right\| + \varepsilon + \left\| \log u_n - Q(u_n) \right\| \leq 3\varepsilon .
\]
\[
\square
\]
\textbf{Proposition 3.3.} For positive $u$ in $(\mathcal{N}T)^\times$ we have $\left\| u_F^{-1} \right\| \leq \left\| u^{-1} \right\|$ for the spectral norms.

\textbf{Proof.} This follows from equations \((3.10)\) and \((3.11)\):
\[
\left\| u_F^{-1} \right\| = \sup_{\lambda \in \sigma(u_F)} \lambda^{-1} = \left( \inf_{\lambda \in \sigma(u_F)} \lambda \right)^{-1} \leq \left( \inf_{\lambda \in \sigma(u)} \lambda \right)^{-1} = \sup_{\lambda \in \sigma(u)} \lambda^{-1} = \left\| u^{-1} \right\| .
\]
\[
\square
\]
For $f$ in $\mathbb{C}[\Gamma]$ and finite $F \subset \Gamma$ we denote the endomorphism $r(f)_F$ of $\mathbb{C}[F]$ also by $f_F$. It is equal to the composition
\[
f_F : \mathbb{C}[F] \hookrightarrow \mathbb{C}[\Gamma] \xrightarrow{R_f} \mathbb{C}[\Gamma] \xrightarrow{p} \mathbb{C}[F] .
\]
If $f$ is in $\mathbb{Z}[\Gamma]$, then $f_F$ maps $\mathbb{Z}[F]$ and $\mathbb{R}[F]$ into themselves. Since $\mathbb{Z}[\Gamma]$ is a lattice in $\mathbb{R}[\Gamma]$, we get the following corollary of Theorem 3.2 where we write $f_n$ for $f_{F_n}$:

\textbf{Corollary 3.4.} Let $\Gamma$ be a finitely generated discrete amenable group and consider an element $f$ of $\mathbb{Z}[\Gamma]$ which is a positive unit in $\mathcal{N}T$. Then for every Følner sequence $(F_n)$ we have the formula:
\[
\det_{\mathcal{N}T} f = \lim_{n \to \infty} \left| \mathbb{Z}[F_n]/f_n \mathbb{Z}[F_n] \right|^{1/|F_n|} .
\]
Proof. For any isomorphism $\varphi$ of a finite dimensional real vector space $V$ which maps a lattice $\Lambda$ of $V$ into itself we have

$$|\det \varphi| = |\Lambda/\varphi(\Lambda)|.$$ 

Hence the corollary follows from Theorem 3.2. □

The next result follows by combining several results in the literature.

**Theorem 3.5.** Let $\Gamma$ be a finitely generated virtually nilpotent discrete group. Then we have

$$\tag{W} L^1(\Gamma) \cap (\mathcal{N}\Gamma)^\times = L^1(\Gamma)^\times.$$ 

**Proof.** The one-sided Wiener property ($W'$) for a discrete group $\Gamma$ is that every proper left (right) ideal in $L^1(\Gamma)$ is annihilated by a nonzero positive linear functional, [Le]. Equivalently, every such ideal has to annihilate a nonzero vector in a nondegenerate $*$-representation of $L^1(\Gamma)$. Another way to phrase this condition is as follows:

**Claim.** Condition ($W'$) is equivalent to the condition

$$\tag{W''} L^1(\Gamma) \cap C^*(\Gamma)^\times = L^1(\Gamma)^\times$$

where $C^*(\Gamma)$ is the $C^*$-algebra of $\Gamma$.

**Proof.** Assume that $\Gamma$ satisfies ($W'$) and consider $f$ in $L^1(\Gamma) \cap C^*(\Gamma)^\times$. Then for every nondegenerate $*$-representation $\pi$ of $L^1(\Gamma)$ or equivalently for every such representation of $C^*(\Gamma)$, the operator $\pi(f)$ is invertible. By condition ($W'$) we must therefore have $L^1(\Gamma)f = L^1(\Gamma)$ and $fL^1(\Gamma) = L^1(\Gamma)$. Hence $f$ is a unit in $L^1(\Gamma)$. Now assume that $\Gamma$ does not satisfy ($W'$). Then there is a proper left ideal $a$ in $L^1(\Gamma)$ which is not annihilated by a state of $C^*(\Gamma)$. By [Di, Theorem 2.9.5], it follows that $a$ must be dense in $C^*(\Gamma)$. Hence there is an element $f$ in $a \cap C^*(\Gamma)^\times$.

It cannot be a unit in $L^1(\Gamma)$ and hence ($W''$) is not satisfied. This proves the claim. □

Let $C^*_r(\Gamma)$ be the reduced $C^*$-algebra of $\Gamma$, i.e., the closure of $L^1(\Gamma)$ in the operator norm of $\mathcal{B}(L^2(\Gamma))$. Using functional calculus, one sees that

$$C^*_r(\Gamma) \cap (\mathcal{N}\Gamma)^\times = C^*_r(\Gamma)^\times.$$ 

If the discrete group $\Gamma$ is amenable, we have $C^*_r(\Gamma) = C^*(\Gamma)$ and hence (W) is equivalent to ($W''$), i.e., to ($W'$). It follows from the work of Losert [Lo] that a discrete group satisfies ($W'$) if and only if it is “symmetric”. Finitely generated virtually nilpotent discrete groups are symmetric by [LeP, Corollary 3]. □

**Remark.** The argument shows that for finitely generated discrete amenable groups, condition (W) is equivalent to the symmetry of $\Gamma$.

### 4. The Dynamical Systems

In this section we introduce the class of dynamical systems that we are interested in and give a remark on expansiveness.

For a discrete group $\Gamma$ consider the Pontrjagin pairing

$$\langle \cdot, \cdot \rangle : \mathbb{Z}\Gamma \times \hat{\mathbb{Z}}\Gamma \to \mathbb{R}/\mathbb{Z}.$$
If we view the elements of $\widehat{\mathbb{Z}\Gamma} = \mathbb{R}/\mathbb{Z}[[\Gamma]]$ as infinite formal sums over $\Gamma$ with coefficients in $\mathbb{R}/\mathbb{Z}$, we have

$$\langle \sum_{\gamma} a_{\gamma} \gamma, \sum_{\gamma} x_{\gamma} \gamma \rangle = \sum_{\gamma} a_{\gamma} x_{\gamma} \quad \text{in } \mathbb{R}/\mathbb{Z}.$$  

Note that the sum on the right is finite. The ring $\mathbb{Z}\Gamma$ operates by left and right multiplication on the abelian group $\mathbb{R}/\mathbb{Z}[[\Gamma]]$. The following formula holds for all $a, f$ in $\mathbb{Z}\Gamma$ and $x$ in $\mathbb{R}/\mathbb{Z}[[\Gamma]]$:

$$\langle af, x \rangle = \langle a, xf^* \rangle = \langle f, a^* x \rangle.$$  

This needs to be checked for $a, f, x$ in $\Gamma$ only, where it is clear. According to (4.1) the Pontrjagin dual to right multiplication by $f$ on $\mathbb{Z}\Gamma$ is right multiplication by $f^*$ on $\mathbb{R}/\mathbb{Z}[[\Gamma]]$. Hence we have

$$X_f := \mathbb{Z}\Gamma/\mathbb{Z}\Gamma f = \text{Ker}(R_{f^*} : \mathbb{R}/\mathbb{Z}[[\Gamma]] \rightarrow \mathbb{R}/\mathbb{Z}[[\Gamma]]).$$

We have a natural left $\Gamma$-action on $\mathbb{Z}\Gamma$ by sending the character $\chi$ to the character $\gamma \chi$ defined by $(\gamma \chi)(a) = \chi(\gamma^{-1} a)$. According to (4.1) this corresponds to left multiplication by $\gamma \in \Gamma$ on $\mathbb{R}/\mathbb{Z}[[\Gamma]]$. Since left and right multiplication commute, this left $\Gamma$-action passes to $X_f$. It is clear that $\Gamma$ acts by (topological) automorphisms on the compact abelian group $X_f$.

Now assume that $\Gamma$ is a finitely generated discrete amenable group. Since $\mathbb{Z}\Gamma/\mathbb{Z}\Gamma f$ is countable, the compact group $X_f$ is metrizable. In Section 2 we have seen that the different notions of entropy for the $\Gamma$-action on $X_f$ coincide and we set

$$h_f := h_{\text{cover}} = h_{\text{sep}} = h_{\text{span}} = h_\mu$$

where $\mu$ is the Haar measure on $X_f$. Let $\vartheta$ be the invariant metric on $\mathbb{R}/\mathbb{Z}$ induced from $\mathbb{R}$, i.e.,

$$\vartheta(t \mod \mathbb{Z}, t' \mod \mathbb{Z}) = \min_{n \in \mathbb{Z}} |t - t' + n|.$$  

According to Proposition 2.3 applied to $X_f$ and $G = \mathbb{R}/\mathbb{Z}$, we have

$$h_f = \lim_{\varepsilon \to 0} \lim_{n \to \infty} \frac{1}{|F_n|} \log s_{F_n}^\varepsilon(\varepsilon).$$

Here $s_{F_n}^\varepsilon(\varepsilon)$ is the maximal cardinality of an $[F, \varepsilon]$-separated subset $E$ of $X_f$. Recall that $E$ is $[F, \varepsilon]$-separated if for all $x \neq y$ in $E$ there is some $\gamma \in F$ with $\vartheta(x_\gamma, y_\gamma) \geq \varepsilon$. This is the formula for the entropy $h_f$ that will be used later.

Recall that a $\Gamma$-action by homeomorphisms on a compact metrizable space $X$ is expansive if there exists a metric $d$ defining the topology and an $\varepsilon > 0$ such that for all $x \neq y$ in $X$ we have $d(\gamma x, \gamma y) \geq \varepsilon$ for some $\gamma$ in $\Gamma$. If $\Gamma$ acts by automorphisms on a compact metrizable abelian topological group $X$, this is equivalent to the existence of an expansive neighborhood $N$ of $0 \in X$, i.e., $\bigcap_{\gamma \in \Gamma} \gamma N = 0$.

**Proposition 4.1.** Let $\Gamma$ be a finitely generated discrete group. If $f$ in $\mathbb{Z}\Gamma$ is a unit in $L^1(\Gamma)$, the $\Gamma$-action on $X_f$ is expansive.

**Proof.** Set $\varepsilon = (3|f||1|)^{-1}$ and $N = \{x \in X_f \mid \vartheta(x, 0) < \varepsilon\}$. We claim that $N$ is an expansive neighborhood of $0 \in X_f$. If not, there exists some $x \neq 0$ in $\bigcap_{\gamma \in \Gamma} \gamma N$, i.e., with $\vartheta(x_\gamma, 0) < \varepsilon$ for all $\gamma \in \Gamma$. Because of $\varepsilon \leq 1/3$, there exists a unique $y$ in $L^\infty(\Gamma)$ with $|y_\gamma| < \varepsilon$ and $x_\gamma = y_\gamma \mod \mathbb{Z}$ for all $\gamma \in \Gamma$. By definition of $X_f$ we have
Let $\Gamma$ be a finitely generated discrete amenable group. If $f$ in $\mathbb{Z}[\Gamma]$ is a unit in $L^1(\Gamma)$ and positive in $\mathcal{N}_T$, then we have

$$h_f \geq \log \det_{\mathcal{N}_T} f.$$  

**Proof.** For a finite subset $F \subset \Gamma$ consider the isomorphism (cf. 3)

$$f_F : \mathbb{R}[F] \stackrel{i}{\rightarrow} \mathbb{R}\Gamma \stackrel{R_f}{\rightarrow} \mathbb{R}\Gamma \stackrel{p}{\rightarrow} \mathbb{R}[F].$$

It maps $\mathbb{Z}[F]$ into itself. Setting

$$Y_F = f_F^{-1}\mathbb{Z}[F]/\mathbb{Z}[F] \subset \mathbb{R}[F]/\mathbb{Z}[F] = \mathbb{R}/\mathbb{Z}[F],$$

we have by Corollary 1

$$\log \det_{\mathcal{N}_T} f = \lim_{n \to \infty} \frac{1}{|F_n|} \log |Y_{F_n}|.$$  

For $t$ in $\mathbb{R}/\mathbb{Z}$ let $\tilde{t}$ in $\mathbb{R}$ be its unique representative with $0 \leq \tilde{t} < 1$.

Let $\mathbb{R}/\mathbb{Z}[F] \rightarrow \mathbb{R}[F], y \mapsto \tilde{y}$, be the map defined by $\tilde{y}_\gamma = (\tilde{y}_\gamma)$ for all $\gamma \in F$. For an element $z$ of $\mathbb{R}[\Gamma]$ let $[z]$ be its class in $\mathbb{R}/\mathbb{Z}[\Gamma]$. Since $f$ is invertible in $\mathcal{N}_T$, the operator

$$r(f)^{-1} : L^2(\Gamma) \longrightarrow L^2(\Gamma)$$

exists and is bounded. In fact by 5 we have $\|r(f)^{-1}\| \leq \|f^{-1}\|_1$, but this is not essential. The operator $r(f)^{-1}$ restricts to the real $L^2$-spaces and we can consider the composition

$$\mathbb{R}[F] \xrightarrow{f_F} \mathbb{R}[F] \xrightarrow{r_f^{-1}} L^2(\Gamma) \xrightarrow{r(f)^{-1}} L^2(\Gamma) \xrightarrow{p} \mathbb{R}[[\Gamma]].$$

**Claim.** Setting $\varphi(y) = |r(f)^{-1}f_F(\tilde{y})|$, we obtain a map $\varphi : Y_F \rightarrow X_f$.

Namely, we have

$$R_f \cdot [r(f)^{-1}f_F(\tilde{y})] = [r(f)r(f)^{-1}f_F(\tilde{y})] = [f_F(\tilde{y})] = 0$$

since $f_F(\tilde{y}) \in \mathbb{Z}[F] \subset \mathbb{Z}[\Gamma]$ by the definition of $Y_F$.

Now, the idea is to show that the map $\varphi$ injects $Y_F$ into an $[F',\varepsilon]$-separated subset of $X_f$ for suitable $\varepsilon > 0$ and a slight enlargement $F'$ of $F$. This does not work directly since $\varphi$ is not injective in general. However, using that $f$ is a unit in $L^1(\Gamma)$ and not only in $\mathcal{N}_T$, it is possible to replace $Y_F$ by a subset $\hat{Y}_F$ for which the above idea works.
Let $K$ be the support of $f$ and set $A = \|f^{-1}\|_1\|f\|_1$. Subdivide the interval $[-A, A]$ into disjoint subintervals $I_j, j \in J$, such that all $I_j$ with at most one exception have length $1/3$ and the remaining one has length $\leq 1/3$. The inequality

$$2A = \sum_{j \in J} |I_j| \geq \frac{1}{3}(|J| - 1)$$

shows that $|J| \leq 6A + 1$.

We claim that for all $y$ in $Y_F$ the number $r(f)^{-1}f_F(\hat{y})_\gamma$ lies in $[-A, A]$. Namely, since $f$ is invertible in $L^1(\Gamma)$, the operator $r(\infty)(f)$ is invertible and we can consider its inverse

$$r(\infty)(f)^{-1} : L^\infty(\Gamma) \rightarrow L^\infty(\Gamma).$$

According to (3.4) we have $\|r(\infty)(f)^{-1}\| \leq \|f^{-1}\|_1$. Since $\Re[f]$ lies in $L^2(\Gamma) \subset L^\infty(\Gamma)$, we get

$$\|r(f)^{-1}f_F(\hat{y})\|_\infty = \|r(\infty)(f)^{-1}f_F(\hat{y})\|_\infty \leq \|r(\infty)(f)^{-1}\| \cdot \|f_F(\hat{y})\|_\infty \leq \|f\|_1.$$ 

Note here that the projection $L^\infty(\Gamma) \rightarrow L^\infty(F)$ has norm $\leq 1$ and $\|r(\infty)(f)\| \leq \|f\|_1$.

The author learned about the following type of argument from Rita Solomyak’s paper [S] §3. We define an equivalence relation $\sim$ on $Y_F$ as follows. For elements $y, y'$ in $Y_F$ set $y \sim y'$ if for every $\gamma \in FK \setminus F$ there is some $j \in J$ such that both

$$r(f)^{-1}f_F(\hat{y})_\gamma \text{ and } r(f)^{-1}f_F(\hat{y}')_\gamma \text{ lie in } I_j.$$ 

(The above argument was needed to show that $\sim$ is reflexive.)

There are at most $|J|^{|FK \setminus F|} \leq (6A + 1)^{|FK \setminus F|}$ equivalence classes. Fix an equivalence class $\hat{Y}_F$ of maximal order. Then we have the estimates

$$|\hat{Y}_F| \leq |Y_F| \leq (6A + 1)^{|FK \setminus F||\hat{Y}_F|}.$$

Applying this to $F = F_n$ for a Følner sequence $(F_n)$, we get

$$\frac{1}{|F_n|} \log |\hat{Y}_{F_n}| \leq \frac{1}{|F_n|} \log |Y_{F_n}| \leq \frac{1}{|F_n|} \log |\hat{Y}_{F_n}| + \frac{|F_n K \setminus F_n|}{|F_n|} \log (6A + 1).$$

Using the Følner property and equation (3.5), this gives

$$\lim_{n \rightarrow \infty} \frac{1}{|F_n|} \log |\hat{Y}_{F_n}| \leq \log \det_{\mathcal{N} F} f \text{ and } \log \det_{\mathcal{F} F} f \leq \lim_{n \rightarrow \infty} \frac{1}{|F_n|} \log |\hat{Y}_{F_n}|.$$

Hence we have

$$(5.2) \log \det_{\mathcal{N} F} f = \lim_{n \rightarrow \infty} \frac{1}{|F_n|} \log |\hat{Y}_{F_n}|. $$

Claim. The map $\varphi : \hat{Y}_F \rightarrow X_f$ is injective and maps $\hat{Y}_F$ into an $[FK, \varepsilon]$-separated set whenever $\varepsilon < 1/\|f\|_1$.

We have to show that for $y, y'$ in $\hat{Y}_F$ the inequalities

$$\vartheta(|r(f)^{-1}f_F(\hat{y})_\gamma|, |r(f)^{-1}f_F(\hat{y}')_\gamma|) < \varepsilon \quad \text{for } \gamma \in FK$$

imply that $y = y'$. They are equivalent to the equations

$$(5.4) r(f)^{-1}f_F(\hat{y} - \hat{y}')_\gamma = \alpha_\gamma + \mu_\gamma \quad \text{for all } \gamma \in FK$$

with $\alpha_\gamma \in \mathbb{Z}$ and $|\mu_\gamma| < \varepsilon$. 
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By definition of $\hat{Y}_F$ we know that for every $\gamma$ in $FK \setminus F$ the real numbers $r(f)^{-1}f_F(\hat{y})$ and $r(f)^{-1}f_F(\hat{y}')$ lie in the same interval $I_j$. Since $|I_j| \leq 1/3$, it follows that we have

$$|r(f)^{-1}f_F(\hat{y} - \hat{y}')| \leq 1/3.$$ 

Since $\varepsilon < 1/3$, we get for $\gamma$ in $FK \setminus F$

$$1/3 \geq |r(f)^{-1}f_F(\hat{y} - \hat{y}')| = |\alpha_\gamma + \mu_\gamma| \geq |\alpha_\gamma| - |\mu_\gamma| \geq |\alpha_\gamma| - \varepsilon \geq |\alpha_\gamma| - 1/3.$$ 

Hence we have $|\alpha_\gamma| \leq 2/3$ and therefore $\alpha_\gamma = 0$ since $\alpha_\gamma \in \mathbb{Z}$.

We can therefore write

$$(5.5) \quad r(f)^{-1}f_F(\hat{y} - \hat{y}') = \mu + \alpha$$

where $\mu \in L^2(\Gamma) \mathbb{R}$ with $|\mu_\gamma| < \varepsilon$ for all $\gamma \in FK$ and $\alpha \in \mathbb{Z}[F]$. Applying $r(f)$ and the projection $p_F : L^2(\Gamma) \mathbb{R} \rightarrow \mathbb{R}[F]$, we get

$$(5.6) \quad f_F(\hat{y} - \hat{y}') = p_Fr(f)\mu + p_Fr(f)\alpha = p_Fr(f)\mu + f_F(\alpha).$$

Now note that

$$(5.7) \quad p_Fr(f)\mu = p_Fr(f)p_FK\mu.$$ 

Namely, writing $f = \sum_{\gamma' \in K} a_{\gamma'} \gamma''$ and hence $f^* = \sum_{\gamma'' \in K} \alpha_{\gamma'} \gamma''^{-1}$, we have for all $\gamma$ in $F$ that

$$(r(f)\mu)_\gamma = (\mu f^*)_\gamma = \sum_{\gamma'' \in K} \mu_{\gamma'} a_{\gamma''}.$$ 

This depends only on the components $\mu_{\gamma'}$ of $\mu$ with $\gamma' \in FK$.

Using (5.7), we get

$$(5.8) \quad f_F(\hat{y} - \hat{y}' - \alpha) = p_Fr(f)\mu'$$

with $\mu' = p_FK\mu \in I_1[FK]$, where $I_\varepsilon = (-\varepsilon, \varepsilon)$. Next we observe that

$$\|p_Fr(f)\mu'\|_\infty \leq \|r(\infty)(f)\mu'\|_\infty \leq \|f\|_1 \|\mu'\|_\infty.$$ 

This gives

$$p_Fr(f)\mu' \in I_1[F] \subseteq I_1[F].$$

On the other hand, by the definition of $Y_F$ we know that $f_F(\hat{y} - \hat{y}' - \alpha)$ is an element of $\mathbb{Z}[F]$.

Since $I_1[F] \cap \mathbb{Z}[F] = 0$, equation (5.8) shows that $f_F(\hat{y} - \hat{y}' - \alpha) = 0$ and hence that $\hat{y} = \hat{y}' + \alpha$ because $f_F$ is an automorphism of $\mathbb{R}[F]$. Thus we get

$$y = [\hat{y}] = [\hat{y}' + \alpha] = \hat{y}'$$

and the claim is proved.

Next, using the notations from formula (1.2), the claim proves that for $\varepsilon < 1/\|f\|_1$ we have

$$(5.9) \quad s_{F,F,K}'(\varepsilon) \geq |\hat{Y}_F|.$$ 

Using formula (5.2), this shows that

$$\lim_{n \to \infty} \frac{1}{|F_n|} \log s_{F_n,K}'(\varepsilon) \geq \lim_{n \to \infty} \frac{1}{|F_n|} \log |\hat{Y}_{F_n}| = \log \det \mathcal{N}_f.$$ 

Easy estimates using the inequality

$$|A \triangle C| \leq |A \triangle B| + |B \triangle C|$$
for finite subsets $A, B, C$ of a given set show that $(F_n K)$ is a Følner sequence and that $\lim_{n \to \infty} |F_n K|/|F_n| = 1$. It follows that for $\varepsilon < 1/\|f\|_1$ we have

$$\lim_{n \to \infty} \frac{1}{|F_n K|} \log s'_{F_n K}(\varepsilon) \geq \log \det_{\mathcal{N}} f$$

and hence using formula (4.2), we get the desired estimate

$$h_f \geq \log \det_{\mathcal{N}} f.$$  

6. Proof of the inequality $h_f \leq \log \det_{\mathcal{N}} f$

Let $\Gamma$ be a discrete group. A sequence $(F_n)$ of finite subsets of $\Gamma$ will be called a “log-strong Følner sequence” if for every finite subset $K$ of $\Gamma$ we have

$$(6.1) \lim_{n \to \infty} \frac{|F_n K \setminus F_n|}{|F_n|} \log(1 + |F_n K \setminus F_n|) = 0.$$  

This is implied by the following condition for all $\gamma$ in $\Gamma$:

$$(6.2) \lim_{n \to \infty} \frac{|F_n \gamma \setminus F_n|}{|F_n|} \log |F_n| = 0.$$  

Note that it suffices to verify (6.2) for $\gamma$’s running over a symmetric set of generators of $\Gamma$.

Proposition 6.1. Let $\Gamma$ be finitely generated and let $S$ be a finite system of generators with $e \in S = S^{-1}$.

(1) If the condition

$$(6.3) \lim_{n \to \infty} \left( \frac{|S^{n+1}|}{|S^n|} - 1 \right) \log |S^n| = 0$$

holds, then a suitable subsequence of $(S^n)_{n \geq 1}$ is a log-strong Følner sequence.

(2) Condition (6.3) is satisfied if for every $\varepsilon > 0$ we have

$$(6.4) |S^n| \leq \exp(\varepsilon \sqrt{n}) \quad \text{for all } n \geq n(\varepsilon).$$

In particular, virtually nilpotent groups being of polynomial growth have log-strong Følner sequences.

Remarks. Working with (6.1) instead of (6.2) does not allow faster growth rates than (6.3). It does not seem to be known whether groups not of polynomial growth can have the growth rate (6.4). See [Gr1] for a survey on growth in group theory. On the other hand, the author does not know whether there are finitely generated amenable groups which do not have any log-strong Følner sequence.

Proof. (1) Condition (6.3) implies that a subsequence of $(S^n)_{n \geq 1}$ satisfies (6.2) for all $\gamma$ in $S$.

(2) If (6.3) does not hold, then setting $a_n = |S^n|$, there is some $\delta > 0$ such that for all $n \gg 0$ we have

$$\left( \frac{a_{n+1}}{a_n} - 1 \right) \log a_n \geq \delta.$$  

This implies that for some constant $c > 0$ we have for $n \gg 0$

$$\log a_{n+1} - \log a_n \geq \log \left( 1 + \frac{\delta}{\log a_n} \right) \geq \frac{c}{\log a_n}.$$
Setting \( b_n = \log a_n \), we find
\[
b_{n+1}^2 - b_n^2 \geq b_{n+1}b_n - b_n^2 \geq c
\]
and hence \( b_n \geq \lambda \sqrt{n} \) for some \( \lambda > 0 \) and all \( n \gg 0 \). This contradicts condition (6.4).

**Theorem 6.2.** Let \( \Gamma \) be a finitely generated discrete group which has a log-strong Følner sequence and hence is amenable. If \( f \) in \( \mathbb{Z} \) is a positive unit in \( \mathcal{N}_\Gamma \), then we have
\[
h_f \leq \log \det_{\mathcal{N}_\Gamma} f.
\]

**Remark.** For finite \( F \subset \Gamma \) consider the isomorphism \( f_F : L^\infty(F) \to L^\infty(F) \). The proof below shows that we do not have to assume the existence of a log-strong Følner sequence if the operator norms \( \|f_F^{-1}\| \) adapted to the \( L^\infty \)-norms are uniformly bounded in \( F \). As it is, we can only show this for the operator norms adapted to the \( L^2 \)-norms. To make up for this weaker information, the log-strong Følner condition is needed.

**Proof.** Consider the composition
\[
\mathbb{R}/[\Gamma] \xrightarrow{R_f} \mathbb{R}/[\Gamma] \xrightarrow{p_F} \mathbb{R}/[\Gamma] \xrightarrow{f_F^{-1}} \mathbb{R}/[\Gamma].
\]
It is a left inverse to the map \( r(f)^{-1}i_F f_F \) used in the last section.

Let \( \mathbb{R}/\mathbb{Z}/[\Gamma] \to \mathbb{R}/[\Gamma], x \mapsto \tilde{x} \), be the map defined by \( \tilde{x} = (\tilde{x}_\gamma) \) for all \( \gamma \in \Gamma \).

**Claim.** Setting \( \psi(x) = [f_F^{-1} p_F R_f^* (\tilde{x})] \), we obtain a map \( \psi : X_f \to Y_F \).

Namely, since \( R_f^* (x) = 0 \) in \( \mathbb{R}/\mathbb{Z}/[\Gamma] \), we have
\[
f_F (f_F^{-1} p_F R_f^* (\tilde{x})) = p_F R_f^* (\tilde{x}) \in p_F \mathbb{Z}/[\Gamma] = \mathbb{Z}[\Gamma].
\]

Now, the idea is to show that for every \( \varepsilon > 0 \) and all \( n \geq n_0(\varepsilon) \) the map \( \psi \) injects a maximal \( [F_n, \varepsilon] \)-separated set \( E \) of \( X_f \) into \( Y_{F_n} \). Again this does not work directly but only after replacing \( E \) by a maximal equivalence class \( \tilde{E} \) with respect to a suitable equivalence relation; cf. [S, §3].

Let \( E[F, \varepsilon] \) be a maximal \( [F, \varepsilon] \)-separated subset of \( X_f \). For any \( L > 0 \) we define an equivalence relation on \( E[F, \varepsilon] \) as follows. Subdivide the interval \( [0,1] \) into disjoint subintervals \( I_j, j \in J \), such that all \( I_j \) with at most one exception have length \( L^{-1} \) and the remaining one has length \( \leq L^{-1} \). Then we have \( |J| \leq 1 + L \).

We set \( x \sim x' \) for elements \( x, x' \) in \( E[F, \varepsilon] \), if for every \( \gamma \in F K \setminus F \) there is some \( j \in J \) such that both \( \tilde{x}_\gamma \) and \( \tilde{x}'_\gamma \) lie in \( I_j \). Here \( K \) is the support of \( f \). There are at most \( |J|^{|F[K] \setminus F|} \leq (1 + L)^{|F[K] \setminus F|} \) equivalence classes. Fix an equivalence class \( \tilde{E}[F, \varepsilon] \) of maximal order. Then we have the estimates
\[
|\tilde{E}[F, \varepsilon]| \leq |E[F, \varepsilon]| \leq (1 + L)^{|F[K] \setminus F|} |\tilde{E}[F, \varepsilon]|.
\]
In the following, the choice of \( L \) will depend on \( \varepsilon \) and \( F \), i.e., \( L = L_F(\varepsilon) \). For a Følner sequence \( (F_n) \), set \( L_n(\varepsilon) = L_{F_n}(\varepsilon) \). Then we have
\[
\frac{1}{|F_n|} \log |\tilde{E}[F_n, \varepsilon]| \leq \frac{1}{|F_n|} \log |E[F_n, \varepsilon]| \leq \frac{1}{|F_n|} \log |\tilde{E}[F_n, \varepsilon]| + \frac{|F_n K \setminus F_n|}{|F_n|} \log (1 + L_n(\varepsilon)).
\]
Now assume the condition
\begin{equation}
\lim_{n \to \infty} \frac{|F_nK \setminus F_n|}{|F_n|} \log (1 + L_n(\varepsilon)) = 0 \quad \text{for every } \varepsilon > 0.
\end{equation}

Then it follows from (6.7) and (4.2) that we have
\begin{equation}
\varphi = \lim_{\varepsilon \to 0} \lim_{n \to \infty} \frac{1}{|F_n|} \log |E[F_n, \varepsilon]|.
\end{equation}

\[\Box\]

Claim. For \( \varepsilon > 0 \), setting \( L_F(\varepsilon) = \frac{2}{\varepsilon} \| r(f)^{-1} \| \| r(f) \| \| FK \setminus F \|^{1/2} \), the map \( \psi : E[F, \varepsilon] \to Y_F \) is injective.

Proof. As in (5.7), the following equations hold for every \( \mu \) in \( \mathbb{R}[[\Gamma]] \):
\begin{equation}
p_F R_{F^*}(\mu) = p_F R_{F^*} p_{FK}(\mu) = p_{FK}(f)p_{FK}(\mu).
\end{equation}

For elements \( x, x' \) in \( E[F, \varepsilon] \) with \( \psi(x) = \psi(x') \) we therefore have
\[f_F^{-1} p_{FK}(f)p_{FK}(\tilde{x} - \tilde{x}') \equiv 0 \mod \mathbb{Z}[F].\]

Now note that \( e \in K \) since \( (r(f)e, e) > 0 \) and hence \( FK \supset F \). Writing
\[p_{FK}(\tilde{x} - \tilde{x}') = p_F(\tilde{x} - \tilde{x}') + p_{FK \setminus F}(\tilde{x} - \tilde{x}'),\]
we get
\[p_F(\tilde{x}) - p_F(\tilde{x}') = -f_F^{-1} p_{FK}(f)p_{FK \setminus F}(\tilde{x} - \tilde{x}') \mod \mathbb{Z}[F].\]

Hence
\[\max_{\gamma \in F} \vartheta(x_\gamma, x'_\gamma) \leq \| f_F^{-1} p_{FK}(f)p_{FK \setminus F}(\tilde{x} - \tilde{x}') \|_\infty.
\]

It is at this point that we need an estimate for \( \| f_F^{-1} z \|_\infty \). If there is some constant \( c > 0 \) such that \( \| f_F^{-1} z \|_\infty \leq c \| z \|_\infty \) for all \( F \) and all \( z \) in \( L^\infty(F) \), then the constant \( L = L_F(\varepsilon) \) can be chosen to be independent of \( F \) and (6.8) is valid for any Følner sequence. Incidentally, at the corresponding stage of the argument in [3, §3], Rita Solomyak uses the maximum principle for a graph Laplacian. This gives good \( L^\infty \)-estimates directly. However, since we do not have such \( L^\infty \)-estimates, we have to be content with the estimate for \( L^2 \)-norms of Proposition [5,3]
\[\| f_F^{-1} z \|_2 \leq \| r(f)^{-1} \| \| z \|_2.
\]

We get
\[\max_{\gamma \in F} \vartheta(x_\gamma, x'_\gamma) \leq \| f_F^{-1} p_{FK}(f)p_{FK \setminus F}(\tilde{x} - \tilde{x}') \|_2 \leq \| r(f)^{-1} \| \| r(f) \| \| p_{FK \setminus F}(\tilde{x} - \tilde{x}') \|_2.
\]

Now, for \( w \) in \( \mathbb{R}[FK \setminus F] \) we have the estimate
\[\| w \|_2 \leq \| FK \setminus F \|^{1/2} \| w \|_\infty.
\]

This implies that
\[\max_{\gamma \in F} \vartheta(x_\gamma, x'_\gamma) \leq \frac{\varepsilon}{2} L_F(\varepsilon) \| p_{FK \setminus F}(\tilde{x}) - p_{FK \setminus F}(\tilde{x}') \|_\infty.
\]

By definition of the equivalence relation using \( L = L_F(\varepsilon) \) on \( E[F, \varepsilon] \), we know that since \( x \) and \( x' \) are equivalent,
\[\| p_{FK \setminus F}(\tilde{x}) - p_{FK \setminus F}(\tilde{x}') \|_\infty \leq \frac{1}{2} L_F(\varepsilon)^{-1}.
\]
It follows that we have
\[ \max_{\gamma \in F} \vartheta(x_{\gamma}, x'_{\gamma}) \leq \frac{\varepsilon}{2} < \varepsilon. \]
Hence \( x = x' \) since the set \( E[F, \varepsilon] \subset E[F, \varepsilon] \) is \( [F, \varepsilon] \)-separated. Thus \( \psi \) is injective on \( E[F, \varepsilon] \) and the claim is proved.

Now the theorem is proved as follows. Let \( (F_n) \) be a log-strong Følner sequence. Then with \( L_{F, \varepsilon} \) as in the claim, condition (6.3) is satisfied. Hence the entropy formula (6.9) holds with sets \( \tilde{E}[F_n, \varepsilon] \) that inject into \( Y_{F_n} \), according to the claim.

Using Corollary 3.4, we find
\[ h_f \leq \lim_{\varepsilon \to 0} \lim_{n \to \infty} \frac{1}{|F_n|} \log |Y_{F_n}| = \log \det \mathcal{N}_T f. \]
\( \square \)

7. Further remarks

The first remark concerns nonexpansive systems \( X_f \). For Lück’s generalization of the Fuglede–Kadison determinant, equation (1.1) is in fact valid for all \( f \neq 0 \) in \( \mathbb{Z}[\mathbb{Z}^n] \). By the result of Lind, Schmidt, and Ward [LSW] the equation (7.1)
\[ h_f = \log \det \mathcal{N}_T f \]
therefore holds for all nonzero \( f \) if \( \Gamma = \mathbb{Z}^n \). However, for finite groups \( \Gamma \) it does not hold for a single \( f \) in \( \mathbb{Z} \Gamma \) which is not a unit in \( \mathcal{N}_T \). Namely, according to [L2, Example 3.12], we have
\[ \log \det \mathcal{N}_T f = \frac{1}{2|\Gamma|} \sum_{\lambda} \log \lambda. \]
Here \( \lambda \) runs over the nonzero eigenvalues of the selfadjoint positive semidefinite endomorphism \( R_{ff^*} \) of \( \mathbb{C} \Gamma \). On the other hand we have
\[ h_f = \sup_{\mathfrak{U}} \frac{1}{|\Gamma|} \log N(\mathfrak{U}^\Gamma), \]
where \( \mathfrak{U} \) runs over the open coverings of \( X_f \). The space \( X_f = \mathbb{Z} \Gamma / \mathbb{Z} \Gamma f \) consists of finitely many points if and only if \( R_f(\mathbb{Z} \Gamma) \) has finite index in \( \mathbb{Z} \Gamma \). This is equivalent to \( R_f \) being an isomorphism of \( \mathbb{C} \Gamma \), i.e., to \( f^* \) and hence \( f \) being a unit in \( \mathcal{N}_T \). If \( f \) is not a unit in \( \mathcal{N}_T \), then the connected component of zero of \( X_f \) is a real torus of positive dimension. From formula (7.3) we therefore get
\[ h_f = \frac{1}{|\Gamma|} \log |X_f| = \frac{1}{|\Gamma|} \log |\mathbb{Z} \Gamma / \mathbb{Z} \Gamma f| \]
if \( f \in (\mathcal{N}_T)^\times \) and \( h_f = \infty \) if \( f \notin (\mathcal{N}_T)^\times \). Thus, for \( f \in (\mathcal{N}_T)^\times \) we have
\[ h_f = \log \det \mathcal{N}_T f \]
in accordance with Theorem 1.1. For \( f \notin (\mathcal{N}_T)^\times \), on the other hand, we have the strict inequality
\[ h_f = \infty > \log \det \mathcal{N}_T f. \]
Note that for finite \( \Gamma \) an element \( f \) in \( \mathbb{Z} \Gamma \) which is not a unit in \( \mathcal{N}_T \) is already a zero divisor in \( \mathbb{C} \Gamma \). Hence there is the possibility that equation (7.1) is true for general \( \Gamma \) and all \( f \) in \( \mathbb{Z} \Gamma \) which are not zero divisors in \( \mathbb{C} \Gamma \). This is compatible with the cases \( \Gamma = \mathbb{Z}^n \) and \( \Gamma \) finite. For expansive actions the double limit formulas for entropy in Proposition 2.3 reduce to single limits since the inner limits do not
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depend on \( \varepsilon \) if \( \varepsilon \) is small enough. Correspondingly, for positive invertible \( f \) in \( \mathcal{N}\Gamma \) the determinant \( \det_{\mathcal{N}\Gamma} f \) is a single limit by Theorem 3.2, the ultimate reason being that the spectrum of \( r(f) \) is bounded away from zero. For general \( f \geq 0 \), possibly, one will first have to develop a double limit version of Theorem 3.2 where the outer \( \varepsilon \)-limit corresponds to cutting off the spectrum \( < \varepsilon \) part of \( r(f) \).

We now comment on condition (c) in Theorem 1.1. The Yuzvinskii addition formula asserts (if true) that entropy is additive in short exact sequences of compact metrizable abelian groups with \( \Gamma \)-action. For \( \Gamma = \mathbb{Z}^n \) this is known \[Sch1, \text{Theorem 14.1}\].

Let \( f, g \) be elements of \( \mathbb{Z}\Gamma \cap (\mathcal{N}\Gamma)^\times \). Then one has a canonical exact sequence of discrete abelian groups with \( \Gamma \)-action:

\[
0 \rightarrow \mathbb{Z}\Gamma / \mathbb{Z}\Gamma f \xrightarrow{R_g} \mathbb{Z}\Gamma / \mathbb{Z}\Gamma fg \rightarrow \mathbb{Z}\Gamma / \mathbb{Z}\Gamma g \rightarrow 0.
\]

Note that \( R_g \) is injective because \( g \) is not a zero divisor in \( \mathcal{N}\Gamma \supset \mathbb{Z}\Gamma \). Dualizing and applying a Yuzvinskii addition formula would give \( h_{fg} = h_f + h_g \). For \( f \) in \( \mathbb{Z}\Gamma \cap (\mathcal{N}\Gamma)^\times \) the element \( f^* \) lies in \( \mathbb{Z}\Gamma \cap (\mathcal{N}\Gamma)^\times \) as well and we expect that \( h_f = h_{f^*} \). This seems to be a nontrivial relation because in general \( X_f \) and \( X_{f^*} \) are not isomorphic as topological groups with \( \Gamma \)-action. If \( f \) is a unit in \( L^1(\Gamma) \), then \( ff^* \) is a unit in \( L^1(\Gamma) \) as well and it is positive in \( \mathcal{N}\Gamma \). Thus, under condition (a), Theorem 1.1 gives

\[
h_{ff^*} = \log \det_{\mathcal{N}\Gamma} ff^* = 2 \log \det_{\mathcal{N}\Gamma} f.
\]

Combining this with the expected equation \( 2h_f = h_{ff^*} \), we would get the entropy formula \( h_f = \log \det_{\mathcal{N}\Gamma} f \) under conditions (a) and (b) of Theorem 1.1 only.

There is a noncommutative version of Lehmer’s problem: It is known that for nonzero \( f \) in \( \mathbb{Z}\Gamma \) for a discrete amenable group \( \Gamma \) we have \( \log \det_{\mathcal{N}\Gamma} f \geq 0 \); cf. \[Sch1, \text{Theorem 1.21}\]. Is zero a limit point of the nonzero values \( \log \det_{\mathcal{N}\Gamma} f \)? For an injection of groups \( i : \tilde{\Gamma} \rightarrow \Gamma \) and \( g \) in \( \mathbb{Z}\Gamma \) we have \( \det_{\mathcal{N}\Gamma} i_*g = \det_{\mathcal{N}\Gamma} g \) for the Lück–Kadison–Fuglede determinants; cf. \[L2, \text{Theorem 3.14 (6)}\]. In particular, if \( \Gamma \) contains an element of infinite order, the set of values \( \log \det_{\mathcal{N}\Gamma} f \) for nonzero \( f \) in \( \mathbb{Z}\Gamma \) contains the logarithmic Mahler measures \( m(P) \) for \( P \neq 0 \) in \( \mathbb{Z}[T, T^{-1}] \). See also \[L3\] where the extension of Lehmer’s problem is discussed for discrete abelian \( \Gamma \). For special noncommutative elements \( f \) in \( \mathbb{Z}\Gamma \), with \( \Gamma \) the 3-dimensional integral Heisenberg group, Lind and Schmidt have recently calculated the values of \( h_f \) as certain integrals which do not seem to be expressible in terms of ordinary Mahler measures.
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