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1. Introduction

This paper is concerned with the sensitivity (or stability) of the inverse problem of recovering the velocity field in a domain from the boundary dynamic Dirichlet-to-Neumann map (DDtN) in the wave equation. Let Ω be a bounded strictly convex smooth domain in \(\mathbb{R}^d\), \(d \geq 2\), with boundary Γ. Let \(c(x)\) be a velocity field in Ω which characterizes the wave speed in the medium and let \(T\) be a sufficiently large positive number. We consider the following wave equation system:

\[
\begin{align*}
\frac{1}{c^2(x)}u_{tt} - \Delta u &= 0, \quad (x, t) \in \mathbb{R}^d \times (0, T), \\
u(0, x) &= u_t(0, x) = 0, \quad x \in \Omega, \\
u(x, t) &= f(x, t), \quad (x, t) \in \Gamma \times (0, T).
\end{align*}
\]

For each \(f \in H^1_0([0, T] \times \Gamma)\), it is known that (see for instance [16]) there exists a unique solution \(u \in C^1(0, T; L^2(\Omega)) \cap C(0, T; H^1(\Omega))\), and furthermore \(\frac{\partial u}{\partial \nu} \in L^2([0, T] \times \Gamma)\), where \(\nu\) is the unit outward normal to the boundary. The DDtN map \(\Lambda_c\) is defined by

\[
\Lambda_c(f) := \frac{\partial u}{\partial \nu} \bigg|_{[0, T] \times \Gamma}.
\]

The inverse problem is to recover the velocity function \(c\) from the DDtN map \(\Lambda_c\). The uniqueness of the inverse problem is solved by the boundary control method first introduced by Belishev in [7]. The method can also be used to solve the uniqueness for more general problems, for instance, the anisotropic medium case. We refer to [8], [10], [9], [15], [23] and the references therein for more discussions.

We are interested in the sensitivity question for the above inverse problem. Namely, we want to investigate how sensitive or stable is it to recover the velocity field from the DDtN map and characterize how a small change in the DDtN map affects the recovered velocity field.

The above inverse problem can be viewed as a special case of the problem of recovering a Riemannian metric on a Riemannian manifold. Indeed, it corresponds to the case when the metrics are restricted to the class of those which are conformal to the Euclidean one. The inverse problem of recovering a Riemannian metric has been extensively studied in the literature. The uniqueness is proved by Belishev...
and Kurylev in [10] by using the boundary control method. However, as pointed out in [28], their approach is unlikely to give a stability estimate since it uses, in an essential way, a unique continuation property of the wave equation.

The first stability result on the determination of the metric from the DDtN map was given by Stefanov and Uhlmann in [25], where they proved conditional stability of Hölder type for metrics close enough to the Euclidean one in $C^k$ for $k \gg 1$ in three dimensions. Later, they extended the stability result to generic simple metrics [28]. An important feature of their approach is to first derive a stability estimate of recovering the boundary distance function from the DDtN map and then apply existing results from the boundary rigidity problem in geometry. Their approach was extended by Montalto in [19] to study the more general problem of determining a metric, a co-vector and a potential simultaneously from the DDtN map, and a similar Hölder type conditional stability result was obtained. The stability of the inverse problem of determining the conformal factor to a fixed simple metric was studied by Bellassoued and Ferreira in [11]. They proved the Hölder type conditional stability result for the case when the conformal factors are close to one. We comment that the result in [11] holds for all simple metrics. For other stability results on the related problems, we refer to the references in [19].

We emphasize that all of the above stability results deal with the case when the metrics are simple. To our best knowledge, no stability result is available in the general case when the metrics are not simple. This paper is devoted to the study of the general case when the metric induced by the velocity field is not simple. To avoid technical complications due to the boundary, we restrict our study to situations when the velocity fields are equal to one near the boundary. From this point of view, our results can be regarded as interior estimates. We refer to [28], [30] and the references therein for useful boundary estimates.

We now give a brief account of the approach and results in the paper. We first derive a sensitivity result of recovering the scattering relation from the DDtN map. Our result shows that two scattering relations must be identical if the two corresponding DDtN maps are sufficiently close in some suitable norm. Equivalently, any arbitrarily small change in the scattering relation can imply a certain change in the DDtN map. To our best knowledge, this seems to be the first sensitivity result for the inverse problem in the non-simple metric case. Moreover, our result is fundamentally different from those in the literature where Lipschitz, Hölder or logarithmic estimates are derived; see, for example, [6], [11], [33], [25], [26], [27], [28], [19] and [14]. This is the reason the term “sensitivity analysis” is used instead of “stability estimates” throughout the paper. We remark that when the geometry induced by the velocity field is simple, the scattering relation is equivalent to the boundary distance function. In that case, a Hölder type interior stability estimate for recovering the boundary distance function from the DDtN map has been established in [28]. Compared to the type of result, our result is much stronger. As a consequence, a stronger result than the Hölder type stability may be proved for the results in [28], [11] and [19]. Our approach is based on Gaussian beam solutions to the wave equation, which are capable of dealing with caustics, major obstacles to the construction of classic geometric-optics solutions. We refer to [22] and [15] for more discussions on Gaussian beams and its applications.
Once the above sensitivity result of recovering the scattering relation from its associated D DtN map is established, the sensitivity of the inverse problem of recovering the velocity field from its induced D DtN map is reduced to the uniqueness issue of recovering the velocity field from its induced scattering relation. This is a special case of the lens rigidity problem in geometry when the metrics are restricted to a conformal class (see [18] and [32]). With regard to the lens rigidity problem, Stefanov and Uhlmann ([32]) proved uniqueness up to diffeomorphisms fixing the boundary for metrics a priori close to a generic “regular” one. There “regular” means that there is a set of geodesics without conjugate points whose conormal bundles can cover the contangent bundle of the underlying manifold. Their approach is based on investigating the X-ray transform which is obtained from linearizing the boundary distance function with respect to the metric. The lens rigidity problem remains open for more general non-simple metrics.

In this paper, motivated by [35] which studies the geodesic X-ray transform with fold caustics, we introduce the “fold-regular” class (see Subsection 3.4 for definition) of velocity fields (or equivalently conformal metrics) which generalizes the above “regular” class, and study an linearized problem of a variant of the lens rigidity problem when the metrics are restricted to those conformal to the Euclidean one. Our approach is based on linearizing the Hamiltonian flow with respect to the velocity field. This gives us the advantage of handling geodesics with caustics in comparison to the approach by using the boundary distance function. More specifically, we linearize the operator which maps c to $H^T_c |_{S^c \mathbb{R}^d}$ and obtain a geodesic X-ray transform operator $\mathcal{I}_c$ with matrix-valued weight. We study the inverse problem of recovering a vector-valued function $f$ from its X-ray transform $\mathcal{I}_c f$. For a fixed interior point $x$, we use a carefully selected set of geodesics whose conormal bundle can cover the cotangent space $T^*_x \mathbb{R}^d$ to recover the singularity of $f$ at $x$. We allow fold caustics along these geodesics, but require that these caustics contribute to a smoother term in the transform than $x$ itself. It is still an open problem to show that such a set of geodesics exists generically for a general velocity field with caustics. But we draw evidence from the classification result on caustics and regularity theory of Fourier Integral Operators (FIOs) to show that it is the case under some natural assumptions in the dimensions equal or greater than three. We call the interior point with the above set of geodesics “fold-regular”. See Section 6.3 for discussions on the new concept “fold-regular”. A local stability estimate is derived near a fold-regular point. We think that this local stability estimate and the approach presented here may hold the key for analyzing the stability of the lens rigidity problem with general non-simple metrics, which is completely open at present. Initial progress has been made along this direction in [36].

Finally, we combine the stability result on the X-ray transform and the sensitivity result on recovering the scattering relation from the D DtN map to obtain a sensitivity result for the inverse problem.

The paper is organized as follows. In Section 2, we present some preliminaries. In Section 3, we introduce the main results in the paper. Section 4 is devoted to the construction of Gaussian beam solutions to the wave equation. The Gaussian beam solutions are used in Section 5 to prove the sensitivity result of determining the scattering relation from the D DtN map. In Section 6, we discuss the concept “fold-regular” and prove a local stability estimate for the geodesic X-ray transform.
the DDtN map. In Section 7, we prove the sensitivity result of recovering the velocity field from

Throughout, we use the following conventions:

1. Let $f$ and $g$ be two elements in a Hilbert space, then $\langle f, g \rangle$ stands for their inner product.
2. Let $M_1$ and $M_2$ be two matrices (including vectors which can be regarded as single column or single row matrices), then the product of $M_1$ and $M_2$ is denoted by $M_1 \cdot M_2$. Sometimes, the dot is omitted for simplicity.
3. Let $M$ be a matrix, then $M^\dagger$ stands for its transpose. The same applies when $M$ is a linear operator. If $M$ is real and symmetric and $C$ a real number, then $M \geq C$ means that the matrix $M - C \cdot I_d$ is symmetric and positive definite. If $M$ is a complex matrix, then we use $\Re M$ for its real part and $\Im M$ for its imaginary part.
4. Let $U$ and $V$ be two open sets in a metric space, then $U \Subset V$ means that the closure of $U$, denoted by $\bar{U}$, is compact and is a subset of $V$.
5. Let $C_1$ and $C_2$ be two positive numbers, then $C_1 \preceq C_2$ means that $C_1 \leq C \cdot C_2$ for some constant $C > 0$ independent of $C_1$ and $C_2$.

2. Preliminaries

In this section, we introduce some notations and definitions. Let $\Omega$ be a strictly convex smooth domain in $\mathbb{R}^d$ with boundary $\Gamma$. Let $c$ be a smooth velocity field defined in $\Omega$ which is equal to one near the boundary. Then $c$ has a natural extension to $\mathbb{R}^d$. Throughout the paper, we always use the natural coordinate system of the cotangent bundle $T^*\mathbb{R}^d$ in which we write $(x, \xi)$ for the co-vector $\xi_j dx^j$ in $T^*_x \mathbb{R}^d$. For ease of notation, we also use $\xi$ for the co-vector $\xi_j dx^j$. The meaning of $\xi$ should be clear from the context. The velocity field $c$ introduces a Hamiltonian function $H_c(x, \xi) = \frac{1}{2} c^2(x) (\xi_1^2 + \cdots + \xi_d^2)$ to $T^*\mathbb{R}^d$. It also defines a norm to each cotangent space $T^*_x \mathbb{R}^d$ by

$$|\xi| = c(x) \sqrt{\xi_1^2 + \cdots + \xi_d^2}, \quad \text{for } \xi \in T^*_x \mathbb{R}^d.$$ 

Denote the corresponding Hamiltonian flow by $\mathcal{H}^t_c$; i.e., for each $(x_0, \xi_0) \in T^*\mathbb{R}^d$, $\mathcal{H}^t_c(x_0, \xi_0) = (x(t, x_0, \xi_0), \xi(t, x_0, \xi_0))$ solves the following equations:

\begin{align}
(4) \quad \dot{x} &= \frac{\partial H_c}{\partial \xi} = c^2 \cdot \xi, \quad x(0) = x_0, \\
(5) \quad \dot{\xi} &= -\frac{\partial H_c}{\partial x} = -\frac{1}{2} \nabla c^2 \cdot (\xi_1^2 + \cdots + \xi_d^2), \quad \xi(0) = \xi_0.
\end{align}

We call $(x(\cdot, x_0, \xi_0), \xi(\cdot, x_0, \xi_0))$ the bicharacteristic curve emanating from $(x_0, \xi_0)$ and $x(\cdot, x_0, \xi_0)$ the geodesic. By the assumptions on $c$, the flow $\mathcal{H}^t_c$ is defined for all $t \in \mathbb{R}$. Note that the flow $\mathcal{H}^t_c$ is also well-defined on the cosphere bundle $S^*\mathbb{R}^d = \{(x, \xi) : x \in \mathbb{R}^d, |\xi| = 1\}$.

We say that a velocity field $c$ is non-trapping in $\Omega$ for time $T > 0$ if the following condition is satisfied:

\begin{align}
(6) \quad \mathcal{H}^{T}_c(S^*\Omega) \cap S^*\Omega = \emptyset.
\end{align}
Denote
\[ S^*_+ \Gamma = \{ (x, \xi) : x \in \Gamma, |\xi| = 1, \langle \xi, \nu(x) \rangle > 0 \}; \]
\[ S^*_\Gamma = \{ (x, \xi) : x \in \Gamma, |\xi| = 1, \langle \xi, \nu(x) \rangle < 0 \}. \]

Assume that the velocity field \( c \) is non-trapping in \( \Omega \) for time \( T \); we now define the scattering relation \( \mathcal{S}_c : S^*_+ \Gamma \rightarrow S^*_+ \Gamma \). For each \( (x_0, \xi_0) \in S^*_+ \Gamma \), let \( l(x_0, \xi_0) \) be the first moment that the geodesic \( x(\cdot, x_0, \xi_0) \) hits the boundary \( \Gamma \). Define
\[ \mathcal{S}_c(x_0, \xi_0) = \mathcal{H}_c^{l(x_0, \xi_0)}(x_0, \xi_0). \]

For future reference, we define \( l_-(x, \xi) \) be the first negative moment that the bicharacteristic curve \( \mathcal{H}_c^l(x, \xi) \) hits the boundary \( S^*_\Gamma \) and \( \tau : S^*_\Omega \rightarrow S^*_\Gamma \) by
\[ \tau(x, \xi) = \mathcal{H}_c^{l_-(x, \xi)}(x, \xi). \]
We remark that \( l_-(\cdot) \) and \( \tau(\cdot) \) are well-defined by the assumption \( (6) \).

We now introduce the class of admissible velocity fields that are considered in the paper.

**Definition 2.1.** Let \( M_0, \epsilon_0 \) and \( T \) be positive numbers. A velocity field \( c \) is said to belong to the admissible class \( \mathcal{A}(M_0, \epsilon_0, \Omega, T) \) if and only if the following three conditions are satisfied:

1. \( c \in C^3(\mathbb{R}^d), 0 < \frac{1}{M_0} \leq c \leq M_0, \text{and} \|c\|_{C^3(\mathbb{R}^d)} \leq M_0; \)
2. the support of \( c - 1 \) is contained in the set \( \Omega_{\epsilon_0} =: \{ x \in \Omega : \text{dist}(x, \Gamma) > \epsilon_0 \}; \)
3. the Hamiltonian \( H_c \) is non-trapping in \( \Omega \) for time \( T \).

By Condition (2) above and the assumption that \( \Omega \) is bounded and convex, it is easy to verify that any ray starting in the domain \( \Omega_{\epsilon_0} \) intersects \( \Gamma \) transversely.
Moreover, there exist two small positive constants \( \epsilon^* \) and \( \epsilon_1 \), both depending on \( \epsilon_0 \), such that for any \( (x_0, \xi_0) \in S^*_\Gamma \), if \( \{ \mathcal{H}_c^t(x_0, \xi_0) : t \in (0, l(x_0, \xi_0)) \} \cap S^*_\Omega_{\epsilon_0} \neq \emptyset \), then

\[ \langle \xi_0, \nu(x_0) \rangle \leq -\epsilon^*, \]
\[ \langle \xi_1, \nu(x_1) \rangle \geq \epsilon^*, \]
\[ l(x_0, \xi_0) \geq \epsilon_1, \]

where \( (x_1, \xi_1) = \mathcal{S}_c(x_0, \xi_0) \).

Finally, we remark that we set up the discussion in the paper in the cotangent space \( T^*\mathbb{R}^d \). But one can also set up the discussion in the tangent space \( T\mathbb{R}^d \); see, for instance, \[21\], \[32\]. The equivalence of the two setups can be seen from the procedure of “raising and lowering indices” in the Riemannian geometry. We choose the cotangent setup mainly because of the following three reasons. First, it is more natural to the construction of Gaussian beams. Second, the classification result of singular Lagrangian maps is more complete than that of singular exponential maps in the literature, though these two problems are equivalent in the Riemannian manifold. Finally, it is more natural to study caustics in the cotangent space.
3. Statement of the main results

3.1. Sensitivity of recovering the scattering relation from the DDtN map.
It is known that the DDtN map $\Lambda$ determines the scattering relation $\mathcal{S}$ uniquely [21]. We show that the following sensitivity result of recovering the scattering relation from the DDtN map holds. The proof is given in Section 5.

Theorem 3.1. Let $c$ and $\tilde{c}$ be two velocity fields in the class $\mathfrak{A}(\epsilon_0, \Omega, M_0, T)$. Then there exists a constant $\delta > 0$ such that

$$\mathcal{S}_\delta = \mathcal{S}_c$$

if $\|\Lambda_c - \Lambda_{\tilde{c}}\|_{L^2([0, \rho_1/4] \times \Gamma) \to L^2([0, T + \epsilon_1] \times \Gamma)} \leq \delta$.

Remark 3.1. The same result holds when the velocity fields are replaced by symmetric positive definite matrices.

3.2. Linearization of the operator which maps velocity fields to Hamiltonian flows. We begin with the following observation.

Lemma 3.1. Let $c$ and $\tilde{c}$ be two velocity fields in the class $\mathfrak{A}(\epsilon_0, \Omega, M_0, T)$, then $\mathcal{S}_c = \mathcal{S}_\tilde{c}$ if and only if $\mathcal{H}_c^T|_{S^* \Gamma} = \mathcal{H}_\tilde{c}^T|_{S^* \Gamma}$.

The above lemma shows the equivalence of the Hamiltonian flow and the scattering relation. The next lemma shows that $\mathcal{H}_c^T$ satisfies an equivalent ordinary differential equation (ODE) system in $S^*\mathbb{R}^d$.

Lemma 3.2. Let $(x_0, \xi_0) \in S^*\mathbb{R}^d = \{(x, \xi) \in \mathbb{R}^{2d} : |\xi| = 1\}$, and let $(x(t), \xi(t)) = \mathcal{H}_c^T(x_0, \xi_0)$, then $(x(t), \xi(t))$ satisfies the following ODE system:

$$\begin{align*}
\dot{x} &= \xi_t + \cdots + \xi_d^2, \\
\dot{\xi} &= b(x),
\end{align*}$$

where $b(x) = -\frac{1}{2} \nabla \ln \tilde{c}^2$. Conversely, if $(x(t), \xi(t)) \in S^*\mathbb{R}^d$ satisfies the ODE system (10) – (11), then $(x(t), \xi(t)) = \mathcal{H}_c^T(x_0, \xi_0)$.

We next linearize the operator which maps each velocity field to its induced Hamiltonian flow restricted to the cosphere bundle. Let $c$ be a fixed smooth background velocity field. Denote the perturbed velocity field and Hamiltonian flow at time $T$ as $\tilde{c}^2 = c^2 + \delta c^2$ and $\mathcal{H}_c^T = \mathcal{H}_c^T + \delta \mathcal{H}_c^T$, respectively. Denote also that $\delta b = -\frac{1}{2} \nabla (\ln \tilde{c}^2 - \ln c^2)$ and

$$A(x, \xi) = \begin{pmatrix}
0 & \frac{\partial}{\partial x} \left( \xi_t + \cdots + \xi_d^2 \right) \\
\frac{\partial}{\partial x} b(x) & 0
\end{pmatrix}.$$  

For each $(x_0, \xi_0) \in S^* \Gamma$, let $\Upsilon(t, x_0, \xi_0)$ be the solution of the following ODE system:

$$\Upsilon(t) = -\Upsilon(t) A(\mathcal{H}_c^T(x_0, \xi_0)), \quad \Upsilon(0) = Id.$$

By the results in Appendix 8.1, we have

$$\delta \mathcal{H}_c^T = \frac{\delta \mathcal{H}_c^T}{\delta b} (\delta b) + r(\delta b),$$

where

$$\left( \frac{\delta \mathcal{H}_c^T}{\delta b} (\delta b)(x_0, \xi_0) = \int_0^T \Upsilon^{-1}(T, x_0, \xi_0) \cdot \Upsilon(s, x_0, \xi_0) \begin{pmatrix} 0 \\ \delta b(x(s, x_0, \xi_0)) \end{pmatrix} \right) ds.$$
and \( \| r(\delta b) \|_{L^\infty} \leq C \| \delta b \|_{C^3}^2 \) for some constant \( C > 0 \) depending only on \( \| c \|_{C^3(\mathbb{R}^d)} \).

Formula (12) motivates us to define the following geodesic X-ray transform operator:

\[
\mathcal{J}_c(f)(x_0, \xi_0) = \int_0^T \Upsilon(s, x_0, \xi_0) f(x(s, x_0, \xi_0)) \, ds, \quad f \in \mathcal{E}'(\Omega, \mathbb{R}^{2d}).
\]

Then \( \delta \mathcal{H}_{\delta b}^T(\delta b)(x_0, \xi_0) = \Upsilon^{-1}(T, x_0, \xi_0) \cdot \mathcal{J}_c(f)(x_0, \xi_0) \) with

\[
f = \left( \frac{1}{2} \nabla (\ln c^2 - \ln \tilde{c}^2) \right).
\]

We associate each \((x, \xi) \in S^*\Omega\) with a matrix \( \Phi(x, \xi) \). Let \((x_0, \xi_0) = \tau(x, \xi) = H_c^{l_\tau(x, \xi)}(x_0, \xi)\). We then define

\[
\Phi(x, \xi) = \Upsilon(-l_\tau(x, \xi), \tau(x, \xi)).
\]

By definition, it is clear that

\[
\Phi(H_c^s(x_0, \xi_0)) = \Upsilon(s, x_0, \xi_0)
\]

for all \( s \in \mathbb{R}_+ \) such that \( H_c^s(x_0, \xi_0) \in S^*\Omega \). Note that \( f(x(s, x_0, \xi_0)) = 0 \) if \( s \geq l(x_0, \xi_0) \) for \( f \in \mathcal{E}'(\Omega, \mathbb{R}^{2d}) \). We can rewrite the X-ray transform operator \( \mathcal{J}_c \) in the following standard form:

\[
\mathcal{J}_c f(x_0, \xi_0) = \int_0^{l(x_0, \xi_0)} \Upsilon(s, x_0, \xi_0) f(x(s, x_0, \xi_0)) \, ds,
\]

\[
= \int_0^{l(x_0, \xi_0)} \Phi(H_c^s(x_0, \xi_0)) f(\pi(H_c^s(x_0, \xi_0))) \, ds.
\]

**Remark 3.2.** Formula (15) is derived in the coordinate of \( T^*\mathbb{R}^d \). Hence it may not be geometrically invariant.

**Lemma 3.3.** Assume that \( \mathcal{G}_c = \mathcal{G}_\tilde{c} \); let \( f \) be defined as in (14), then

\[
\| \mathcal{J}_c f \|_{L^\infty} \lesssim \| f \|_{C^3(\Omega)}^2.
\]

**Proof:** First, using \( \mathcal{G}_c = \mathcal{G}_\tilde{c} \) and Lemma 3.1, we have

\[
\delta \mathcal{H}_c^T|_{S^*_\Gamma} = \mathcal{H}_c^T|_{S^*_\Gamma} - \mathcal{H}_c^T|_{S^*_\Gamma} = 0.
\]

Next, by the proceeding discussion, we have

\[
\delta \mathcal{H}_c^T = \frac{\delta \mathcal{H}_c^T}{\delta b}(\delta b) + r(\delta b),
\]

where the term \( r \) satisfies the following inequality:

\[
\| r(\delta b) \|_{L^\infty} \leq C \| \delta b \|_{C^1}^2,
\]

for some constant \( C > 0 \) depending only on \( \| c \|_{C^3(\mathbb{R}^d)} \). Combining (16)–(18), we see that

\[
\left\| \frac{\delta \mathcal{H}_c^T}{\delta b}(\delta b) \right\|_{L^\infty} = \| r(\delta b) \|_{L^\infty} \lesssim \| \delta b \|_{C^1}^2 = \| f \|_{C^1}^2.
\]

Finally, using the equality

\[
\mathcal{J}_c(f)(x_0, \xi_0) = \Upsilon(T, x_0, \xi_0) \cdot \frac{\delta \mathcal{H}_c^T}{\delta b}(\delta b)(x_0, \xi_0)
\]
and the fact that the matrix-valued function \( \Upsilon(T, \cdot, \cdot) \) is a smooth function determined by the background velocity field \( c \), we get the desired conclusion immediately.

### 3.3. Fold-regular points and local stability for geodesic X-ray transform.

We consider the stability estimate of the operator \( \mathcal{N} \). For simplicity, we drop the subscript \( c \). Define \( \beta : T^* \mathbb{R}^d \setminus \{(x,0) : x \in \mathbb{R}^d \} \rightarrow S^* \mathbb{R}^d \) by

\[
\beta(x, \xi) = \left( x, \frac{\xi}{|\xi|} \right).
\]

(19)

Let \( \pi : T^* \mathbb{R}^d \rightarrow \mathbb{R}^d \) be the natural projection onto the base space. We define \( \phi : T^* \mathbb{R}^d \rightarrow \mathbb{R}^d \) by

\[
\phi(x, \xi) = \pi \circ H_{t=1}(x, \xi), \quad (x, \xi) \in T^* \mathbb{R}^d.
\]

We remark that \( \phi \) defined above is equivalent to the exponential map in the Riemannian manifold.

The following result about the normal operator \( \mathcal{N} = \mathcal{I}^* \mathcal{I} \) is well-known.

**Lemma 3.4.** The normal operator \( \mathcal{N} : L^2(\Omega, \mathbb{R}^d) \rightarrow L^2(\Omega, \mathbb{R}^d) \) is bounded and has the following representation:

\[
\mathcal{N} f(x) = \int_{T^* x \Omega} W(x, \xi) f(\phi(x, \xi)) \, d\sigma_x(\xi), \quad f \in L^2(\Omega, \mathbb{R}^d),
\]

(20)

where \( d\sigma_x \) denotes the measure in the space \( T^* x \mathbb{R}^d \) induced by the velocity field \( c \); i.e., \( d\sigma_x(\xi) = c(x)^d d\xi \), and \( W \) is defined as

\[
W(x, \xi) = \frac{1}{|\xi|^{d-1}} \left\{ \Phi^t \circ \beta(x, \xi) \cdot \Phi \circ \beta \circ H(x, \xi) + \Phi^t \circ \beta(-x, -\xi) \cdot \Phi \circ \beta \circ H^{-1}(x, -\xi) \right\}.
\]

(21)

**Proof.** See [35] or [26].

We see from (20) that the local property of the normal operator \( \mathcal{N} \) restricted to a small neighborhood of \( x \in \Omega \) is determined by the Lagrangian map \( \phi(x, \cdot) : T^* x \mathbb{R}^d \rightarrow \mathbb{R}^d \). When the map is a diffeomorphism, it is known that the operator \( \mathcal{N} \) near \( x \) is a pseudo-differential operator (\( \Psi DO \)). However, in the general case, the map may not be a diffeomorphism and may have singular points which are called caustic vectors. The value of the map at caustic vectors are called caustics. When caustics occur, the Schwartz kernel of the operator \( \mathcal{N} \) has two singularities, one is from the diagonal which contributes to a \( \Psi DO \) \( \mathcal{N}_1 \), and the other is from the caustics which contributes to a singular integral operator \( \mathcal{N}_2 \). The property of \( \mathcal{N}_2 \) depends on the type of caustics. The case for fold caustics is investigated in [35], where it is shown that fold caustics contribute a Fourier Integral Operator (FIO) to \( \mathcal{N}_2 \). Little is known for caustics of other types. Here we recall the following definition of fold caustics.

**Definition 3.1.** Let \( f : \mathbb{R}^n \rightarrow \mathbb{R}^n \) be a germ of \( C^\infty \) map at \( x_0 \), then \( x_0 \) is said to be a fold vector and \( f(x_0) \) a fold caustic if the following two conditions are satisfied:

1. the rank of \( df \) at \( x_0 \) equals to \( n-1 \) and \( \det df \) vanishes of order 1 at \( x_0 \);
2. the kernel of the matrix \( df(x_0) \) is transversal to the manifold \( \{ x : \det df(x) = 0 \} \) at \( x_0 \).
We now introduce the following concept of “operator germ” to characterize the contribution of an infinitesimal neighborhood of a caustic or a regular point to the normal operator \( \mathfrak{N} \).

**Definition 3.2.** For each \( \xi \in T^*_x \mathbb{R}^d \setminus \{0\} \), the operator germ \( \mathfrak{N}_\xi \) is defined to be the equivalent class of operators in the following form:

\[
\mathfrak{N}_\xi f(y) = \int_{T^*_y \Omega} W(y, \eta) f(\phi(y, \eta)) \chi(y, \eta) \, d\sigma_y(\eta),
\]

where \( \chi \) is a smooth function supported in a small neighborhood of \((x, \xi)\) in \( \mathbb{R}^{2d} \). Two operators with \( \chi_1 \) and \( \chi_2 \) are said to be equivalent if there exists a neighborhood \( B(x, \xi) \) of \((x, \xi)\) such that \( \chi_1 = \chi_2 \cdot \chi_3 \) for some \( \chi_3 \in C_0^\infty(B(x, \xi)) \) with \( \chi_3(x, \xi) \neq 0 \).

The operator germ \( \mathfrak{N}_\xi \) is said to have certain property if there exists a neighborhood \( B(x, \xi) \) of \((x, \xi)\) in \( T^* \mathbb{R}^d \) such that the property holds for all operators of the form \( \mathfrak{N}_\xi \) with \( \chi \in C_0^\infty(B(x, \xi)) \).

Properties of the above defined operator germ will be given in Section 6.1.

We note from the preceding discussion that it is complicated to analyze the full operator \( \mathfrak{N} \) which contains information from all geodesics. However, for a given interior point \( x \), to recover \( f \) or the singularity of \( f \) at \( x \) from its geodesic transform, we need only to select a set of geodesics whose conormal bundle can cover the cotangent space \( T^*_x \mathbb{R}^d \). Caustics may be allowed along these geodesics as long as they are of the simplest type, i.e., fold type so that we can analyze their contributions. This idea can be carried out by introducing a cut-off function for the set of geodesics as we do now. We remark that this idea is motivated by the work \([30]\). For any \( \alpha \in C_0^\infty(S^*_x \Gamma) \), we define

\[
\mathcal{I}_\alpha f(x_0, \xi_0) = \alpha(x_0, \xi_0) \int_0^{l(x_0, \xi_0)} \Phi(\mathcal{H}_c^s(x_0, \xi_0)) f(\pi(\mathcal{H}_c^s(x_0, \xi_0))) \, ds,
\]

where \((x_0, \xi_0) \in S^*_x \Gamma\). Let \( \alpha^z \) be the unique lift of \( \alpha \) to \( S^* \Omega \) which is constant along bicharacteristic curves, i.e., \( \alpha^z(x, \xi) = \alpha \circ \tau(x, \xi) \) for \((x, \xi) \in S^* \Omega\). Then \( \alpha^z \) is smooth in \( S^* \Omega \) and we have

\[
\mathcal{I}_\alpha f(x_0, \xi_0) = \int_0^{l(x_0, \xi_0)} (\alpha^z \cdot \Phi)(\mathcal{H}_c^s(x_0, \xi_0)) f(\pi(\mathcal{H}_c^s(x_0, \xi_0))) \, ds.
\]

With the original weight \( \Phi \) being replaced by the new one \( \alpha^z \cdot \Phi \), we similarly can define \( \mathfrak{N}_\alpha \). In fact, it is easy to check that \( \mathfrak{N}_\alpha \) is defined as in \((21)\) with \( W \) being replaced by

\[
W_\alpha(x, \xi) = \frac{1}{|\xi|^{d-1}} |\alpha \circ \tau \circ \beta(x, \xi)|^2 \Phi^\dagger \circ \beta(x, \xi) \cdot \Phi \circ \beta \circ \mathcal{H}(x, \xi)
\]

\[
+ \frac{1}{|\xi|^{d-1}} |\alpha \circ \tau \circ \beta(x, -\xi)|^2 \Phi^\dagger \circ \beta(x, -\xi) \cdot \Phi \circ \beta \circ \mathcal{H}^{-1}(x, -\xi).
\]

It can be shown that with properly chosen \( \alpha \), the analysis of the operator \( \mathfrak{N}_\alpha \) becomes possible and we can recover singularities of \( f \) from \( \mathfrak{N}_\alpha f \).

We now give two definitions whose discussions are postponed to Section 6.

**Definition 3.3.** A fold vector \( \xi \in T^*_x \mathbb{R}^d \) is called fold-regular if there exists a neighborhood \( U(x) \) of \( x \) such that the operator germ \( \mathfrak{N}_\xi \) is compact from \( L^2(\Omega_{\xi_0}, \mathbb{R}^{2d}) \) to \( H^1(U(x), \mathbb{R}^{2d}) \) (or from \( H^s(\Omega_{\xi_0}, \mathbb{R}^{2d}) \) to \( H^{s+1}(U(x), \mathbb{R}^{2d}) \) for all \( s \in \mathbb{R} \)).
3.4. A point \( x \) is called fold-regular if there exists a compact subset \( Z(x) \subset S_x^*\mathbb{R}^d \) such that the following two conditions are satisfied:

1. For each \( \xi \in Z(x) \), there exist either no singular vectors or singular vectors of fold-regular type along the ray \( \{ t\xi : t \in \mathbb{R} \} \) for the map \( \phi(x, \cdot) \);
2. \( \forall \xi \in S_x^*\mathbb{R}^d, \exists \theta \in Z(x) \), such that \( \theta \perp \xi \).

We remark that \( Z(x) \) parameterizes a subset of geodesics that pass through \( x \) and along which there exist either no caustics or caustics of fold-regular type. A set of geodesics satisfying condition (2) in the above definition is called complete.

We now present the main result on the local stability estimate for the geodesic X-ray transform operator. The proof is given in Section 6.

**Theorem 3.3.** Let \( x_0 \) be a fold-regular point, then there exist a cut-off function \( \alpha \in C_0^\infty(S_x^*\Gamma) \), a neighborhood \( U(x_0) \) of \( x_0 \), a compact operator \( \mathcal{M}_{2,\alpha} \) from \( L^2(\Omega_{x_0},\mathbb{R}^{2d}) \) to \( H^1(U(x_0),\mathbb{R}^{2d}) \) and a smoothing operator \( \mathcal{R} \) from \( E'(\Omega,\mathbb{R}^{2d}) \) into \( C^\infty(U(x_0),\mathbb{R}^{2d}) \), such that for any \( U_0(x_0) \subset U(x_0) \) the following holds:

\[
\| f \|_{H^s(U_0(x_0),\mathbb{R}^{2d})} \lesssim \| \mathcal{M}_{2,\alpha} f \|_{H^{s+1}(U(x_0),\mathbb{R}^{2d})} + \| \mathcal{M}_{2,\alpha} f \|_{H^{s+1}(U(x_0),\mathbb{R}^{2d})}^s + \| \mathcal{R} f \|_{H^s(U(x_0),\mathbb{R}^{2d})}
\]

for all \( f \in D'(\Omega_{x_0},\mathbb{R}^{2d}) \) and \( s \in \mathbb{R} \).

### 3.4. Sensitivity of recovering the velocity field from the DDtN map.

**Definition 3.5.** An admissible velocity field \( c \) is called fold-regular if all points in \( \Omega \) are fold-regular with respect to the Hamiltonian flow \( H^c_t \).

We have established the following main result on the sensitivity of recovering the velocity field from the DDtN map. For simplicity we only consider the case \( d = 3 \); similar results also hold for \( d > 3 \). The proof is given in Section 7.

**Theorem 3.3.** Let \( c \) and \( \bar{c} \) be two velocity fields in the class \( \mathfrak{A}(\epsilon_0,\Omega,M_0,T) \). Assume that the velocity field \( c \) is smooth and is fold-regular. Then there exist a finite dimensional subspace \( \mathcal{L} \subset L^2(\Omega_{x_0},\mathbb{R}^3) \), and a constant \( \delta > 0 \) such that for all \( \bar{c} \) sufficiently close to \( c \) in \( H^\infty_\Omega(\Omega) \) and satisfying \( \nabla(\ln c^2 - \ln \bar{c}^2) \perp \mathcal{L} \),

\[
\| \Lambda \bar{c} - \Lambda c \|_{H^1_0[0,3\epsilon_1/4] \times \Gamma \to L^2([0,T+\epsilon_1] \times \Gamma)} \leq \delta \text{ implies that } c = \bar{c}.
\]

### 4. Gaussian beam solutions to the wave equation.

Let \( c \) be a velocity field in the class \( \mathfrak{A}(\epsilon_0,\Omega,M_0,T) \). We construct Gaussian beam solutions to the wave equation system \([11],[33] \) in this section.

We first construct a Gaussian beam in \( \mathbb{R}^d \). Following \([20] \), we define \( G(x,\xi) = |\xi| = c(x)\sqrt{\xi_1^2 + \cdots + \xi_d^2} \). For a given \((x_0,\xi_0) \in S^*_x\Gamma \), let \((x(t),\xi(t),M(t),a(t)) \) be the solution to the following ODE system:

\[
\dot{x} = G_p, \quad x(t_0) = x_0,
\]
\[
\dot{\xi} = -G_x, \quad \xi(t_0) = \xi_0,
\]
\[
\dot{M} = -G_x^\dagger M - MG_{\xi M} - MG_{\xi} M - G_{xx}, \quad M(t_0) = -\vec{1} \cdot Id,
\]
\[
\dot{a} = -\frac{a}{2G}(c^2\text{trace}(M) - G_x^\dagger G_{\xi} - G_x^\dagger MG_{\xi}), \quad a(t_0) = \lambda_4^d.
\]
The corresponding Gaussian beam with frequency $\lambda (\lambda \gg 1)$ is given as follows:

$$g(t, x, \lambda) = a(t)e^{i\lambda \tau(t, x)},$$

where $\tau(t, x) = \xi(t) \cdot (x - x(t)) + \frac{1}{2}(x - x(t))\mathbf{M}(t)(x - x(t)).$

Now, let the beam $g$ impinge on the surface $\Gamma$ transversely; we want to construct the reflected beam $g^-$. Let the ray $x(t)$ hit $\Gamma$ at the point $x(t_1) = x_1$. Write $\xi(t_1) = \xi_1$. We parameterize $\Gamma$ in a neighborhood of $\xi_1$, say $V(x_1)$, by a smooth diffeomorphism $F : U(x_1) \to V(x_1)$, where $U(x_1)$ is a neighborhood of the origin in $\mathbb{R}^{d-1}$. We require that $F(0) = x_1$. With the coordinate $x = F(y)$, we can rewrite functions when their spatial variables are restricted to the boundary $\Gamma$. For example, we rewrite

$$g(t, x) = g(t, F(y)) = \hat{g}(t, y), \quad \tau(t, x) = \tau(t, F(y)) = \hat{\tau}(t, y), \quad \text{for } x \in V(x_1).$$

We remark that here and throughout this section and the next, unless specified otherwise, we use the notation $f$ to denote the function $f$ restricted to the space-time boundary $\Gamma \times [0, T]$ under the coordinate $x = F(y)$ for the spatial variables.

By direct calculation, we have

$$\hat{\tau}(t_1, y) = \hat{\tau}(t_1, 0) + \left(\frac{\partial \hat{\tau}}{\partial (t, y)}\right)_{(t_1, 0)}^\dagger(t - t_1, y) + (t-t_1, y) \frac{\partial^2 \hat{\tau}}{\partial (t, y)\partial (t, y)}(t_1, 0)(t - t_1, y)^\dagger + O(|(t-t_1, y)|^3)$$

$$= \left\langle \left(-1, \frac{\partial F}{\partial y}(0)^\dagger\xi_1\right), (t-t_1, y)\right\rangle + (t-t_1, y)\hat{M}(t_1)(t-t_1, y)^\dagger + O(|(t-t_1, y)|^3),$$

where the matrix $\hat{M}(t_1)$ is defined as the Hessian of the phase $\hat{\tau}$ at $(t_1, 0)$, i.e., $\hat{M}(t_1) = \frac{\partial^2 \hat{\tau}}{\partial (t, y)\partial (t, y)}(t_1, 0)$. It is clear that $\hat{M}(t_1)$ is determined by $M(t_1)$ and the coordinate function $x = F(y)$. Using the assumption that the ray $x(t)$ intersects $\Gamma$ transversely, we can conclude that $\Im \hat{M}(t_1) > 0$. Moreover, if condition (8) is satisfied, we have

$$\Im \hat{M}(t_1) > C$$

for some $C > 0$ depending only on $\epsilon_0$ and $M_0$.

We proceed to construct the reflected beam $g^-$. Write

$$g^-(t, x, \lambda) = a^-(t)e^{i\lambda \tau^-(t, x)}$$

with

$$\tau^-(t, x) = \xi^-(t) \cdot (x - x^-(t)) + \frac{1}{2}(x - x^-(t))\mathbf{M}^-(t)(x - x^-(t)).$$

We need to find $(x^-(t_1), \xi^-(t_1), a^-(t_1), M^-(t_1))$ such that the $g^- + g \approx 0$ on the boundary. Following [2], we impose the following condition:

$$\partial_{t,y}^\alpha \hat{\tau}(t_1, 0) = \partial_{t,y}^\alpha \hat{\tau}^-(t_1, 0), \quad \text{for all } |\alpha| \leq 2.$$
As a result, we obtain \( \xi^{-}(t_1) = \xi_1^{-} = \xi_1 - 2\langle \xi_1, \nu(x_1) \rangle \nu(x_1) \) and \( \bar{M}^{-}(t_1) = \bar{M}(t_1) \). Here we note that \( \bar{M}^{-}(t_1) \) is the Hessian of the phase \( \hat{\tau}^{-} \) for the reflected beam at the point \((t_1, 0)\). Consequently, \( \bar{M}^{-}(t_1) \) is also determined. Finally, set \( x^{-}(t_1) = x_1 \) and \( a^{-}(t_1) = -a(t_1) \). Then all of the four components of \( (x^{-}(t_1), \xi^{-}(t_1), a^{-}(t_1), \bar{M}^{-}(t_1)) \) are constructed. Afterward, we solve an ODE system to get \( (x^{-}(t), \xi^{-}(t), M^{-}(t), a^{-}(t)) \) as we did for the beam \( g \). This completes the construction for the reflected beam \( g^{-} \).

We now present some properties about the constructed beam. The following lemma is crucial in the subsequent estimates. We refer to [22] for the proof.

**Lemma 4.1.** Both the matrices \( M(t) \) and \( \bar{M}^{-}(t) \) are uniformly bounded for \( t \in [0, T + \epsilon_1] \). Moreover, there exists \( C > 0 \), depending on \( M_0 \) and \( \epsilon_0 \), such that \( \Im M(t) > C \) and \( \Im \bar{M}^{-}(t) > C \) for all \( t \in [0, T + \epsilon_1] \).

We next introduce two auxiliary beams \( \hat{g}_s(t, y, \lambda) = a(t_1) e^{i\lambda \tau_s} \) and \( \hat{g}_s^{-}(t, y, \lambda) = a^{-}(t_1) e^{i\lambda \tau_s} \), where

\[
\tau_s = \left\langle \left( -1, \frac{\partial F}{\partial y}(0)^\dagger \xi_1 \right), (t - t_1, y) \right\rangle + (t - t_1, y) \bar{M}(t_1)(t - t_1, y)^\dagger,
\]

\[
\tau_s^{-} = \left\langle \left( -1, \frac{\partial F}{\partial y}(0)^\dagger \xi_1 \right), (t - t_1, y) \right\rangle + (t - t_1, y) \bar{M}^{-}(t_1)(t - t_1, y)^\dagger.
\]

Compared to the Gaussian beams \( \hat{g} \) and \( \hat{g}^{-} \), the axillary beams \( \hat{g}_s \) and \( \hat{g}_s^{-} \) have a frozen amplitude at \( t = t_1 \) and a phase function with only quadratic terms. From the proceeding construction of the reflected beam, it is clear that \( \tau_s = \tau_s^{-} \) and \( \hat{g}_s = \hat{g}_s^{-} \). Moreover, as is shown in the next lemma, Lemma 4.2, the two axillary beams \( \hat{g}_s \) and \( \hat{g}_s^{-} \) are good approximations to the incident beam \( \hat{g} \) and reflected beam \( \hat{g}^{-} \) on the space-time boundary respectively. This property is used for estimating the interactions of Gaussian beams on the space-time boundary (see Step 3 in the proof of Theorem 3.1).

**Lemma 4.2.**

\[(30) \quad \hat{g}(t, y, \lambda) = \hat{g}_s(t, y, \lambda) + O(\sqrt{\lambda}) \quad \text{in} \quad H^1((3\epsilon_1/4, t_1 + \epsilon_1/2) \times U(x_1)),
\]

\[(31) \quad \hat{g}^{-}(t, y, \lambda) = \hat{g}^{-}_s(t, y, \lambda) + O(\sqrt{\lambda}) \quad \text{in} \quad H^1((3\epsilon_1/4, t_1 + \epsilon_1/2) \times U(x_1)).
\]

**Proof:** See Appendix 8.2

Note that \( \| \hat{g}(t, y, \lambda) \|_{L^2((t_1 - \epsilon_1/2, t_1 + \epsilon_1/2) \times U(x_1))} \approx 1 \). As a direct consequence of Lemma 4.2, we obtain the following norm estimate for the beam \( g \) restricted to the boundary \( \Gamma \).

**Lemma 4.3.**

\[(32) \quad \| g(\cdot, \cdot, \lambda) \|_{L^2((t_1 - \epsilon_1/2, t_1 + \epsilon_1/2) \times V(x_1))} \approx 1.
\]
We now present an $H^1$-norm estimate for $g^- + g$ and an approximation for the Neumann data $\frac{\partial g^-}{\partial \nu} + \frac{\partial g}{\partial \nu}$ on the boundary.

**Lemma 4.4.**

\begin{equation}
(33) \quad g^-(t, x, \lambda) + g(t, x, \lambda) = O(\sqrt{\lambda}) \quad \text{in} \quad H^1((3\epsilon_1/4, t_1 + \epsilon_1/2) \times V(x_1));
\end{equation}

\(\frac{\partial g^-}{\partial \nu} + \frac{\partial g}{\partial \nu} = 2i\lambda g \cdot (\xi_1, \nu(x_1))\)

\begin{equation}
(34) \quad + O(\sqrt{\lambda}) \quad \text{in} \quad L^2((3\epsilon_1/4, t_1 + \epsilon_1/2) \times V(x_1)).
\end{equation}

**Proof:** See Appendix S.2

Now, we are ready to construct Gaussian beam solutions to the initial boundary value problem of the wave system \([11]-[3]\). We first choose $\chi_{\epsilon_1}(t) \in C^\infty_0(\mathbb{R})$ such that $\chi_{\epsilon_1}(t) = 1$ for $t \in (\epsilon_1/4, \epsilon_1/2)$ and $\chi_{\epsilon_1}(t) = 0$ for $t \in (-\infty, 0) \cup (3\epsilon_1/4, \infty)$. Let $(x_0, \xi_0) \in S^* \Gamma$ and $(x_0', \xi_0') = \mathcal{H}^{-\frac{1}{2}}(x_0, \xi_0) = (x_0 - \frac{\epsilon_1+\xi}{\lambda}, \xi_0)$. Let $g$ be the Gaussian beam constructed with the initial data $x(0) = x_0', \xi(0) = \xi_0', M(0) = i \cdot \text{Id}$ and $a(0) = \lambda^\frac{1}{2}$. The beam $g$ is reflected by $\Gamma$ at $(x_1, \xi_1) = \mathcal{S}_c(x_0, \xi_0) = \mathcal{H}^{\frac{1}{2}}(x_0, \xi_0)$ at $t_1 = l(x_0, \xi_0) + \frac{\epsilon_1}{4}$. We construct the reflected beam $g^-$ by the preceding procedure. Let $u$ be the exact solution to the wave system \([1]-[3]\) with

\(f(t, x, \lambda) = g(t, x, \lambda) \cdot \chi_{\epsilon_1}(t)\).

Then $u = g + g^- + R$, where the remaining term $R$ satisfies the following equation system:

\[\mathcal{P}R = -\mathcal{P}(g + g^-), \quad (t, x) \in \Omega \times (0, t_1 + \epsilon_1/2),\]

\[R(0, x, \lambda) = -(g + g^-)(0, x, \lambda), \quad x \in \Omega,\]

\[R_t(0, x, \lambda) = -(g_t + g^+_t)(0, x, \lambda), \quad x \in \Omega,\]

\[R(t, x, \lambda) = -g(t, x, \lambda)(1 - \chi_{\epsilon_1}(t)) - g^-(t, x, \lambda), \quad (t, x) \in (0, t_1 + \epsilon_1/2) \times \Gamma.\]

Here $\mathcal{P}$ stands for the wave operator $\frac{1}{c^2(x)} \partial_{tt} - \Delta$.

**Lemma 4.5.**

\[\left\| \frac{\partial R}{\partial \nu} \right\|_{L^2((0, t_1 + \epsilon_1/2) \times \Gamma)} \leq C \sqrt{\lambda}\]

for some constant $C > 0$ depending on $\epsilon_0$ and $M_0$.

**Proof.** We apply Theorem 4.1 in \([16]\) to derive the estimate. Note that the compatibility condition is satisfied on the boundary at time $t = 0$. It remains to show that the following four estimates hold:

\begin{align}
(35) & \quad \left\| \mathcal{P}(g + g^-) \right\|_{C([0, t_1 + \epsilon_1/2]; L^2(\Omega))} \lesssim \sqrt{\lambda}, \nonumber \\
(36) & \quad \left\| (g + g^-)(0, \cdot, \lambda) \right\|_{H^1(\Omega)} \lesssim \sqrt{\lambda}, \nonumber \\
(37) & \quad \left\| (g_t + g^+_t)(0, \cdot, \lambda) \right\|_{L^2(\Omega)} \lesssim \sqrt{\lambda}, \nonumber \\
(38) & \quad \left\| g(t, x, \lambda)(1 - \chi_{\epsilon_1}(t)) - g^-(t, x, \lambda) \right\|_{H^1((0, t_1 + \epsilon_1/2) \times \Gamma)} \lesssim \sqrt{\lambda}.
\end{align}
First, \[(35)\) follows from the standard estimate for Gaussian beams; see, for example, [5]. We next show \[(36)\). By Lemma 4.1, there exists a constant \(C > 0\) depending on \(M_0\) and \(\epsilon_0\) such that the following two inequalities hold:

\[
|g(t, x, \lambda)| \lesssim \lambda^{\frac{d}{2}} e^{-C \lambda |x-x^-(t)|^2},
\]

\[
|g^-(t, x, \lambda)| \lesssim \lambda^{\frac{d}{2}} e^{-C \lambda |x-x^-(t)|^2}.
\]

Thus the beam \(g\) and \(g^-\) are exponentially decaying away from the ray \(x(t)\) and \(x^-(t)\), respectively. Using this property, it is straightforward to show that \(\|g(0, \cdot, \cdot)\|_{H^1(\Omega)} \lesssim 1\) and \(\|g^-(0, \cdot, \cdot)\|_{H^1(\Omega)} \lesssim 1\), whence \[(38)\) and \[(37)\) follows.

Now, we show \[(38)\). We divide the domain \((0, t_1 + \epsilon_1/2) \times \Gamma\) into three parts:

\[
\Sigma_1 = (0, \epsilon_1/2) \times \Gamma, \quad \Sigma_2 = (\epsilon_1/2, t_1 - \epsilon_1/2) \times \Gamma, \quad \Sigma_3 = (t_1 - \epsilon_1/2, t_1 + \epsilon_1/2) \times \Gamma.
\]

We show that inequality \[(38)\) holds on each part.

For \((t, x) \in \Sigma_1\), we have \(1 - \chi_{\epsilon_1}(t) = 0\). Consequently,

\[
g(t, x)(1 - \chi_{\epsilon_1}(t)) - g^-(t, x, \lambda) = g^-(t, x, \lambda).
\]

By the exponential decaying property of \(g^-\), we obtain that

\[
\|g(t, x)(1 - \chi_{\epsilon_1}(t)) - g^-(t, x, \lambda)\|_{H^1(\Sigma_1)} \lesssim \sqrt{\lambda}.
\]

For \((t, x) \in \Sigma_2\), by the exponential decaying property for both \(g\) and \(g^-\) again, we obtain

\[
\|g(t, x, \lambda)(1 - \chi_{\epsilon_1}(t)) - g^-(t, x, \lambda)\|_{H^1(\Sigma_2)} \lesssim 1.
\]

Finally, for \((t, x) \in \Sigma_3\), note that \(t_1 - \frac{\epsilon_1}{2} = l(x_0, \xi_0) + \frac{\epsilon_1}{4} - \frac{\epsilon_1}{2} \geq \frac{3\epsilon_1}{4}\). We can apply Lemma 4.3 to the part \(x \in V(x_1)\) and the exponential decaying property for both \(g\) and \(g^-\) to the remaining part to conclude that

\[
\|g(t, x, \lambda)(1 - \chi_{\epsilon_1}(t)) - g^-(t, x, \lambda)\|_{H^1(\Sigma_3)} \lesssim \sqrt{\lambda}.
\]

This completes the proof of \[(38)\) and hence the lemma.

5. Proof of Theorem 3.1

Proof of Theorem 3.1 For any \((x_0, \xi_0) \in S^+ \Gamma\), let \((x_1, \xi_1) = \mathcal{S}_c(x_0, \xi_0) = \mathcal{H}_c^l(x_0, \xi_0, \omega_0)(x_0, \xi_0)\) and \((\tilde{x}_1, \tilde{\xi}_1) = \mathcal{S}_{\tilde{c}}(x_0, \xi_0) = \mathcal{H}_{\tilde{c}}^l(x_0, \xi_0, \omega_0)(x_0, \xi_0)\). We need to show that \((l(x_0, \xi_0), x_1, \xi_1) = (\tilde{l}(x_0, \xi_0), \tilde{x}_1, \tilde{\xi}_1)\) if \(\|\Lambda_{\tilde{c}} - \Lambda_c\|\) is sufficiently small. We do this in the following steps.

Step 1. Let \(t_1 = l(x_0, \xi_0) + \frac{\epsilon_1}{4}\) and \(\tilde{t}_1 = \tilde{l}(x_0, \xi_0) + \frac{\epsilon_1}{4}\). Without loss of generality, we may assume that \(t_1 \leq \tilde{t}_1\). Let \(V(x_1)\) be a neighborhood of \(x_1\) in \(\Gamma\) which is parameterized by a smooth function \(F : U(x_1) \to V(x_1)\) as before. Note that if \(\tilde{x}_1\) does not belong to \(V(x_1)\), then we can show that \(\|\Lambda_{\tilde{c}} - \Lambda_c\|\) is bounded from below by some positive constant and hence the result of Theorem 3.1 is obvious. Therefore we may assume that \(\tilde{x}_1 \in V(x_1)\). Let \(\tilde{x}_1 = F(\delta y)\). We construct the initial beam \(g\), the reflected beam \(g^-\), the boundary Dirichlet data \(f\), the solution \(u\) to the wave equation with velocity field \(c\) and remaining term \(R\) as in the previous section. We similarly construct \(\tilde{g}, \tilde{g}^-, \tilde{u}\) and \(\tilde{R}\) to the system with velocity field \(\tilde{c}\) and with boundary Dirichlet data \(\tilde{f} = f\).
We next estimate \((\Lambda_{\tilde{c}} - \Lambda_c)f\) in \(L^2(I(t_1, \epsilon_1/2) \times V(x_1))\).

It follows that
\[
\langle \langle \Lambda_{\tilde{c}} - \Lambda_c \rangle f, g \rangle \rangle_{L^2(I(t_1, \epsilon_1/2) \times V(x_1))} = 2i\lambda \cdot \left[ \langle \xi_1, \nu(x_1) \rangle \cdot \langle g, g \rangle_{L^2(I(t_1, \epsilon_1/2) \times V(x_1))} - \langle \tilde{\xi}_1, \nu(\tilde{x}_1) \rangle \cdot \langle \tilde{g}, g \rangle_{L^2(I(t_1, \epsilon_1/2) \times V(x_1))} \right] + O(\sqrt{\lambda}).
\]

Note that
\[
\left| \langle \langle \Lambda_{\tilde{c}} - \Lambda_c \rangle f, g \rangle \rangle_{L^2(I(t_1, \epsilon_1/2) \times V(x_1))} \right| \leq \| (\Lambda_{\tilde{c}} - \Lambda_c)f \|_{L^2(I(t_1, \epsilon_1/2) \times V(x_1))} \cdot \| g \|_{L^2(I(t_1, \epsilon_1/2) \times V(x_1))}
\]
\[
\leq \| (\Lambda_{\tilde{c}} - \Lambda_c)f \|_{L^2((0, T+\epsilon_1) \times \Gamma)} \cdot \| g \|_{L^2(I(t_1, \epsilon_1/2) \times V(x_1))}
\]
\[
\leq \| \Lambda_{\tilde{c}} - \Lambda_c \|_{H^1_0([0, \epsilon_1/4] \times \Gamma)} \cdot \| g \|_{L^2(I(t_1, \epsilon_1/2) \times V(x_1))}
\]
\[
\leq C \| \Lambda_{\tilde{c}} - \Lambda_c \|_{H^1_0([0, \epsilon_1/4] \times \Gamma)} \cdot \| g \|_{L^2(I(t_1, \epsilon_1/2) \times V(x_1))}
\]
\[
\leq \lambda \cdot \| \Lambda_{\tilde{c}} - \Lambda_c \|_{H^1_0([0, \epsilon_1/4] \times \Gamma)} \cdot \| g \|_{L^2(I(t_1, \epsilon_1/2) \times V(x_1))}
\]

Thus the following inequality holds:
\[
\left| \langle \xi_1, \nu(x_1) \rangle \cdot \langle g, g \rangle_{L^2(I(t_1, \epsilon_1/2) \times V(x_1))} - \langle \tilde{\xi}_1, \nu(\tilde{x}_1) \rangle \cdot \langle \tilde{g}, g \rangle_{L^2(I(t_1, \epsilon_1/2) \times V(x_1))} \right| \leq C \sqrt{\lambda} + C \cdot \| \Lambda_{\tilde{c}} - \Lambda_c \|_{H^1_0([0, \epsilon_1/4] \times \Gamma)} \cdot \| g \|_{L^2(I(t_1, \epsilon_1/2) \times V(x_1))}
\]
\[
\leq C \sqrt{\lambda} + C \cdot \| \Lambda_{\tilde{c}} - \Lambda_c \|_{H^1_0([0, \epsilon_1/4] \times \Gamma)} \cdot \| g \|_{L^2(I(t_1, \epsilon_1/2) \times V(x_1))}
\]

for some constant \(C > 0\).

Step 3. We now estimate the two terms on the left hand side of the inequality \((39)\). First, by \((8)\) and Lemma \(4.3\) we have
\[
\left| \langle \xi_1, \nu(x_1) \rangle \cdot \langle g, g \rangle_{L^2(I(t_1, \epsilon_1/2) \times V(x_1))} \right| \approx 1.
\]

We next estimate \(\langle \tilde{g}, g \rangle_{L^2(I(t_1, \epsilon_1/2) \times V(x_1))}\). In the coordinate \(x = F(y)\), by Lemma \(4.2\) we have
\[
\langle \tilde{g}, g \rangle_{L^2(I(t_1, \epsilon_1/2) \times V(x_1))} = \langle \hat{g}_s, \hat{g}_s \rangle_{L^2(I(t_1, \epsilon_1/2) \times U(x_1))} + O \left( \frac{1}{\sqrt{\lambda}} \right),
\]
where \( \hat{g}_s \) and \( \hat{g}_a \) are the auxiliary beams associated with the beams \( \hat{g} \) and \( \hat{g}_a \), respectively. We write \( \hat{g}_s = a_t(1)e^{i\lambda \hat{x}_s} \) and \( \hat{g}_a = \tilde{a}_t(1)e^{i\lambda \hat{x}_a} \) with

\[
\hat{r}_s = \left\langle -1, \frac{\partial F}{\partial y}(0)\hat{\xi}_1 \right\rangle, (t - t_1, y) + (t - t_1, y)\hat{M}(t_1)(t - t_1, y)^t; \\
\hat{r}_a = \left\langle -1, \frac{\partial F}{\partial y}(\delta y)\hat{\xi}_1 \right\rangle, (t - \hat{t}_1, y - \delta y) + (t - \hat{t}_1, y - \delta y)\hat{M}(t_1)(t - \hat{t}_1, y - \delta y)^t.
\]

By Lemma 8.1 in Appendix 8.3, we have

\[
|\langle \hat{g}_s, \hat{g}_a \rangle|_{L^2(I(t_1, \epsilon_1/2) \times U(x_1))} \leq e^{-c_0\lambda|\delta z|},
\]

where \( c_0 \) is a positive constant depending only on \( \|c\|_{C^3} + \|\tilde{c}\|_{C^3} \) and \( |\delta z| = |t_1 - \hat{t}_1|^2 + |\delta y|^2 + |\frac{\partial F}{\partial y}(\delta y)^t\hat{\xi}_1 - \frac{\partial F}{\partial y}(0)^t\hat{\xi}_1|^2 \). It follows from (41) and (42) that

\[
|\langle \hat{g}, \tilde{g} \rangle|_{L^2(I(t_1, \epsilon_1/2) \times V(x_1))} \leq e^{-c_0\lambda|\delta z|} + O\left(\frac{1}{\sqrt{\lambda}}\right),
\]

Step 4. Combining (39), (40) and (43), we see that

\[
e^{-c_0\lambda|\delta z|} \geq C_1 - C_2\|\Lambda \tilde{z} - \Lambda c\|_{H^3_2([0, \epsilon_1/4] \times \Gamma)} \rightarrow L^2([0, T + \epsilon_1] \times \Gamma) - C_3 \frac{1}{\sqrt{\lambda}}
\]

for some positive constants \( C_1, C_2 \) and \( C_3 \) which are independent of \((x_0, \xi_0)\). By letting \( \lambda \to \infty \), we conclude that \( \delta z = 0 \) if

\[
\|\Lambda \tilde{z} - \Lambda c\|_{H^3_2([0, \epsilon_1/4] \times \Gamma)} \rightarrow L^2([0, T + \epsilon_1] \times \Gamma) \leq \frac{C_1}{C_2}.
\]

Set \( \delta = \frac{C_2}{C_1} \). From \( \delta z = 0 \) it follows that \( t_1 = \hat{t}_1, \delta y = 0, \) and \( \frac{\partial F}{\partial y}(0)^t\hat{\xi}_1 - \frac{\partial F}{\partial y}(0)^t\hat{\xi}_1 = 0 \). It remains to show that \( \tilde{\xi}_1 = \xi_1 \). Indeed, \( \frac{\partial F}{\partial y}(0)^t\tilde{\xi}_1 - \frac{\partial F}{\partial y}(0)^t\hat{\xi}_1 = 0 \) implies that the tangential component of \( \tilde{\xi}_1 \) and \( \xi_1 \) are equal. Besides, \( |\xi_1| = |\tilde{\xi}_1| \). These together with (8) yield that \( \tilde{\xi}_1 = \xi_1 \). This completes the proof of the theorem.

6. Geodesic X-ray transform with caustics

6.1. Local properties of the normal operator \( \mathfrak{N} \). In this subsection, we present some results about the local properties of the normal operator \( \mathfrak{N} \) (see (20)).

From now on, we fix \( x_* \in \Omega \). We first decompose \( \mathfrak{N} \) locally into two parts based on the separation of singularities of its Schwartz kernel. Note that the map \( \phi(x_*, \cdot) : \mathbb{R}^d \to \mathbb{R}^d \) is a diffeomorphism in a neighborhood of the origin. In fact, we can check that \( \frac{\partial \phi(x_*, \cdot)}{\partial \xi} (0) = c(x_*) \cdot I_d \). Similar to the proof of existence of the uniformly normal neighborhood in the Riemannian manifold [17], we can find \( \epsilon_2 > 0 \) and a neighborhood of \( x_* \), say \( \hat{U}(x_*) \subset \mathbb{R}^d \), such that

\[
\phi(x_*, \cdot) |_{|\xi| < 2\epsilon_2} \text{ is a diffeomorphism for any } x \in \hat{U}(x_*).
\]

Let \( \chi_{\epsilon_2} \in C^\infty_0(\mathbb{R}) \) be such that \( \chi(t) = 1 \) for \( |t| < \epsilon_2 \) and \( \chi(t) = 0 \) for \( |t| > 2\epsilon_2 \). We then define

\[
\mathfrak{N}_1 f(x) = \int_{T^* \Omega} W(x, \xi) f(\phi(x, \xi)) \chi_{\epsilon_2}(|\xi|) d\sigma_x(\xi),
\]

\[
\mathfrak{N}_2 f(x) = \int_{T^* \Omega} W(x, \xi) f(\phi(x, \xi))(1 - \chi_{\epsilon_2}(|\xi|)) d\sigma_x(\xi).
\]
Note that for any $f$ supported in $\Omega$, $f(\phi(x, \xi)) = 0$ for all $|\xi| > T$. Thus we have
\[
\mathfrak{N}_2 f(x) = \int_{\xi \in T^*_{\Omega}, \epsilon_2 < |\xi| < T} W(x, \xi) f(\phi(x, \xi))(1 - \chi_{\epsilon_2}(|\xi|)) \, d\sigma_x(\xi).
\]

It is clear that $\mathfrak{N} f = \mathfrak{N}_1 f + \mathfrak{N}_2 f$. This gives the promised decomposition of $\mathfrak{N}$. We next study $\mathfrak{N}_1$ and $\mathfrak{N}_2$ separately.

**Lemma 6.1.** $\mathfrak{N}_1$ is an elliptic $\Psi DO$ of order $-1$ from $C_0^\infty(\tilde{U}(x_\ast), \mathbb{R}^{2d})$ to $\mathcal{D}'(\tilde{U}(x_\ast), \mathbb{R}^{2d})$ with principle symbol
\[
\sigma_p(\mathfrak{N}_1)(x, \xi) = 2\pi \cdot \int_{S^*_\Omega} \delta(\langle \xi, \theta \rangle) \Phi^1(x, \theta) \cdot \Phi(x, \theta) \, d\sigma_x(\theta).
\]

**Proof.** See [30] or [35].

We next consider the case when $\xi_\ast$ is not a caustic vector; i.e., $\xi_\ast$ is a regular vector.

**Lemma 6.2.** Let $\xi_\ast \in S^*_x \mathbb{R}^d$ be a regular vector, then there exists a neighborhood $U(x_\ast)$ of $x_\ast$ and a neighborhood $B(x_\ast, \xi_\ast)$ of $(x_\ast, \xi_\ast)$ such that for any $\chi \in C_0^\infty(B(x_\ast, \xi_\ast))$ the following operator:
\[\mathfrak{N}_{2, \xi_\ast} f(x) = \int_{T^*_x \Omega} W(x, \xi) f(\phi(x, \xi))(1 - \chi_{\epsilon_2}(|\xi|)) \cdot \chi(x, \xi) \, d\sigma_x(\xi)\]
is a smoothing operator from $\mathcal{E}'(\Omega, \mathbb{R}^{2d})$ into $C^\infty(\overline{U(x_\ast)}, \mathbb{R}^{2d})$.

**Proof.** Since $\xi_\ast \in S^*_x \mathbb{R}^d$ is regular, there exist a neighborhood $V(x_\ast)$ of $x_\ast$ in $\mathbb{R}^d$ and a neighborhood $B(x_\ast, \xi_\ast)$ of $(x_\ast, \xi_\ast)$ in $\mathbb{R}^{2d}$ of the form $B(x_\ast, \xi_\ast) = V(x_\ast) \times B_0(\xi_\ast)$ for some open set $B_0(\xi_\ast)$ in $\mathbb{R}^d$ such that the map $\phi(x, \cdot)$ is a diffeomorphism between $B_0(\xi_\ast)$ and its image for all $x \in V(x_\ast)$. We denote the inverse of the map $\phi(x, \cdot)$ by $\phi^{-1}(x, \cdot)$. By a change of coordinate $\xi = \phi^{-1}(x, y)$ and the use of some cut-off function, we can write $\mathfrak{N}_{2, \xi_\ast}$ in the following form:

\[\mathfrak{N}_{2, \xi_\ast} f(x) = \int_{\Omega} K(x, y) f(y) \, dy, \quad f \in \mathcal{E}'(\Omega, \mathbb{R}^{2d})\]

for some smooth function $K$ in $\Omega \times \Omega$. The Lemma follows immediately.

We next consider the case when $\xi_\ast$ is a fold vector. We have the following slightly modified result from [35].

**Lemma 6.3.** Let $\xi_\ast$ be a fold vector of the map $\phi(x_\ast, \cdot)$, then there exists a small neighborhood $U(x_\ast)$ of $x_\ast$ and a small neighborhood $B(x_\ast, \xi_\ast)$ of $(x_\ast, \xi_\ast)$ in $\mathbb{R}^{2d}$ such that for any $\chi \in C_0^\infty(B(x_\ast, \xi_\ast))$, the operator $\mathfrak{N}_{2, \xi_\ast} : \mathcal{E}'(\Omega, \mathbb{R}^{2d}) \rightarrow \mathcal{D}'(U(x_\ast), \mathbb{R}^{2d})$ defined by

\[\mathfrak{N}_{2, \xi_\ast} f(x) = \int_{T^*_x \Omega} W(x, \xi) f(\phi(x, \xi))(1 - \chi_{\epsilon_2}(|\xi|)) \cdot \chi(x, \xi) \, d\sigma_x(\xi), \quad f \in \mathcal{E}'(\Omega, \mathbb{R}^{2d}),\]
is an FIO of order $-\frac{d}{2}$ whose associated canonical relation is compactly supported in the following set:

$$\left\{ (x, \xi, y, \eta); x \in U(x_\ast), y = \phi(x, \omega), (x, \omega) \in B(x_\ast, \xi_\ast), \; \det d_\omega \phi(x, \omega) = 0, \xi = -\eta \frac{\partial \phi(x, \omega)}{\partial x}, \; \eta \in \text{Coker}(d_\omega \phi(x, \omega)). \right\}$$

(48)

6.2. **Singularities of the map $\phi(x, \cdot)$**. In this subsection, we present some properties about the map $\phi(x, \cdot)$ which is equivalent to the exponential map in the Riemannian manifold.

By the classification result for Lagrangian maps (see [3] and [4] for details), there is only a finite number of stable and simple singular Lagrangian map germs in dimensions between three and five and they are generic. In three dimensions, there are four types: fold, cusp, swallow-tail and D4. The others are unstable and can be removed by using arbitrarily small perturbations. We define

$$K(x) = \{ \xi \in T^*_x \mathbb{R}^d : \text{the germ germ } \phi(x, \cdot) \text{ at } \xi \text{ is singular} \};$$

$$K_1(x) = \{ \xi \in T^*_x \mathbb{R}^d : \text{the germ germ } \phi(x, \cdot) \text{ at } \xi \text{ has singularity of fold type} \};$$

$$K_2(x) = \{ \xi \in T^*_x \mathbb{R}^d : \text{the germ germ } \phi(x, \cdot) \text{ at } \xi \text{ has singularity of cusp type} \};$$

$$K_3(x) = \{ \xi \in T^*_x \mathbb{R}^d : \text{the germ germ } \phi(x, \cdot) \text{ at } \xi \text{ has simple and stable singularities of types other than fold and cusp} \}.$$

We say that the map $\phi(x, \cdot)$ is in a general position (or generic) if the map germ $\phi(x, \cdot)$ is simple and stable at all caustic vectors in $K(x)$. By the classification result of Lagrangian maps, see for instance [3], the following result holds for the set $K(x)$.

**Proposition 1.** Assume that the map $\phi(x, \cdot)$ is in a general position, then the sets $K_1(x)$ and $K_2(x)$ are smooth manifolds of dimensions $d - 1$ and $d - 2$, respectively. The set $K_3(x)$ is a union of smooth manifolds of dimensions not greater than $d - 3$. Especially, for $d = 3$, the sets $K_1(x)$, $K_2(x)$ and $K_3(x)$ consist of smooth surfaces, smooth curves and isolated points, respectively.

In the case when the map $\phi(x, \cdot)$ is not in a general position, it is known that $\bigcup_{j=1}^3 K_j(x)$ is open and dense in $K(x)$.

Recall that the map $\beta$ is defined by [14]. Denote $S_j(x) = \beta(K_j(x))$ for $j = 1, 2, 3$. We conclude that the following result holds.

**Lemma 6.4.** Assume that the map $\phi(x, \cdot)$ is in the general position, then the sets $S_1(x)$, $S_2(x)$ and $S_3(x)$ are of finite $d - 1$, $d - 2$ and $d - 3$ dimensional Hausdorff measures, respectively. Especially, for $d = 3$, the set $S_2(x)$ is a curve (not necessarily smooth) of finite length in $S^*_x \mathbb{R}^3$ and $S_3(x)$ consists of a finite number of points.

It is clear that $S_1(x)$ represents the set of geodesics passing through $x$ with fold caustics (and possibly other types of caustics as well). Observe that for each fold vector $\xi \in T^*_x \mathbb{R}^d$, there exists a neighborhood of $\xi$ in $K_1(x)$, say $V(\xi)$, such that $V(\xi)$ is a smooth hyperplane of dimension $d - 1$ in $T^*_x \mathbb{R}^d$ and is transversal to the ray $\{ t\xi : t > 0 \}$. From this, we can conclude that the following result holds.

**Lemma 6.5.** The set $S_1(x)$ is open in $S^*_x \mathbb{R}^d$. 

6.3. Discussions on the concept of fold-regular. In this subsection, we discuss the concept “fold-regular” defined in Subsection 3.3. We show that the fold-regular point is the natural object to study for geodesic X-ray transforms with caustics. We also derive some natural conditions for a point to be fold-regular. We remark that one can define “fold-regular metric” in a similar way as for the “fold-regular velocity field” in Subsection 3.4. Then “fold-regular metric” generalizes “regular metric” introduced in [29].

We take the case \(d = 3\), for example, similar discussions also hold for the case \(d > 3\). Note that the set of geodesics passing through \(x\) can be parameterized by the sphere \(S_{x}^{2}\mathbb{R}^{3}\) and those with fold caustics by \(S_{1}(x)\), which is a subset with the same dimension. In comparison, a complete set of geodesics passing through \(x\) has a dimension of at least one. By Lemma 6.5, we see that in the generic case for a non-simple velocity field, the set \(S_{1}(x)\) is open in the sphere \(S_{x}^{2}\mathbb{R}^{3}\). Thus, in order to be able to select a complete set from \(S_{x}^{2}\mathbb{R}^{3}\), it is necessary to use geodesics with fold caustics in the case when there is no complete subset in the set of geodesics without caustics. However, we should also point out that there is not much need to use geodesics with other types of caustics since they correspond to a one dimensional subset on \(S_{x}^{2}\mathbb{R}^{3}\). In the extreme case, when the set \(S_{1}(x)\) contains no complete subset, then there exists \(\theta \in S_{x}^{2}\mathbb{R}^{3}\) such that all the geodesics represented by the set \(\theta_{\perp} = \{\xi \in S_{x}^{2}\mathbb{R}^{d}, \xi \perp \theta\}\) have caustics other than the fold type. It is only in such an extreme case that we need to use information from geodesics with cusp caustics and hence an investigation of properties of the operator germ \(\mathcal{H}_{\xi}\) for cusp vectors becomes necessary.

We now consider the problem when a fold vector is fold-regular. In dimension \(d \geq 3\), a sufficient condition for a fold vector \(\xi_{*}\) to be fold-regular is the following:

\[
d_{\xi}^2 \phi(x_*, \xi_*)(N_{x_*(\xi_*)}|0 \times \cdot)|T_{x_*}S(x_*)\]  

(49)

where \(N_{x_*(\xi_*)}\) denotes the kernel of \(d_{\xi} \phi(x_*(\xi_*)\) and \(S(x_*)\) is the set of all vectors \(\xi \in T_{x_*}^{2}\mathbb{R}^{d}\) such that \(\det d_{\xi} \phi(x_*, \xi) = 0\). Indeed, in that case, it is shown in [35] that the canonical relation associated with the operator germ \(\mathcal{H}_{2, \xi_*}\) is locally a canonical graph and hence \(\mathcal{H}_{2, \xi_*}\) is bounded from \(L^2(\Omega_{x_0}, \mathbb{R}^{2d})\) to \(H^{\frac{d}{2}}(U(x_*), \mathbb{R}^{2d})\) for some neighborhood \(U(x_*)\) of \(x_*\). Note that for \(d \geq 3\), \(H^{\frac{d}{2}}(U(x_*), \mathbb{R}^{2d})\) is compactly embedded in \(H^1(U(x_*), \mathbb{R}^{2d})\), so \(\mathcal{H}_{2, \xi_*}\) is compact from \(L^2(\Omega_{x_0}, \mathbb{R}^{2d})\) to \(H^1(U(x_*), \mathbb{R}^{2d})\) and we can conclude that \(\xi_*\) is fold-regular.

The set of fold-regular vectors contains more elements than those which satisfy the graph condition (49). In fact, let \(\mathcal{C} \subset T^*\Omega \times T^*\Omega\) be the canonical relation associated with the operator germ \(\mathcal{H}_{2, \xi_*}\) defined in Lemma 6.3. We can show that \(\mathcal{C}\) is homogeneous and \(\mathcal{C} \subset (T^*\Omega \setminus 0) \times (T^*\Omega \setminus 0)\). By the main result in [12], \(\mathcal{H}_{2, \xi_*}\) is bounded from \(L^2(\Omega_{x_0}, \mathbb{R}^{2d})\) to \(H^{\frac{d}{2} - \frac{1}{2}}(U(x_*), \mathbb{R}^{2d})\) for some neighborhood \(U(x_*)\) of \(x_*\), if the only singularity of the projection of \(\mathcal{C}\) to its first or second component at the point associated with \((x_*, \xi_*)\) is fold or cusp. Since \(H^{\frac{d}{2} - \frac{1}{2}}(U(x_*), \mathbb{R}^{2d})\) is compactly embedded in \(H^1(U(x_*), \mathbb{R}^{2d})\), we see that \(\mathcal{H}_{2, \xi_*}\) is compact from \(L^2(\Omega_{x_0}, \mathbb{R}^{2d})\) to \(H^1(U(x_*), \mathbb{R}^{2d})\) and hence \(\xi_*\) is fold-regular.

**Remark 6.1.** In dimension \(d = 2\), the set of fold-regular vectors is generally empty. Indeed, for a fold vector \(\xi_*,\) the operator germ \(\mathcal{H}_{2, \xi_*}\) is a FIO of order \(-1\), and hence the best estimate is that it is bounded from \(L^2(\Omega_{x_0}, \mathbb{R}^{2d})\) to \(H^1(U(x_*), \mathbb{R}^{2d})\) for some neighborhood \(U(x_*)\) of \(x_*\).
We conclude this subsection with the following criterion for a fold-regular point.

**Lemma 6.6.** If for any $\theta \in S^*_x \mathbb{R}^d$, there exists $\xi \in S^*_x \mathbb{R}^d$ such that $\xi \perp \theta$ and that either no caustics or only fold caustics with condition (49) satisfied exist along the ray $\{\phi(t, t\xi) : -T \leq t \leq T\}$, then the point $x$ is fold-regular.

### 6.4. Proof of Theorem 3.2

We prove Theorem 3.2 in this subsection. The proof can be divided into two major stages: in the first stage, we present some preliminaries and construct a cut-off function $\alpha \in C_0^\infty(S^*_\Gamma)$ which selects a complete set of geodesics with only fold-regular caustics, see Lemma 6.7; in the second stage, we study the normal operator $\mathfrak{N}_\alpha = \mathfrak{J}_\alpha^* \mathfrak{J}_\alpha$, see Lemmas 6.8 and 6.9. Theorem 3.2 is then a direct consequence of Lemmas 6.8 and 6.9.

We now present some preliminaries that are necessary for the construction of $\alpha$. Let $x_*$ be a fold-regular point with the compact subset $\mathcal{Z}(x_*) \subset S^*_x \mathbb{R}^d$ in Definition 3.4. Denote $\mathcal{C}_{e_2, T} \mathcal{Z}(x_*) = \{r\xi ; \xi \in \mathcal{Z}(x_*), r \in \mathbb{R} \text{ and } e_2 \leq |r| \leq T\}$. For each $\xi_* \in \mathcal{C}_{e_2, T} \mathcal{Z}(x_*)$, by Lemma 6.2 and Lemma 6.3, there exist a neighborhood $U(x_*, \xi_*)$ of $x_*$ and a neighborhood $\mathcal{B}(x_*, \xi_*)$ of $(x_*, \xi_*)$ such that any $\chi \in C_0^\infty(\mathcal{B}(x_*, \xi_*))$ the following operator:

$$
\mathfrak{N}_{2, \xi_*} f(x) = \int_{\mathcal{Z}(x_*)^\epsilon} W(x, \xi) f(\phi(x, \xi))(1 - \chi_{e_2}(|\xi|)) \cdot \chi(x, \xi) d\sigma_x(\xi)
$$

is compact from $H^s(\Omega_{e_0}, \mathbb{R}^{2d})$ to $H^{s+1}(U(x_*, \xi_*), \mathbb{R}^{2d})$. Let $\mathcal{B}(x_*, \xi_*)$ be another neighborhood of $(x_*, \xi_*)$ in $\mathbb{R}^{2d}$ such that $\mathcal{B}(x_*, \xi_*) \Subset B(x_*, \xi_*)$. Since $\mathcal{C}_{e_2, T} \mathcal{Z}(x_*)$ is compact, there exists a finite number of $\xi_*$'s in $\mathcal{C}_{e_2, T} \mathcal{Z}(x_*)$, say $\xi_1, \xi_2, \ldots, \xi_M$, such that

$$
\mathcal{C}_{e_2, T} \mathcal{Z}(x_*) \subset \bigcup_{j=1}^M \mathcal{B}(x_*, \xi_j).
$$

We can then find smooth functions $\chi_1, \chi_2, \ldots, \chi_M$ with supp$\chi_j \subset B(x_*, \xi_j)$ for each $j$ such that

$$
\sum_{j=1}^M \chi_j(x, \xi) = 1 \quad \text{for all } (x, \xi) \in \bigcup_{j=1}^M \mathcal{B}(x_*, \xi_j).
$$

Denote by $\mathcal{A}_0$, the greatest connected open symmetric subset in $\bigcup_{j=1}^M \mathcal{B}(x_*, \xi_j)$ which contains $\mathcal{C}_{e_2, T} \mathcal{Z}(x_*)$. Here and after, we say that a set $\mathcal{B}$ in $\mathbb{R}^{2d}$ is symmetric if $(x, \xi) \in \mathcal{B}$ implies that $(x, -\xi) \in \mathcal{B}$. Define

$$
\mathcal{A}_\epsilon = \{(x, \xi) \in \mathbb{R}^{2d} : |x - x_*| \leq \epsilon, \ e_2 \leq |\xi| \leq T\}
$$

for each $\epsilon > 0$. It is clear that $\mathcal{A}_\epsilon$ is compact in $\mathbb{R}^{2d}$, so is the set $\mathcal{A}_\epsilon \setminus \mathcal{A}_0$.

**Lemma 6.7.** There exists $\epsilon_3 > 0$ and $\alpha \in C_0^\infty(S^*_\Gamma)$ such that the following two conditions are satisfied:

\begin{align*}
(50) \quad & \alpha(x_0, \xi_0) = 1 \quad \text{for all } (x_0, \xi_0) \in \tau \circ \beta(C_{e_2, T} \mathcal{Z}(x_*)), \\
(51) \quad & \alpha(x_0, \xi_0) = 0 \quad \text{for all } (x_0, \xi_0) \in \tau \circ \beta(\mathcal{A}_\epsilon \setminus \mathcal{A}_0).
\end{align*}

**Proof.** Note that both $\beta$ and $\tau$ are continuous. Since $\mathcal{C}_{e_2, T} \mathcal{Z}(x_*)$ and $\mathcal{A}_\epsilon \setminus \mathcal{A}_0$ are compact, so are the sets $\tau \circ \beta(C_{e_2, T} \mathcal{Z}(x_*))$ and $\tau \circ \beta(\mathcal{A}_\epsilon \setminus \mathcal{A}_0)$. We claim that there exists $\epsilon_3 > 0$ such that

$$
\tau \circ \beta(C_{e_2, T} \mathcal{Z}(x_*)) \cap \tau \circ \beta(\mathcal{A}_\epsilon \setminus \mathcal{A}_0) = \emptyset
$$
for all \( \epsilon \leq \epsilon_3 \). Indeed, assume the contrary, then
\[
\tau \circ \beta(C_{c_2, T Z}(x_s)) \cap \tau \circ \beta(A_\epsilon \setminus A_0) \neq \emptyset
\]
for all \( \epsilon > 0 \). Note that the collection of compact subsets \( \tau \circ \beta(C_{c_2, T Z}(x_s)) \cap \tau \circ \beta(A_\epsilon \setminus A_0) \) is decreasing with respect to \( \epsilon \), so it satisfies the finite intersection property and we can thus conclude that
\[
\tau \circ \beta(C_{c_2, T Z}(x_s)) \cap \tau \circ \beta(A_\epsilon \setminus A_0) \neq \emptyset.
\]
But on the other hand, we can check that
\[
\bigcap_{\epsilon > 0} \tau \circ \beta(A_\epsilon \setminus A_0) = \tau \left( (A_\epsilon \setminus A_0) \cap S^*_x \mathbb{R}^d \right),
\]
\[
\tau \circ \beta(C_{c_2, T Z}(x_s)) = \tau \left( C_{c_2, T Z}(x_s) \cap S^*_x \mathbb{R}^d \right).
\]
Using the fact that \( \tau \) is injective on \( S^*_x \mathbb{R}^d \) and \( C_{c_2, T Z}(x_s) \subset A_0 \), we obtain
\[
\tau \left( (A_\epsilon \setminus A_0) \cap S^*_x \mathbb{R}^d \right) \cap \tau \left( C_{c_2, T Z}(x_s) \cap S^*_x \mathbb{R}^d \right) = \emptyset.
\]
Thus,
\[
\tau \circ \beta(C_{c_2, T Z}(x_s)) \cap \tau \circ \beta(A_\epsilon \setminus A_0) = \emptyset.
\]
This contradiction completes the proof of our claim.

Now, we have
\[
\tau \circ \beta(C_{c_2, T Z}(x_s)) \cap \tau \circ \beta(A_{\epsilon_3} \setminus A_0) = \emptyset.
\]
By decreasing \( \epsilon_3 \) if necessary, we may assume that
\[
\{ x : |x - x_s| \leq \epsilon_3 \} \subset \pi(A_0).
\]
Since both the sets \( \tau \circ \beta(C_{c_2, T Z}(x_s)) \) and \( \tau \circ \beta(A_{\epsilon_3} \setminus A_0) \) are compact in \( S^*_x \Gamma \), we can find \( \alpha \in C^\infty_0(S^*_x \Gamma) \) as desired. This concludes the proof of the lemma.

The construction of \( \alpha \) above completes the first stage of the proof of Theorem \ref{main-theorem-2}, we are now at the second stage. We define the truncated geodesic X-ray transform \( \mathcal{I}_\alpha f \) as in \cite{23} or \cite{24}. By replacing the weight \( \Phi \) with the new one \( \alpha^* \cdot \Phi \), we obtain \( \mathcal{M}_\alpha \), \( \mathcal{M}_{1, \alpha} \) and \( \mathcal{M}_{2, \alpha} \) from the corresponding formulas of \( \mathcal{M}, \mathcal{M}_1 \) and \( \mathcal{M}_2 \). It is clear that Lemmas \ref{koike-lemma} and \ref{koike-lemma-2} still hold with the new weight.

**Lemma 6.8.** There exist a neighborhood \( U(x_s) \) of \( x_s \) and a smoothing operator \( \mathcal{M} \) from \( \mathcal{E}'(\Omega, \mathbb{R}^{2d}) \) into \( C^\infty(\overline{U(x_s)}, \mathbb{R}^{2d}) \), such that for any \( s \in \mathbb{R} \) and any neighborhood \( U_0(x_s) \) of \( x_s \) with \( U_0(x_s) \subset U(x_s) \), the following estimate holds:
\[
\|f\|_{H^s(U_0(x_s), \mathbb{R}^{2d})} \leq \|\mathcal{M}_{1, \alpha} f\|_{H^{s+1}(U(x_s), \mathbb{R}^{2d})} + \|\mathcal{M} f\|_{H^s(\Omega, \mathbb{R}^{2d})}.
\]

**Proof.** We first show that \( \mathcal{M}_{1, \alpha} \) is an elliptic \( \Psi \)-DO. Indeed, as in Lemma \ref{koike-lemma-3}, \( \mathcal{M}_{1, \alpha} \) is a \( \Psi \)-DO of order \(-1\) from \( C^\infty_0(\overline{U(x_s)}, \mathbb{R}^{2d}) \) to \( \mathcal{D}'(\overline{U(x_s)}, \mathbb{R}^{2d}) \) with principle symbol
\[
\sigma_p(\mathcal{M}_1)(x, \xi) = 2\pi \cdot \int_{S^*_x \Omega} \delta((\xi, \theta))(\alpha^* \delta(x_s, \theta))^2 \Phi^+ (x, \theta) \cdot \Phi(x, \theta) \, d\sigma_x(\theta).
\]
By the construction of $\alpha$, for any $\xi \in S_x^*, \mathbb{R}^d$, we have $\alpha^2(x, \theta) = 1$ for some $\theta \in S_x^*, \mathbb{R}^d$ with $\theta \perp \xi$. Thus

$$\sigma_p(\mathfrak{M}_{1, \alpha})(x, \xi) = 2\pi \cdot \int_{\theta \in S_x^*, \mathbb{R}^d, \theta \perp \xi} |\alpha^2(x, \theta)|^2 |\Phi^\dagger(x, \theta) \cdot \Phi(x, \theta)| d\sigma_x(\theta) > 0$$

in the sense of symmetric positive definite matrix. By continuity, we can find a neighborhood $U(x_\ast) \subset U(x)$ of $x_\ast$ such that $\sigma_p(\mathfrak{M}_{1, \alpha})(x, \xi) > 0$ for all $x \in U(x_\ast)$ and $\xi \in S_x^*, \mathbb{R}^d$. Thus we can conclude that $\mathfrak{M}_{1, \alpha}$ is an elliptic $\Psi$DO of order $-1$ from $C_0^\infty(U(x_\ast), \mathbb{R}^{2d})$ to $\mathcal{D}'(U(x_\ast), \mathbb{R}^{2d})$. By the standard argument, we can conclude that Lemma 6.8 holds.

We now study the operator $\mathfrak{M}_{2, \alpha}$.

**Lemma 6.9.** There exists a small neighborhood of $x_\ast$, say $U(x_\ast)$, such that the operator $\mathfrak{M}_{2, \alpha} : \mathcal{E}'(\Omega, \mathbb{R}^{2d}) \to \mathcal{D}'(U(x_\ast), \mathbb{R}^{2d})$ is compact from $H^s(\Omega_{\varepsilon_0}, \mathbb{R}^{2d})$ to $H^{s+1}(U(x_\ast), \mathbb{R}^{2d})$.

**Proof.** Recall that $\mathfrak{N}_{2, \alpha}$ has the following representation:

$$\mathfrak{N}_{2, \alpha} f(x) = \int_{T_x^2 \Omega} W_\alpha(x, \xi) f(\phi(x, \xi))(1 - \chi_{\varepsilon_2(|\xi|)}) \cdot d\sigma_x(\xi),$$

where

$$W_\alpha(x, \xi) = \frac{1}{|\xi|^{d-1}} |\alpha \circ \tau \circ \beta(x, \xi)|^2 \Phi^\dagger \circ \beta(x, \xi) \cdot \Phi \circ \beta \circ \mathcal{H}(x, \xi)
+ \frac{1}{|\xi|^{d-1}} |\alpha \circ \tau \circ \beta(x, -\xi)|^2 \Phi^\dagger \circ \beta(x, -\xi) \cdot \Phi \circ \beta \circ \mathcal{H}^{-1}(x, -\xi).$$

By (31) and the fact that $\mathcal{A}_0$ is symmetric, we see that supp $W_\alpha \subset \mathcal{A}_0$ for all $x$ with $|x - x_\ast| \leq \varepsilon_3$.

Now, let $x_j$'s be as in the first stage. Define $\mathfrak{N}_{2, j} : \mathcal{E}'(\Omega, \mathbb{R}^{2d}) \to \mathcal{D}'(U(x_\ast), \mathbb{R}^{2d})$ by

$$\mathfrak{N}_{2, j} f(x) = \int_{T_x^2 \Omega} W_\alpha(x, \xi) f(\phi(x, \xi))(1 - \chi_{\varepsilon_2(|\xi|)}) \cdot \chi_j(x, \xi) d\sigma_x(\xi).$$

Let $U(x_\ast) = \bigcap_{j=1}^M U(x_\ast, \xi_j) \cap \{ x : |x - x_\ast| < \varepsilon_3 \}$. Then $U(x_\ast)$ is a neighborhood of $x_\ast$ and each $\mathfrak{M}_{2, j}$ is compact from $H^s(\Omega_{\varepsilon_0}, \mathbb{R}^{2d})$ into $H^{s+1}(U(x_\ast), \mathbb{R}^{2d})$.

We claim that $\mathfrak{N}_{2, \alpha} = \sum_{j=1}^M \mathfrak{N}_{2, j}$ when both sides are viewed as operators from $\mathcal{E}'(\Omega, \mathbb{R}^{2d})$ to $\mathcal{D}'(U(x_\ast), \mathbb{R}^{2d})$. Indeed, for any $f \in C_0^\infty(\Omega, \mathbb{R}^{2d})$, since $\sum_{j=1}^M \chi_j = 1$ on $\mathcal{A}_0$ and supp $W_\alpha \subset \mathcal{A}_0$, we have

$$W_\alpha(x, \xi) f(\phi(x, \xi))(1 - \chi_{\varepsilon_2(|\xi|)}) = W_\alpha(x, \xi) f(\phi(x, \xi))(1 - \chi_{\varepsilon_2(|\xi|)}) \cdot \left( \sum_{j=1}^M \chi_j(x, \xi) \right)$$

for all $x \in U(x_\ast)$. Thus $\mathfrak{N}_{2, \alpha} f = \sum_{j=1}^M \mathfrak{N}_{2, j} f$ and the claim follows. This completes the proof of the lemma.

Finally, note that $\mathfrak{N}_\alpha = \mathfrak{N}_{1, \alpha} + \mathfrak{N}_{2, \alpha}$. Theorem 3.2 follows from Lemmas 6.8 and 6.9.
7. Sensitivity analysis of recovering the velocity field from the DDtN map

In this section, we prove Theorem 3.3 on the sensitivity of the inverse problem of recovering the velocity field from the DDtN map. We first present a lemma which is a direct consequence of Theorem 3.1 and Lemma 3.3.

**Lemma 7.1.** Let \( c \) and \( \tilde{c} \) be two velocity field in \( \mathfrak{A}(\epsilon_0, \Omega, M_0, T) \), and let \( f \) be as in (14). Then there exists \( \delta > 0 \) such that if \( \| \Lambda \tilde{c} - \Lambda c \|_{H^2_\partial[0,3\epsilon_1/4] \times \Gamma} \leq \delta \), then

\[
\| Jf \|_{L^\infty(S^* \Gamma, \mathbb{R}^{2d})} \leq C \| f \|_{C^1(\Omega, \mathbb{R}^{2d})}^2
\]

for constant \( C > 0 \) depending \( M_0 \).

**Proof of Theorem 3.3.** The proof is divided into the following six steps.

**Step 1.** Since \( c \) is fold-regular, for each \( x \in \overline{\Omega}_0 \), by Theorem 3.2 there exist a neighborhood \( U(x) \) of \( x \), a smooth cut-off function \( \alpha \in C^\infty_0(\mathfrak{S}^* \Gamma) \) and a smoothing operator \( \mathfrak{R} \) such that for any \( U_0(x) \in U(x) \) the following estimate holds:

\[
\| f \|_{L^2(U_0(x), \mathbb{R}^{2d})} \lesssim \| \mathfrak{R}_0 f \|_{H^1(U_0(x), \mathbb{R}^{2d})} + \| \mathfrak{R}_2, \alpha f \|_{H^1(\Omega, \mathbb{R}^{2d})} + \| \mathfrak{R} f \|_{H^1(\Omega, \mathbb{R}^{2d})}
\]

for all \( f \in L^2(\Omega_0, \mathbb{R}^{2d}) \). Moreover, both \( \mathfrak{R}_2, \alpha \) and \( \mathfrak{R} \) are compact from \( L^2(\Omega_0, \mathbb{R}^{2d}) \) to \( H^1(U_0(x), \mathbb{R}^{2d}) \).

We now fix a neighborhood \( U_0(x) \in U(x) \) of \( x \) for each \( x \). Note that \( \Omega_0 \) is compact, there exists a finite number of points, say \( x_1, x_2, \ldots, x_M \) such that \( \Omega_0 \subset \bigcup_{j=1}^M U_0(x_j) \). Let \( \mathfrak{R}_{\alpha_j} \) be the operator associated with each point \( x_j \).

**Step 2.** Denote by \( H \) the Hilbert space \( \prod_{j=1}^M H^1(U(x_j), \mathbb{R}^{2d}) \). We consider the following three operators:

\[
Tf = (\mathfrak{R}_{\alpha_1} f, \mathfrak{R}_{\alpha_2} f, \ldots, \mathfrak{R}_{\alpha_M} f),
\]

\[
T_1 f = (\mathfrak{R}_{\alpha_1, \alpha_1} f, \mathfrak{R}_{\alpha_2, \alpha_2} f, \ldots, \mathfrak{R}_{\alpha_M, \alpha_M} f),
\]

\[
T_2 f = (\mathfrak{R}_{\alpha_1} f, \mathfrak{R}_{\alpha_2} f, \ldots, \mathfrak{R}_{\alpha_M} f).
\]

It is clear that all three operators are bounded from \( L^2(\Omega_0, \mathbb{R}^{2d}) \) to \( H \). Moreover, \( T_1 \) and \( T_2 \) are also compact and the following estimate holds:

\[
\| f \|_{L^2(\Omega, \mathbb{R}^{2d})} \lesssim \| Tf \|_H + \| T_1 f \|_H + \| T_2 f \|_H.
\]

**Step 3.** Let \( \Lambda_0 \subset L^2(\Omega_0, \mathbb{R}^{2d}) \) be the kernel of \( T_1 \). We claim that \( \Lambda_0 \subset L^2(\Omega_0, \mathbb{R}^{2d}) \) is of finite dimension. We prove by contradiction. Assume the contrary, then there exists an infinity number of orthogonal vectors in \( \Lambda_0 \subset L^2(\Omega_0, \mathbb{R}^{2d}) \), say, \( e_1, e_2, \ldots \), such that \( \| e_j \|_{L^2(\Omega_0, \mathbb{R}^{2d})} = 1 \) and \( T e_j = 0 \) for all \( j \in \mathbb{N} \). Since the sequence \( \{ e_j \}_{j=1}^\infty \) is bounded in \( L^2(\Omega_0, \mathbb{R}^{2d}) \) and the operators \( T_1 \) and \( T_2 \) are compact, we can find a subsequence, still denoted by \( \{ e_j \}_{j=1}^\infty \), such that both the sequences \( \{ T_1 e_j \}_{j=1}^\infty \) and \( \{ T_2 e_j \}_{j=1}^\infty \) are Cauchy in \( H \). By applying Inequality (55) to the vectors \( e_i - e_j \) and recalling that \( T(e_i - e_j) = 0 \), we conclude that the sequence \( \{ e_j \}_{j=1}^\infty \) is also Cauchy in \( L^2(\Omega_0, \mathbb{R}^{2d}) \). This contradicts the fact that \( \| e_i - e_j \|_{L^2(\Omega_0, \mathbb{R}^{2d})} > 1 \) for all \( i \neq j \). This contradiction proves the claim.

**Step 4.** Denote by \( \Lambda_0^\perp \) the orthogonal space to \( \Lambda_0 \) in \( L^2(\Omega_0, \mathbb{R}^{2d}) \). We claim that

\[
\| f \|_{L^2(\Omega_0, \mathbb{R}^{2d})} \lesssim \| Tf \|_H \quad \text{for all } f \in \Lambda_0^\perp.
\]
Indeed, assume the contrary, there exists a sequence \( \{f_n\}_{n=1}^{\infty} \subset \mathcal{L} \) such that
\[
\|f_n\|_{L^2(\Omega_{t_0},\mathbb{R}^{2d})} = 1 \quad \text{and} \quad \|T f_n\|_H \leq \frac{1}{n} \quad \text{for all} \ n.
\]
By the same argument as in Step 3, we can find a subsequence, still denoted by \( \{e_j\}_{j=1}^{\infty} \), such that both the sequences \( \{T_1 e_j\}_{j=1}^{\infty} \) and \( \{T_2 e_j\}_{j=1}^{\infty} \) are Cauchy in \( H \). By Inequality (55) and the fact that \( \|T f_n\|_H \leq \frac{1}{n} \), we can conclude that \( \{f_n\}_{n=1}^{\infty} \) is also Cauchy in \( L^2(\Omega_{t_0},\mathbb{R}^{2d}) \). Let
\[
f_0 = \lim_{n \to \infty} f_n,
\]
then \( \|T f_0\|_H = \lim_{n \to \infty} \|T f_n\|_H = 0 \). This implies that \( f_0 \in \mathcal{L}_0 \).
However, note that \( \mathcal{L}_0 \) is closed, as the limit of a sequence of functions in \( \mathcal{L}_0 \), \( f_0 \) must belong to \( \mathcal{L}_0 \). Therefore, we see that \( f_0 = 0 \). But this contradicts the fact that \( \|f_0\|_{L^2(\Omega_{t_0},\mathbb{R}^{2d})} = \lim_{n \to \infty} \|f_n\|_{L^2(\Omega_{t_0},\mathbb{R}^{2d})} = 1 \). The claim is proved.

**Step 5.** From now on, let \( f \) be as in (14). We claim that
\[
\|T f\|_H \lesssim \|f\|_{H^1(\Omega,\mathbb{R}^{2d})} \cdot \|f\|_{L^2(\Omega,\mathbb{R}^{2d})}.
\]
Indeed, for each \( I_{\alpha_j} \) by Lemma 7.1 we have \( \|I_{\alpha_j} f\|_{L^\infty(S^*_\Omega)} \leq C_1 \|f\|_{C^1} \). Apply \( I_{\alpha_j} \) to both sides and use the fact that \( I_{\alpha_j} f \) is bounded from \( L^2 \) to \( L^2 \) (see (24)); we obtain
\[
(57) \quad \|\mathfrak{N}_{\alpha_j} f\|_{L^2(\Omega,\mathbb{R}^{2d})} \lesssim \|f\|_{C^1(\Omega,\mathbb{R}^{2d})}.
\]
Then,
\[
\|\mathfrak{N}_{\alpha_j} f\|_{H^1(U(x_j),\mathbb{R}^{2d})} \lesssim \|\mathfrak{N}_{\alpha_j} f\|_{H^3(U(x_j),\mathbb{R}^{2d})} \cdot \|\mathfrak{N}_{\alpha_j} f\|_{L^2(\Omega,\mathbb{R}^{2d})} \quad \text{(by interpolation inequality)}
\]
\[
\lesssim \|\mathfrak{N}_{\alpha_j} f\|_{H^3(U(x_j),\mathbb{R}^{2d})} \cdot \|f\|_{L^2(\Omega,\mathbb{R}^{2d})} \quad \text{(by (57))}
\]
\[
\lesssim \|f\|_{H^3(\Omega,\mathbb{R}^{2d})} \cdot \|f\|_{C^1(\Omega,\mathbb{R}^{2d})} \quad \text{(by Lemmas 6.8, 6.9)}
\]
\[
\lesssim \|f\|_{H^3(\Omega,\mathbb{R}^{2d})} \cdot \|f\|_{H^3(\Omega,\mathbb{R}^{2d})} \quad \text{(by interpolation inequality)}
\]
\[
= \|f\|_{H^3(\Omega,\mathbb{R}^{2d})} \cdot \|f\|_{L^2(\Omega,\mathbb{R}^{2d})} \quad \text{(by interpolation inequality)}
\]
It follows that
\[
(58) \quad \|T f\|_H = \sum_{j=1}^{M} \|\mathfrak{N}_{\alpha_j} f\|_{H^1(U(x_j),\mathbb{R}^{2d})} \lesssim \|f\|_{H^3(\Omega,\mathbb{R}^{2d})} \cdot \|f\|_{L^2(\Omega,\mathbb{R}^{2d})}.
\]
This finishes the proof of our claim.

**Step 6.** Denote by \( \mathcal{L} \) the projection of \( \mathcal{L}_0 \) from \( L^2(\Omega,\mathbb{R}^{2d}) \) to the space \( L^2(\Omega,\mathbb{R}^{d}) \) by taking the last three components. Note that the first three components of \( f \) are zero; see (14). Thus the condition \( \nabla (\ln c^2 - \ln \tilde{c}^2) \perp \mathcal{L} \) implies that \( f \in \mathcal{L}_0 \). Consequently, Inequality (50) holds. Combining this with (58), we see that
\[
\|f\|_{L^2(\Omega,\mathbb{R}^{2d})} \lesssim \|f\|_{H^1(\Omega,\mathbb{R}^{2d})} \cdot \|f\|_{L^2(\Omega,\mathbb{R}^{2d})}.
\]
Therefore, we must have \( f = 0 \) for \( \|f\|_{H^1(\Omega,\mathbb{R}^{2d})} \) sufficiently small. Finally, note that \( \|f\|_{H^1(\Omega,\mathbb{R}^{2d})} \lesssim \|c - \tilde{c}\|_{H^1(\Omega)} \) and that both \( c \) and \( \tilde{c} \) vanishes near the boundary, we conclude that \( f = 0 \) implies \( c = \tilde{c} \). This completes the proof of the theorem.
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8. Appendix

8.1. Linearization of the ODE system. Given the following ODE system:

\[ \dot{y} = f(y), \quad y = y_0, \]

where \( f \in C^1(\mathbb{R}^d, \mathbb{R}^d) \). We consider the perturbed system

\[ \dot{y}_\epsilon = f_\epsilon(y_\epsilon), \quad y_\epsilon = y_0, \]

where \( f_\epsilon = f + \epsilon g \) with \( g \in C^1(\mathbb{R}^d) \). We formally write \( y_\epsilon(t) = y(t) + \epsilon \phi(t) + r(t) \), where \( \phi(0) = r(0) = r_1(0) = 0 \). By substituting \( y_\epsilon(t) = y(t) + \epsilon \phi(t) + r_1(t) \) into the perturbed system, we can derive that \( \phi \) satisfies the following equation:

\[ (59) \dot{\phi}(t) = \frac{\partial f}{\partial y}(y(t)) \cdot \phi(t) + g(y(t)), \quad \phi(0) = 0. \]

By Gronwall’s inequality, we can show that \( |r(t)| \leq Ce \) and \( |r_1(t)| \leq Ce^2 \), where \( C \) is a constant depending on \( \|f\|_{C^2} + \|g\|_{C^2} \).

We solve Equation (59) as follows. Let \( A(t) = \frac{\partial f}{\partial y}(y(t)) \). Let \( \Phi(t) \) and \( \Psi(t) \) be the solution to the following ODE system:

\[ \dot{\Phi}(t) = -\Phi(t)A(t), \quad \Phi(0) = Id; \]

\[ \dot{\Psi}(t) = A(t)\Psi(t), \quad \Psi(0) = Id. \]

A straightforward calculation shows that \( \Phi(t)\Psi(t) = \Phi(0)\Psi(0) = Id \). Moreover,

\[ \dot{\phi}(t) = \Phi(t)^{-1} \int_0^t \Phi(s)g(y(s)) \, ds. \]

8.2. Proof of Lemma 4.2 and Lemma 4.4. Proof of 4.2. We only show (30), since (31) follows in a similar way. For simplicity, denote \( D = (3\epsilon_1/4, t_1 + \epsilon_1/2) \times U(x_1) \). We first show that

\[ (60) \tilde{g}(t, y, \lambda) = \tilde{g}_s(t, y, \lambda) + O \left( \frac{1}{\sqrt{\lambda}} \right) \quad \text{in} \quad L^2(D). \]

Indeed, by direct calculation,

\[ (61) \tilde{g}(t, y, \lambda) - \tilde{g}_s(t, y, \lambda) = (a(t) - a(t_1))e^{i\lambda^2x} + a(t)(e^{i\lambda^2x} - e^{i\lambda^2x}). \]

It suffices to show that

\[ R_1 := \|(a(t) - a(t_1))e^{i\lambda^2x}\|_{L^2(D)} \lesssim \frac{1}{\sqrt{\lambda}}, \]

\[ R_2 := \|a(t)(e^{i\lambda^2x} - e^{i\lambda^2x})\|_{L^2(D)} \lesssim \frac{1}{\sqrt{\lambda}}. \]

We first estimate \( R_1 \). By Lemma 3.1 in [5], we have \( |a(t)| \approx \lambda^{d/4} \). By Equation (27), we further derive that \( |\dot{a}(t)| \approx \lambda^{d/4} \), thus

\[ a(t) - a(t_1) = \int_0^1 \dot{a}(t_1 + s(t - t_1)) \, ds(t - t_1) = O(\lambda^{d/4}|t - t_1|). \]
Therefore,

\[ \| (a(t) - a(t_1)) e^{i\lambda \hat{\tau}^*} \|_{L^2(D)}^2 \lesssim \int_D \lambda^\frac{3}{2} (t - t_1)^2 e^{-\lambda (t-t_1, y)^3 \bar{M}(t_1)(t-t_1, y)^\top} \, dt \, dy \lesssim \frac{1}{\lambda}. \]

This proves \( R_1 \lesssim \frac{1}{\sqrt{\lambda}} \).

We next estimate \( R_2 \). Write \( \hat{\tau} = \hat{\tau}^* + \delta \hat{\tau} \), then \( \delta \hat{\tau} = O((t-t_1, y)^3) \) and hence \( |1 - e^{i\lambda \delta \hat{\tau}}| \lesssim \lambda \cdot O((t-t_1, y)^3) \). It follows that

\[ R_2 \lesssim \int_D \lambda^\frac{3}{2} \cdot \lambda \cdot |(t-t_1, y)|^3 e^{-2\lambda (t-t_1, y)^3 \bar{M}(t_1)(t-t_1, y)^\top} \, dt \, dy \lesssim \frac{1}{\lambda}. \]

This completes the proof of (60).

We now proceed to show (30). By direct calculation,

\[
\frac{\partial \hat{g}}{\partial y} - \frac{\partial \hat{g}^*}{\partial y} = i\lambda \left( \frac{\partial \hat{\tau}}{\partial y} \cdot \hat{g} - i\lambda \frac{\partial \hat{\tau}^*}{\partial y} \cdot \hat{g}^* \right) = i\lambda \left( \frac{\partial \hat{\tau}}{\partial y} - \frac{\partial \hat{\tau}^*}{\partial y} \right) \cdot \hat{g} + i\lambda \frac{\partial \hat{\tau}^*}{\partial y} \cdot (\hat{g} - \hat{g}^*). \]

One can check that \( \frac{\partial \hat{\tau}^*}{\partial y} - \frac{\partial \hat{\tau}^*}{\partial y} = O((t-t_1, y)^3) \), then a similar argument as used in the estimate of \( R_1 \) above shows that

\[ \| \lambda \left( \frac{\partial \hat{\tau}}{\partial y} - \frac{\partial \hat{\tau}^*}{\partial y} \right) \cdot \hat{g} \|_{L^2(D)}^2 \lesssim 1. \]

Besides, (60) implies that

\[ \| \lambda \frac{\partial \hat{\tau}^*}{\partial y} : (\hat{g} - \hat{g}^*) \|_{L^2(D)}^2 \lesssim \lambda. \]

Combining these two estimates together, we conclude that

\[ \| \frac{\partial \hat{g}}{\partial y} - \frac{\partial \hat{g}^*}{\partial y} \|_{L^2(D)}^2 \lesssim \lambda. \]

Similarly, we can show that

\[ \| \frac{\partial \hat{g}}{\partial t} - \frac{\partial \hat{g}^*}{\partial t} \|_{L^2(D)}^2 \lesssim \lambda. \]

This completes the proof of (30) and hence the lemma.

**Proof of Lemma 4.4** Denote \( D = (3\epsilon_1/4, t_1 + \epsilon_1/2) \times U(x_1) \) again. We first show (33). Since \( x \) is restricted to \( V(x_1) \subset \Gamma \), it suffices to show that

\[ \hat{g}^- (t, y, \lambda) + \hat{g}^- (t, y, \lambda) = O(\sqrt{\lambda}) \text{ in } H^1(D). \]

But this is a direct consequence of Lemma 4.2 and the fact that \( \hat{g}^- = -\hat{g}^* \).
We now prove (34). By a direct calculation
\[
\frac{\partial g}{\partial \nu}(t, x) = \frac{\partial}{\partial \nu}(a(t)e^{i\lambda \chi(t,x)}) = i\lambda g \cdot \frac{\partial \tau}{\partial \nu} = i\lambda g \cdot (\xi(t) + M(t)(x - x(t), \nu(x))
\]
\[
+ i\lambda g \cdot (M(t)(x - x(t), \nu(x)) - (\xi(t), \nu(x))).
\]
Note that in the coordinate $x = F(y)$,
\[
|\langle M(t)(x - x(t)), \nu(x) \rangle| = O(|(t - t_1, y)|),
\]
\[
|\langle \xi(t), \nu(x) \rangle| = O(|(t - t_1, y)|).
\]
It follows that
\[
\|g \cdot (\langle \xi(t), \nu(x) \rangle - \langle (\xi(t), \nu(x)) \rangle) \|_{L^2(D)}^2 \lesssim \frac{1}{\lambda},
\]
\[
\|g \cdot (M(t)(x - x(t)), \nu(x)) \|_{L^2(D)}^2 \lesssim \frac{1}{\lambda}.
\]
Thus
\[
\frac{\partial g}{\partial \nu}(t, x) = i\lambda g \cdot (\xi(t), \nu(x)) + O(\sqrt{\lambda}).
\]
Similarly,
\[
\frac{\partial g^-}{\partial \nu}(t, x) = i\lambda g^- \cdot (\xi^-(t), \nu(x)) + O(\sqrt{\lambda}).
\]
Finally, using (33) and the fact that $\langle \xi^-(t_1), \nu(x_1) \rangle = -\langle \xi(t_1), \nu(x_1) \rangle$, we conclude that (34) holds. This completes the proof of the lemma.

8.3. An estimate on Gaussian beam interactions.

**Lemma 8.1.** Assume that $M_1$ and $M_2$ are two symmetric positive definite matrices such that $0 < c_0 < M_1, M_2 < c_1$, and $N_1$ and $N_2$ are two symmetric matrices such that $\|N_1\|, \|N_2\| \leq c_2$. Let $\delta x, \delta \xi$ be two vectors in $\mathbb{R}^d$ and $\lambda \gg 1$. There exists $c_3 > 0$ depending only on $c_0, c_1$ and $c_2$ such that
\[
\left| \int_{\mathbb{R}^d} e^{i\lambda \cdot (\delta \xi, x) - \lambda x^T(M_1 + iN_1)x - (\lambda - \delta \lambda) x^T(M_2 + iN_2)(x - \delta x)} \right| \lesssim \frac{1}{\lambda^2}e^{-c_3\lambda(|\delta x|^2 + |\delta \xi|^2)}.
\]

**Proof.** See Lemma 3.7 in [5].
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