Iterative Procedure for Evaluating a Transient Response Through its Power Series

Introduction. We discuss here a particular method of evaluating a time function, such as a transient response, from its Laplace transform. We shall assume the Laplace transform of $F(t)$,

\[ F(S) = \int_0^\infty e^{-st}F(t)\,dt \]

is given, and is of the form

\[ F(S) = \frac{A_0 S^{N-1} + A_1 S^{N-2} + \cdots + A_N S + A_{N-1}}{S^N + b_1 S^{N-1} + b_2 S^{N-2} + \cdots + b_{N-1} S + b_N}. \]

(The superscript 0 of the $A$'s does not indicate a power, but is used as a superscript for reasons which will appear presently.)

We require in (2) that the denominator be of higher degree than the numerator, which is necessary if $F(t)$ is a Laplace transform. We shall always assume also that we have $\bar{F}(S)$ written with the coefficient of $S^N$ in the denominator equal to unity, as in equation (2).

The method described below is an iterative method for obtaining the quantities $a_i$ in MacLaurin series for $F(t)$, which we write in the form

\[ F(t) = \sum_{i=0}^{\infty} a_i \frac{t^i}{i!}. \]

The method has the advantage that it is not necessary to know the roots of the numerator or denominator of $\bar{F}(S)$. The series (3) will converge for all positive values of $t$, although for larger values of $t$ a great many terms may be needed. This, however, is not too great a disadvantage for digital purposes, since the method for computing the $a_i$'s is an iterative one. It is necessary, however, to have some idea of how many terms will be needed, and a criterion for this is also given below and discussed. The theoretical derivations are given in the Appendix.

Method for Computing the $a_i$'s. The method for computing the $a_i$'s, the theory of which is discussed in the Appendix, is as follows: We start with the coefficients

\[ A_0, A_1, \cdots, A_{N-1}, b_1, b_2, \cdots, b_N \text{ of (2)}. \]
Then
\[ \alpha_0 = A_0. \]

We next evaluate the numbers \( A_0^1, A_1^1, \ldots, A_{N-1}^1 \) as follows:

\[
A_0^1 = A_0 - \alpha_0 b_1 \\
A_1^1 = A_0 - \alpha_0 b_2 \\
\vdots \\
A_{N-2}^1 = A_0 - \alpha_0 b_{N-1} \\
A_{N-1}^1 = -\alpha_0 b_N.
\]

Then
\[ \alpha_1 = A_0^1. \]

Then we evaluate
\[
A_0^2 = A_1^1 - \alpha_1 b_1 \\
A_1^2 = A_1^1 - \alpha_1 b_2 \\
\vdots \\
A_{N-2}^2 = A_{N-1}^1 - \alpha_1 b_{N-1} \\
A_{N-1}^2 = -\alpha_1 b_N
\]

and \( \alpha_2 = A_0^2 \), and so on. (Again the superscripts 1, 2, etc., are merely superscripts and do not indicate powers of the \( A \)'s.) In contracted notation we have

\[
\alpha_j = A_0^j
\]

\[
A_{N-1}^{j+1} = A_{N-1}^j - \alpha_j b_{N-1}, \quad 0 \leq k \leq N - 2 \\
A_{N-1}^{j+1} = -\alpha_j b_N
\]

when \( j = 0, 1, 2, 3, \text{etc.} \).

Thus the numbers \( \alpha_j \) can be obtained and substituted in equation (3) to give \( F(t) \).

**Number of Terms.** It is difficult to estimate the exact number of terms of the series (3) necessary to give a prescribed accuracy. However, it is shown in the Appendix that if we wish to have \( F(t) \) accurate to within \( \pm \epsilon \) with \( 0 < t \leq t_0 \), neglecting numerical round-off errors, it is sufficient to have \( n > n_0 \), where \( (n + 1) \) is the number of terms (counting the 0 order term), and

\[
n_0 = e(1 + b)t_0 + \ln \left[ \frac{A(1 + b)[(1 + b)^N - 1]}{2b\epsilon(e - 1)} \right];
\]

here \( A \) is the maximum of the numbers \( |A_0|, |A_1|, \ldots, |A_{N-1}| \); \( b \) is the maximum of the numbers \( |b_1|, |b_2|, \ldots, |b_N| \); and \( e \) is the base of the natural logarithms—"\( \ln \)" denotes the natural logarithm.
It should be borne in mind that the above criterion may give more terms than are actually necessary in a particular case. However, it has the advantage that it offers a method of determining the number of terms from the function \( \bar{F}(S) \) alone, without necessarily having advance knowledge concerning the function \( F(t) \).

As an illustration we consider two simple cases where \( F(t) \) is easily evaluated by elementary methods. First consider

\[
\bar{F}(S) = \frac{1}{S+1}.
\]

Then we know

\[
F(t) = e^{-t}.
\]

(Our iterative procedure will give \( \alpha_j = (-1)^j \).)

In this case, \( A = b = N = 1 \). If we take \( t_0 = 5 \) seconds, and \( \epsilon = 10^{-3} \), substitution in equation (7) gives \( n_0 = 31.3 \), so we would use 33 terms (counting the 0 order term). However if we take \( n = 17 \), our error is less than \( 5^{17}/18! \) which is less than \( 10^{-4} \). \( 5^{17}/18! \) is greater than \( 10^{-3} \). Thus the actual number that we need in this case is \( n = 17 \), or 18 terms, so that equation (7) gave us far too many.

Next consider

\[
\bar{F}(S) = \frac{2S + 11}{S^2 + 11S + 10} \quad (N = 2, A = b = 11).
\]

Here again we can find directly that

\[
F(t) = e^{-t} + e^{-10t}
\]

so in this case

\[
\alpha_j = (-1)^j[10^j + 1].
\]

Substitution in (7), with the same \( t_0 \) and \( \epsilon \) as in the previous case, gives \( n_0 = 171.6 \) so that we would use 173 terms according to our formula. The number of terms that is actually needed in this case is around 145. Thus in this case again our formula gives too many terms, but not by as large a ratio as in the previous case.

APPENDIX

The method under discussion is based on the expansion of \( \bar{F}(S) \) around the point at infinity. Thus we substitute \( 1/Z \) for \( S \) and get

\[
f(Z) = \bar{F}\left(\frac{1}{Z}\right) = \frac{Z\{A_0 + A_1z + \cdots + A_{N-1}z^{N-1}\}}{1 + b_1Z + \cdots + b_NZ^N}.
\]

Next we write

\[
f(Z) = Zg(Z)
\]
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so

\[ g(Z) = \frac{p_0(Z)}{Q(Z)} \]

where

\[ p_0(Z) = A_0^0 + A_1^0Z + \cdots + A_{N-1}^0Z^{N-1} \]

and

\[ Q(Z) = 1 + b_1Z + \cdots + b_NZ^N. \]

Now \( g(Z) \) is analytic at the origin \( (Z = 0) \), and so it has a MacLaurin series:

\[ g(Z) = a_0 + a_1Z + a_2Z^2 + \cdots. \]

We shall show presently that these coefficients \( a_i \), are the same as the \( a_j \) in equation (3), and also that the series (3) converges for all values of \( t \).

To evaluate the \( a_j \) in equation (13) we use the method of [1], which becomes somewhat simpler in this case since we are expanding around the origin. From (10) and (13) we have

\[ p_0(Z) = Q(Z)[a_0 + a_1Z + a_2Z^2 + \cdots]. \]

Then

\[ a_0 = \frac{p_0(0)}{Q(0)} = A_0^0. \]

Now, having \( a_0 \), we note that

\[ p_0(Z) - a_0Q(Z) \]

has 0 as a root, so we can define another polynomial

\[ p_1(Z) = \frac{p_0(Z) - a_0Q(Z)}{Z}. \]

Then

\[ p_1(Z) = A_0^1 + A_1^1Z + A_2^1Z^2 + \cdots + A_{N-1}^1Z^{N-1} \]

and the coefficients \( A_1^1 \) are given by equations (4). We then have

\[ p_1(Z) = Q(Z)[a_1 + a_2Z + a_3Z^2 + \cdots]. \]

Thus we get

\[ a_1 = \frac{p_1(0)}{Q(0)} = A_1^1. \]

Then defining the polynomial

\[ p_2(Z) = \frac{p_1(Z) - a_1Q(Z)}{Z}, \]
we get

\[ p_2(Z) = A_0^2 + A_1^2 Z + \cdots + A_{N-1}^2 Z^{N-1} \]

where the coefficients \( A_i^2 \) are given by equations (5). Then \( \alpha_2 = A_0^2 \). If we continue in this manner we get the iterative relationships (6).

Next we shall use the method of [2] to prove equation (3), since this will assist us in obtaining an error criterion. Suppose \( \epsilon \) is a small positive number. We want to show that in a given interval, \( 0 - t_0 \), we can choose \( n_0 \) such that when \( n > n_0 \),

\[ |F(t) - \sum_{j=0}^{n} \alpha_j \frac{t^j}{j!}| < \epsilon, \quad 0 < t_0 \leq t_0.\]

First let \( r_1 \) be a positive number such that all the roots of \( Q(Z) \) are greater than \( r_1 \) in absolute value. Then \( g(Z) \) is analytic for \( |Z| < r_1 \), and so also is

\[ h(Z) = \frac{p_1(Z)}{Q(Z)}. \]

From equation (18) we see that

\[ h(Z) = \sum_{j=1}^{\infty} \alpha_j Z^{j-1}. \]

The series (22) will converge uniformly for \( |Z| \leq r_1 \). Thus if we let

\[ R_n(Z) = \sum_{j=n+1}^{\infty} \alpha_j Z^{j-1} \]

then for any positive number \( \epsilon_1 \) we can find \( n_0(\epsilon_1) \) such that \( |R_n(Z)| < \epsilon_1 \) when \( |Z| \leq r_1 \) and \( n > n_0(\epsilon_1) \).

\( \epsilon_1 \) can be any positive number and we will choose

\[ \epsilon_1 = \frac{2\epsilon}{r_1}. \]

Since the point \( \frac{1}{r_1} \) is to the right of all the singularities of \( \bar{F}(S) \), we have by the inversion theorem

\[ 2\pi i F(t) = \int_{\frac{1}{r_1} - i}^{\frac{1}{r_1} + i} \bar{F}(S) e^{st} dS = \int_{\frac{1}{r_1} - i}^{\frac{1}{r_1} + i} e^{st} \left\{ \sum_{j=0}^{\infty} \frac{\alpha_j}{S^{j+1}} \right\} dS. \]

The last step follows from equations (8), (9), and (13) substituting \( 1/S \) for \( Z \).

Next we consider the function

\[ F_n(t) = \sum_{j=0}^{n} \alpha_j \frac{t^j}{j!}. \]
The Laplace transform of $t^j/j!$ is $\frac{1}{S^{j+1}}$, $(j = 0, 1, 2, \ldots)$.

Thus by the inversion theorem

\[ 2\pi i F_n(t) = \sum_{j=0}^{\infty} \alpha_j \left[ \int_{\frac{1}{r_1}-i\infty}^{\frac{1}{r_1}+i\infty} \frac{e^{st}}{S^{j+1}} \, dS \right]. \tag{27} \]

Then for $n > n_0(\epsilon_1)$, we have

\[ |F(t) - F_n(t)| \leq \sum_{j=0}^{\infty} |\alpha_j| \left( \int_{\frac{1}{r_1}-i\infty}^{\frac{1}{r_1}+i\infty} \frac{e^{st}}{S^{j+1}} \, dS \right) \]

\[ = \frac{1}{2\pi} \left| \int_{\frac{1}{r_1}-i\infty}^{\frac{1}{r_1}+i\infty} e^{st} \sum_{j=0}^{\infty} \frac{\alpha_j}{S^{j+1}} \, dS \right| \leq \frac{1}{2\pi} \int_{\frac{1}{r_1}-i\infty}^{\frac{1}{r_1}+i\infty} \left| \frac{R_n}{S^2} \right| \, dS \leq \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{1}{S^2} \, dy \leq \frac{\epsilon_1}{2\pi} \left( \frac{\epsilon_1}{r_1\pi} \right) \leq \epsilon \]

if $0 < t \leq t_0$. The numbers, $t_0$ and $\epsilon$ may have any positive values. Once they are chosen we choose $\epsilon_1$ by equation (24), and then find $n_0(\epsilon_1)$. The actual finding of a number $n_0$, after having found $\epsilon_1$ is the task which we will consider next. However we have proved that the series of equation (3) converges to $F(t)$ for all positive $t$. Also we see that the number $n_0$ which makes $|F(t) - F_n(t)| < \epsilon$ for $t = t_0$, also does so for all values of $t$ between 0 and $t_0$.

Next we ask the question : Having given $\epsilon_1$ from equation (24), how do we actually find a number $n_0$ such that $|R_n(Z)| < \epsilon_1$ when $|Z| \leq r_1$ and $n > n_0$? We must do this in order to have a formula for obtaining a sufficient number of terms in the series (3). Also we have not yet chosen $r_1$, except to say that it is less than the modulus of each of the roots of $Q(Z)$.

First of all we define

\[ r_0 = \frac{1}{1 + b} \]

where $b$ is the maximum of the numbers $|b_1|, |b_2|, \ldots, |b_N|$. Then for $|Z| \leq r_0$, \n
\[ |Q(Z)| \geq 1 - b \left[ \frac{1}{1 + b} + \left( \frac{1}{1 + b} \right)^2 + \cdots + \left( \frac{1}{1 + b} \right)^N \right] \]

\[ = 1 - \left( \frac{b}{1 + b} \right) \frac{1 - \left( \frac{1}{1 + b} \right)^N}{1 - \left( \frac{1}{1 + b} \right)} = \frac{1}{(1 + b)^N}. \tag{30} \]
Thus all the roots of $Q(Z)$ are outside the circle $|Z| = r_0$. Now we choose

$$r_1 = \theta r_0 = \frac{\theta}{1 + b}, \tag{31}$$

where $\theta$ is as yet undetermined, except that

$$0 < \theta < 1.$$

Then for $|Z| \leq r_1$, we have

$$R_n(Z) = \sum_{i=n+1}^{\infty} \alpha_i Z^{i-1} = h(Z) - \sum_{i=1}^{n} \alpha_i Z^{i-1}. \tag{32}$$

Also

$$\alpha_i = \frac{h^{(i-1)}(0)}{(j - 1)!} \tag{33}$$

where $h^{(k)}(Z)$ is the $k^{th}$ derivative of $h(Z)$. From Cauchy's integral formula, we have

$$h(Z) = \frac{1}{2\pi i} \oint_{C_0} \frac{h(w)}{w - Z} \, dw \tag{34}$$

and

$$h^{(k)}(Z) = \frac{k!}{2\pi i} \oint_{C_0} \frac{h(w)}{(w - Z)^{k+1}} \, dw \tag{35}$$

if $|Z| \leq r_1$, where $C_0$ is the circle $|w| = r_0$.

Thus, for $|Z| \leq r_1$,

$$R_n(Z) = \frac{1}{2\pi i} \oint_{C_0} \frac{h(w)}{w - Z} \, dw - \sum_{i=1}^{n} \frac{Z^{i-1}}{2\pi i} \oint_{C_0} \frac{h(w)}{w^i} \, dw. \tag{36}$$

The second term

$$\sum_{j=1}^{n} \frac{Z^{j-1}}{2\pi i} \oint_{C_0} \frac{h(w)}{w^i} \, dw \tag{37}$$

$$= \frac{1}{2\pi i} \oint_{C_0} \frac{h(w)}{w} \sum_{j=1}^{n} \left( \frac{Z}{w} \right)^{j-1} \, dw = \frac{1}{2\pi i} \oint_{C_0} \frac{h(w)}{w} \left( \frac{1 - Z}{w} \right)^n \, dw$$

$$= \frac{1}{2\pi i} \oint_{C_0} \frac{h(w)}{w - Z} \, dw - \frac{1}{2\pi i} \oint_{C_0} \frac{h(w)}{(w - Z)} \left( \frac{Z}{w} \right)^n \, dw.$$

Hence

$$R_n(Z) = \frac{1}{2\pi i} \oint_{C_0} \frac{h(w)}{(w - Z)} \left( \frac{Z}{w} \right)^n \, dw. \tag{38}$$
Thus, since $|Z| \leq r_1 = \theta r_0$,

$$|R_n(Z)| \leq \frac{1}{2\pi r_0 (1 - \theta)} \frac{M}{\theta^n 2\pi r_0} \frac{M \theta^n}{(1 - \theta)}$$

where $M$ is the maximum of the function $|\hat{h}(w)|$ on the circle $C_0$.

On the circle $C_0$, we have

$$|\hat{h}(w)| = \frac{|\hat{p}_1(w)|}{|Q(w)|} \leq (1 + b)^n |\hat{p}_1(w)|,$$

using (30).

The coefficients $A_k$ of $p_1(Z)$ are given by equations (4), and since $\alpha_0 = A_0$, we see from these equations that

$$|A_k| \leq A (1 + b), \quad k = 0, 1, \ldots, (N - 1),$$

where $A$ is the maximum of the numbers $|A_0|, |A_1|, \ldots, |A_{N-1}|$.

Thus on the circle $C_0$,

$$|\hat{p}_1(w)| \leq A (1 + b) \left[ 1 + \frac{1}{1 + b} + \left( \frac{1}{1 + b} \right)^2 + \cdots + \left( \frac{1}{1 + b} \right)^{N-1} \right]$$

$$= A (1 + b) \frac{1 - \left( \frac{1}{1 + b} \right)^N}{1 - \frac{1}{1 + b}}.$$

Therefore, using (40),

$$M \leq A (1 + b)^{N+1} \frac{1 - \left( \frac{1}{1 + b} \right)^N}{1 - \frac{1}{1 + b}} = A (1 + b)^{N+1} \frac{(1 + b)^N - 1}{b}.$$

Thus, returning to condition (39) we see that for $|Z| \leq r_1$,

$$|R_n(Z)| \leq \frac{A (1 + b)^{N+1} (1 + b)^N - 1}{b (1 - \theta)} \theta^n.$$

Thus, we wish to have

$$\frac{A (1 + b)^{N+1} (1 + b)^N - 1}{b (1 - \theta)} \theta^n < \epsilon_1.$$

This will be true if

$$\left( \frac{1}{\theta} \right)^n > \frac{A (1 + b)^{N+1} (1 + b)^N - 1}{b \epsilon_1 (1 - \theta)},$$

that is,

$$n > \frac{\ln \left[ \frac{A (1 + b)^{N+1} (1 + b)^N - 1}{b \epsilon_1 (1 - \theta)} \right]}{\ln \left( \frac{1}{\theta} \right)}.$$
Thus we have found a number $n_0(\epsilon_1)$ which has the required property, namely

$$n_0 = \frac{\ln \left[ \frac{A(1 + b)^N - 1}{b\epsilon_1(1 - \theta)} \right]}{\ln \left( \frac{1}{\theta} \right)}$$

(44)

In order to relate $\epsilon_1$ to $\epsilon$, the desired maximum error in $F(t)$, and the interval (0 to $t_0$), we use equations (24) and (31), and get

$$n_0 = \frac{\ln \left[ \frac{A(1 + b)^N - 1}{2b(1 - \theta)\epsilon^\theta} \right]}{\ln \left( \frac{1}{\theta} \right)}$$

(45)

$$= \frac{(1 + b)t_0}{\theta \ln \left( \frac{1}{\theta} \right)} + \frac{\ln \left[ \frac{A(1 + b)^N - 1}{2b(1 - \theta)\epsilon^\theta} \right]}{\ln \left( \frac{1}{\theta} \right)}.$$

We still have not chosen $\theta$, except to say that it is a positive number less than unity. We somewhat arbitrarily choose $\theta$ so as to make the $t_0$ term as small as possible, i.e., the value which makes $\theta \ln (1/\theta)$ maximum. This value is

$$\theta = e^{-1}.$$

(46)

Thus

$$n_0 = e(1 + b)t_0 + \ln \left[ \frac{A(1 + b)^N - 1}{2b\epsilon(e - 1)} \right]$$

(47)

which is the same as equation (7).
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