and therefore the corresponding equation (14) is actually
\[
\left( \bar{X}^{-1} + \frac{1}{m} \delta \right)^2 = \bar{X}^{-2} - \frac{1}{m} \Delta + \frac{1}{m} 0\left[ (\bar{X}^{-1}\delta)^2 \right] + \frac{1}{m^2} \delta^2.
\]

Now, since the third term of the right hand side of this equation is to be neglected, one concludes that the removal of the last term does not cause any additional inaccuracy, if \( m \) is large enough. It is sufficient to choose \( m \) of the same order of magnitude as the largest eigenvalue of \( \bar{X} \) squared or the reciprocal of the smallest eigenvalue of \( A \). Compute the matrix \( \left( \bar{X}^{-2} - \frac{1}{m} \Delta \right)^{\dagger} \) by means of the algorithm (15); subtract \( \bar{X}^{-1} \) from this result; and finally, multiply by \( m \) in order to obtain an approximation for the correction (11). Of course, this procedure may be repeated and thus set up a quadratically convergent algorithm which, moreover, is self-correcting.

**Summary.** It has been proved that for any real \((n \times n)\)-matrix \( A \) with only positive eigenvalues the algorithm (1), with an initial matrix \( X^{(0)} = kI \), converges quadratically to the matrix \( A^{-1} \) with positive eigenvalues.

In a numerical case this algorithm, if continued indefinitely, may be divergent due to round-off errors, whose influence may increase in geometrical progression. This makes it necessary to stop the process as soon as the difference between two successive results no longer decreases; of course, it is also desirable to have some additional accuracy in the numerical computation to take care of the round-off errors.

Any approximation to \( A^{-1} \) sufficiently accurate can be improved successively, the rate of convergence of the procedure being quadratic. Each step, however, involves either the solution of a system of \( n^2 \) linear equations or the extraction of the square-root of a matrix, which may be achieved by a quadratically convergent iteration process.
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**On Gauss' Speeding Up Device in the Theory of Single Step Iteration**

**By Alexander M. Ostrowski**

1. In this paper we consider throughout real numbers, vectors and matrices. In order to solve the linear system

\[
\sum_{\mu=1}^{n} a_{\mu \nu} x_{\nu} = y_{\mu}, \quad a_{\mu \mu} = A_{\mu} \quad (\mu = 1, \cdot\cdot\cdot, n)
\]
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with the matrix $A, A_\mu \neq 0 \ (\mu = 1, \cdots, n)$ and non-vanishing determinant, by the single step iteration we form, starting from an arbitrary (row) vector $\xi_0$, a sequence of vectors

$$\xi_k = (x_1^{(k)}, \cdots, x_n^{(k)}) \quad (k = 1, 2, \cdots)$$

obtained in the following way: For any integer $k (k \geq 0)$ choose a value $N_k$ of the "leading index" from the indices $1, \cdots, n$; then if

$$\rho_k = (r_1^{(k)}, \cdots, r_n^{(k)}) \quad (k = 0, 1, 2, \cdots)$$

is the $k$-th residual vector defined by

$$r_\mu^{(k)} = \sum_{r=1}^n a_\mu x_r^{(k)} - y_\mu \quad (\mu = 1, \cdots, n; k = 0, 1, \cdots),$$

we put

$$x_\mu^{(k+1)} = x_\mu^{(k)} \quad (\mu \neq N_k), \quad x_{N_k}^{(k+1)} = x_{N_k}^{(k)} - \frac{r_{N_k}^{(k)}}{A_{N_k}}.$$

In studying this iteration we can and will restrict ourselves to the case where all $y_\mu$ vanish, since we can always by a convenient change of the origin make all $y_\mu = 0$, without changing the $\rho_k$.

2. We consider in what follows only the case where the matrix of the system (1) is symmetric and the quadratic form

$$K(H) = \sum_{\mu, r=1}^n a_\mu x_\mu x_r$$

defined for an arbitrary vector $\xi = (x_1, \cdots, x_n)$, is positive definite. In this case it is well known and immediately verified that if the vector $\xi_{k+1}$ is obtained from the vector $\xi_k$ by the transformation (5), we have

$$K(\xi_{k+1}) = K(\xi_k) - (r_{N_k}^{(k)})^2 / A_{N_k}.$$

In using (7) it was proved by Seidel, 1874 [13], that the single step iteration is always convergent if $N_k$ is chosen at each step so that

$$(r_{N_k}^{(k)})^2 / A_{N_k} = \max_\mu (r_\mu^{(k)})^2 / A_\mu$$

This is Seidel's relaxation procedure.

This special rule goes back to F. R. Helmert, 1872 [7]. The relaxation rule indicated previously by Gauss [4] and Gerling [6] is different, as is the one proposed by Southwell [14], but the rule (8) is apparently the most advantageous one. Cf. the discussion in [9], p. 158–9.

On the other hand Schmeidler [12] and Reich [11] proved in using (7) that the single step procedure is convergent in the cyclic case when $N_k$ runs periodically through all indices $1, \cdots, n$.

3. Gauss [4], [1], [6] and [15] proposed the following modification of the
above procedure in order to speed up the convergence. Put

\[
x_{r} = z_{r} - z_{0}, \quad a_{0r} = a_{r0} = - \sum_{\mu=1}^{n} a_{\mu r} \quad (\nu = 1, \ldots, n)
\]

(9)

\[
a_{00} = A_{0} = - \sum_{r=1}^{n} a_{0r} = \sum_{\mu,r=1}^{n} a_{\mu r},
\]

where \(z_{0}\) can be arbitrarily chosen. Then the system (1) can be written in the form (assuming \(y_{\mu} = 0\))

\[
\sum_{\mu=0}^{n} a_{\mu r} z_{r} = 0 \quad (\mu = 0, 1, \ldots, n),
\]

(10)

where the first equation is, of course, not independent of the last \(n\) equations but is useful for the sake of uniformity and for checking purposes.

In particular \(A_{0}\) is positive since by (9) \(A_{0}\) is the value of the quadratic form (6) for \(x_{r} = 1 \quad (\nu = 1, \ldots, n)\).

4. From a solution \((z_{0}, z_{1}, \ldots, z_{n})\) of the system (10) we obtain at once by (9) the solution \((x_{1}, \ldots, x_{n})\) of the system (1). The idea of Gauss is now to apply the procedure described in (4) and (5) to the system (10). If we obtain then, starting from a vector \(\xi_{0} = (z_{0}(0), z_{1}(0), \ldots, z_{n}(0))\), a sequence of vectors

\[
\xi_{k} = (z_{k}(0), z_{k}(1), \ldots, z_{k}(k)),
\]

we consider at the same time the corresponding vectors

\[
\xi_{k} = (z_{1}(k), z_{2}(k), \ldots, z_{n}(k) - z_{0}(k)).
\]

If then in the passage from \(\xi_{k}\) to \(\xi_{k+1}\) the leading index \(N_{k} \neq 0\), we have

\[
\sum_{r=0}^{n} a_{\mu r} z_{r}^{(k)} = \sum_{r=1}^{n} a_{\mu r} (z_{r}^{(k)} - z_{0}^{(k)}) = r^{(k)} \quad (\mu = 1, \ldots, n),
\]

(11)

\[
z_{N_{k}+1}^{(k+1)} = z_{N_{k}}^{(k)} - \frac{\sum_{r=0}^{n} a_{N_{k} r} z_{r}^{(k)}}{A_{N_{k}}} = z_{N_{k}}^{(k)} - \frac{r^{(k)}}{A_{N_{k}}},
\]

\[
z_{\mu}^{(k+1)} = z_{\mu}^{(k)} \quad (\mu \neq N_{k}).
\]

Since here \(z_{0}^{(k+1)} = z_{0}^{(k)}\), we see that the corresponding \(n\)-dimensional vectors \(\xi_{k}, \xi_{k+1}\) are connected exactly by the formulae (5), so that in this case there is no essential change compared with the original method.

5. If, however, \(N_{k} = 0\), then only \(z_{0}(k)\) is changed and therefore all components \(x_{1}, \ldots, x_{n}\) are changed by the same amount. In this case we have obviously a new possibility and the question arises whether in this case the convergence is indeed speeded up. Of course, by 'convergence' in this case is not meant the convergence of the vectors \(\xi_{k}\) but that of the corresponding vectors \(\xi_{k}\). This question is ap-
parently not as yet settled, as widely contradictory opinions are to be found in the literature; see \cite{14} and \cite{3}.

Our conclusions are stated at the start of section 8 and at the end of the paper.

6. In what follows we will say that the two \((n + 1)\)-dimensional vectors \(\xi = (z_0, z_1, \ldots, z_n)\) and \(\xi' = (z_0', z_1', \ldots, z_n')\) are equivalent, if we have \(z_n - z_0 = z_n' - z_0'\). In the class of vectors equivalent to \(\xi\) there exists a reduced one: \(\hat{\xi} = (0, x_1, \ldots, x_n)\), and the corresponding \(n\)-dimensional vector \(\xi = (x_1, \ldots, x_n)\) is uniquely determined.

If we define the component of the residual vector corresponding to the index 0 by
\[
(r_0)^{(k)} = \sum_{r=0}^{n} a_{0r} z_r^{(k)} = \sum_{r=1}^{n} a_{0r} (z_r^{(k)} - z_0^{(k)}) = - \sum_{r=1}^{n} r_r^{(k)},
\]
we see from (11) and (12) that the residual vector for the system (10) does not depend on the component \(z_0\) but only on the corresponding vector \(\xi\). It follows then from (9) and (6)
\[
\sum_{\mu, r=0}^{n} a_{\mu r} z_r = \sum_{\mu=0}^{n} z_\mu \left( \sum_{r=1}^{n} a_{\mu r} z_r + a_{\mu 0} z_0 \right)
= \sum_{\mu=0}^{n} z_\mu \sum_{r=1}^{n} a_{\mu r} x_r = \sum_{r=1}^{n} x_r \sum_{\mu=0}^{n} a_{\mu r} z_\mu
= \sum_{r=1}^{n} x_r \sum_{\mu=1}^{n} a_{\mu r} x_\mu,
\]
\[
\sum_{\mu, r=0}^{n} a_{\mu r} z_r = \sum_{\mu, r=0}^{n} a_{\mu r} x_\mu x_r.
\]

7. It is obvious that the algebraic identity corresponding to (7) remains true for the system (10), although the corresponding quadratic form is only semi-definite. Therefore from (13) it follows that the relation (7) is also true for \(N_k = 0\) where \(r_0^{(k)}\) is given by (12), and the quadratic form \(K\) is the positive definite quadratic form (6). But then it follows from (7) that in any case
\[
\lim_{k \to \infty} (r_0^{(k)})^2 / A_{N_k} = 0.
\]

8. We discuss first the cyclic one step iteration. In this case we will prove that the procedure remains convergent, but for any \(n \geq 2\) there exist matrices for which the modified procedure is slower and others for which the modified procedure is indeed faster than the original one. This agrees with results mentioned by Forsythe and Motzkin [3], footnote 24.
9. It follows from (14) that \( \lim r^{(k)} = 0 \). Therefore from (5) and the corresponding formula for \( \xi_k \) with \( N_k = 0 \),

\[
x^{(k+1)}_\mu - x^{(k)}_\mu \to 0 \quad (k \to \infty ; \mu = 1, \ldots, n),
\]

and by (4)

\[
r^{(k+1)}_\mu - r^{(k)}_\mu \to 0 \quad (k \to \infty ; \mu = 1, \ldots, n).
\]

More generally for each constant integer \( \gamma \),

\[
r^{(k+\gamma)}_\mu - r^{(k)}_\mu \to 0 \quad (k \to \infty ; \mu = 1, \ldots, n).
\]

But for any fixed \( \mu \), among the \( n + 1 \) consecutive values of \( k \) there is one for which \( N_k = \mu \); therefore it follows that

\[
r^{(k)}_\mu \to 0 \quad (k \to \infty ; \mu = 1, \ldots, n),
\]

and, since the determinant in (4) does not vanish,

\[
x^{(k)}_\mu \to 0 \quad (k \to \infty ; \mu = 1, \ldots, n).
\]

We see that the modified procedure is indeed convergent.

10. In comparing the rate of convergence of the original and the modified procedure it is better to change our notations in the following way. If we start with a vector \( \xi_0 = X_0 \) and apply the complete \( n \)-cycle of single steps corresponding to \( N_k = 1, \ldots, n \), the obtained vector will be denoted by \( X_1 \), and the vectors obtained in repeating each time the complete \( n \)-cycle will be denoted by \( X_2, X_3, \ldots, X_k = \xi_{nk}, \ldots \).

In the same way, in the modified cyclic procedure we obtain, starting from a vector \( \xi_0 = Z_0 \) and applying each time the whole \( (n + 1) \)-cycle corresponding to \( N_k = 0, 1, \ldots, n \), the sequence of vectors \( Z_1, Z_2, \ldots, Z_k = \xi_{nk}, \ldots \).

11. We decompose \( A \) in the following way:

\[
A = L + D + L^*,
\]

where \( D \) is the diagonal matrix with the elements \( a_{11}, \ldots, a_{nn} \), while in \( L \) all elements to the right and on the main diagonal and in \( L^* \) all elements to the left and on the main diagonal vanish. Then the rate of convergence of the usual cyclic single step iteration depends on the maximum modulus \( \lambda_N \) of the roots of the equation

\[
|\lambda(L + D) + L^*| = 0,
\]

and we have, if \( \lambda_N > 0 \):

\[
X_k = O(\lambda_N^{-k}k^{n-2}) \quad (k \to \infty),
\]

while the starting vector \( X_0 \) can be chosen so that \( X_0\lambda_N^{-k} \) does not tend to 0 as \( k \to \infty \). The proof of this is quite similar to the following proof of the corresponding results for the modified single step iteration; see (25). If \( \lambda_N = 0 \), then \( X_1 \) vanishes identically, and the solution is obtained at the most in \( n \) steps.

12. We will now characterize in a similar way the rate of convergence of the
modified procedure. We have for the matrix $\mathbf{A}$ of the system (10) the decomposition corresponding to (15):

$$\mathbf{A} = \begin{pmatrix} a_{00} & a_{0r} \\ a_{r0} & A \end{pmatrix} = \hat{L} + \hat{D} + \hat{L}^*$$

and obtain between $Z_0$ and $Z_1$, as in the theory of the usual cyclic one step iteration, the relations

$$\begin{align*}
(\hat{L} + \hat{D})Z_1 + \hat{L}^*Z_0 &= 0, \\
Z_1 &= - (\hat{L} + \hat{D})^{-1}\hat{L}^*Z_0.
\end{align*}$$

13. As has been mentioned above the result of this operation is not changed if $Z_0$ is replaced by the corresponding reduced vector $\hat{Z}_0 = (0, x_1^{(0)}, \cdots, x_n^{(0)})$. Before we go on from $Z_1$, we replace therefore $Z_1$ again by the corresponding reduced vector $\hat{Z}_1 = (0, x_1^{(1)}, \cdots, x_n^{(1)})$. For this purpose we apply the transformation $x_\mu = Z_\mu - \hat{Z}_0 (\mu = 1, \cdots, n)$ which is equivalent to left multiplication by the $(n + 1) \times (n + 1)$-matrix

$$\begin{pmatrix}
0 & 0 \\
-1 & E_n
\end{pmatrix},$$

where the first row consists of 0's and the first column, with the exception of the 0 on the top, of -1's.

We have then finally, putting

$$\begin{align*}
Q_0 &= - N_0(\hat{L} + \hat{D})^{-1}\hat{L}^*, \\
\hat{Z}_k &= Q_0^k\hat{Z}_0 & (k = 1, 2, \cdots).
\end{align*}$$

14. If $Q_0$ vanishes identically, we have at once $Z_1 = \cdots = Z_k = \cdots = 0$, and the solution of (1) is attained at the first step. We can and will therefore assume that $Q_0 \neq 0$. We use then the following result due to Werner Gautschi [5].

If for any matrix $C = (c_{\mu\nu})$ we define as its "norm"

$$N(C) = \sqrt{\sum_{\mu,\nu} |c_{\mu\nu}|^2},$$

then if $C$ is a square matrix of order $n$ for which the greatest modulus of a fundamental root is $\Lambda$, we have

$$N(C^k) = O(\Lambda^p k^{p-1}) \quad (k \to \infty),$$

where $p$ is the greatest multiplicity of a fundamental root of $C$ with the modulus $\Lambda$. As a matter of fact (23) is not the best possible result, cf. [10], p. 5, Satz V. But Werner Gautschi's result is completely sufficient for our purpose.

15. If we apply this to the singular matrix (21) and denote the maximal modulus of a fundamental root of $Q_0$ by $\lambda_0$, then $p$ does not exceed $n - 1$ if $\lambda_0 > 0$, as will follow later from (31). We have therefore

$$N(Q_0^k) = O(\lambda_0^p k^{p-2}) \quad (k \to \infty).$$
Further it follows from (22), in applying the Cauchy-Schwarz inequality,

\[ |Z_k| \leq N(Q_0^k)|Z_0|, \]

and we obtain therefore

(25) \[ Z_k = O(\lambda_o^k k^{n-2}) \quad (k \to \infty). \]

16. On the other hand it is easy to show that for a conveniently chosen starting vector \( Z_0 \) the expression \( Z_k \lambda_o^{-k} \) does not tend to zero. Indeed, if \( \eta \) is an eigenvector of \( Q_0 \) corresponding to a fundamental root \( \lambda \) with \( |\lambda| = \lambda_o \), we have

\[ \lambda \eta' = Q_0 \eta' \]

and iterating

\[ \lambda^k \eta' = Q_0^k \eta'. \]

But, since the first row in \( Q_0 \) consists of zeros, the vector \( \eta \) is a reduced one and can be taken as \( Z_0 \). Then we have

\[ Z_k = \lambda^k Z_0, \quad Z_k \lambda_o^{-k} = \left( \frac{\lambda}{\lambda_o} \right)^k Z_0, \]

and this does not tend to zero as \( k \to \infty \). If \( \lambda_o = 0 \), then \( Z_1 \) vanishes identically.

17. We shall now transform the fundamental equation of \( Q_0 \), and we introduce for this purpose the matrix

(26) \[ N_\epsilon = \begin{pmatrix} \epsilon & 0 \\ -1 & E_n \end{pmatrix}, \]

where the first row and the first column consist respectively of 0's and -1's with the exception of the first element \( \epsilon \). \( N_\epsilon \) corresponds to the transformation

(27) \[ y_0 = \epsilon Z_0, \quad y_\nu = Z_\nu - Z_0 \quad (\nu = 1, \ldots, n) \]

and for \( \epsilon \to 0 \) goes into \( N_0 \). Since the inverse of (27) is for \( \epsilon \neq 0 \)

\[ Z_0 = \frac{1}{\epsilon} y_0, \quad Z_\nu = y_\nu + \frac{1}{\epsilon} y_0 \quad (\nu = 1, \ldots, n), \]

we have

(28) \[ N_\epsilon^{-1} = \begin{pmatrix} \epsilon^{-1} & 0 \\ \epsilon^{-1} & E_n \end{pmatrix}, \]

where the first column consists of \( \epsilon^{-1} \), while the first row with the exception of the first element contains only 0's.

The fundamental equation of \( Q_0 \) can be written in the form

(29) \[ \lim_{\epsilon \to 0} |\lambda E + N_\epsilon(\mathcal{L} + \mathcal{D})^{-1} \mathcal{L}^*| = 0. \]

18. On the other hand we have identically, since \( |N_\epsilon| = \epsilon \),

(30) \[ (|\mathcal{L} + \mathcal{D}|)(|\lambda E + N_\epsilon(\mathcal{L} + \mathcal{D})^{-1} \mathcal{L}^*|) = \epsilon |\lambda (\mathcal{L} + \mathcal{D}) N_\epsilon^{-1} + \mathcal{L}^*|, \]
and we obtain the fundamental equation of $Q_0$ in taking the limit for $\epsilon \to 0$ on
the right in (30).

Now we have

$$(\hat{L} + \hat{D})N^{-1}_e = \left( \begin{array}{cc} \epsilon^{-1}a_{00} & 0 \\ \epsilon^{-1}\sum_{\mu \leq n} a_{\mu} & L + D \end{array} \right),$$

where $a_{n0} + a_{n1} + \cdots + a_{nn} = 0$ by (9); and we have therefore identically

$$\epsilon |\lambda (\hat{L} + \hat{D}) + \hat{L}^*| = \lambda \left| \begin{array}{cc} a_{00} & a_{0n} \\ \sum_{\mu \leq n} a_{\mu} & \lambda (L + D) + L^* \end{array} \right|.$$ 

$\lambda_0$ is therefore the maximum modulus of the roots of the equation of degree $n$

$$(31) \quad G(\lambda) = \left| \begin{array}{cc} a_{00} & a_{0n} \\ \sum_{\mu \leq n} a_{\mu} & \lambda (L + D) + L^* \end{array} \right| = 0.$$ 

One root of this equation is zero.

19. In specializing for $n = 2$ we obtain in particular, if we put $a_{11} = a_1$, $a_{22} = a_2$, $a_{12} = a_{21} = \sigma$ and assume $\sigma \neq 0$:

$$G_2(\lambda) = \left| \begin{array}{cc} a_1 + a_2 + 2\sigma & -a_1 - \sigma - a_2 - \sigma \\ -\sigma & \lambda a_1 \\ 0 & \lambda \sigma \end{array} \right|$$

$$= (a_1 + a_2 + 2\sigma)a_1a_2\lambda^2 - \sigma(\lambda(a_1 + \sigma)(a_2 + \sigma),$$

$$(32) \quad \lambda_0 = \frac{\sigma(a_1 + \sigma)(a_2 + \sigma)}{a_1a_2(a_1 + a_2 + 2\sigma)},$$

while the equation (16) for $\lambda_N$ reduces to $\lambda^2a_1a_2 - \lambda\sigma^2 = 0$, and gives

$$(33) \quad \lambda_N = \frac{\sigma^2}{a_1a_2}.$$ 

From (32) and (33) we have

$$(34) \quad \frac{\lambda_0}{\lambda_N} = \frac{|a_1 + \sigma||a_2 + \sigma|}{|\sigma|(a_1 + a_2 + 2\sigma)}.$$ 

20. If we square this, subtract 1 and multiply by the square of the denominator we obtain

$$\left[(a_1 + \sigma)(a_2 + \sigma) - \sigma(a_1 + a_2) - 2\sigma^2\right]\left[(a_1 + \sigma)(a_2 + \sigma) + \sigma(a_1 + a_2) + 2\sigma^2\right]$$

$$= (a_1a_2 - \sigma^2)(a_1a_2 + 2(a_1 + a_2)\sigma + 3\sigma^2).$$

Since the first factor is positive, we see that $\lambda_0 \geq \lambda_N$ according as

$$(35) \quad \varphi(\sigma) = 3\sigma^2 + 2(a_1 + a_2)\sigma + a_1a_2 \geq 0.$$ 

Here $\sigma \neq 0$ is subject only to the condition $|\sigma| \leq \sqrt{a_1a_2}$. We have obviously

$$\varphi(-\sqrt{a_1a_2}) = 4\sqrt{a_1a_2}\left(\sqrt{a_1a_2} - \frac{a_1 + a_2}{2}\right).$$
Since this is \( \leq 0 \), we see that \( \varphi(-\sigma) \) has two positive roots \( \sigma_1, \sigma_2 \) with \( \sigma_1 \sigma_2 = \frac{a_1 a_2}{3} \), and

\[
0 < \sigma_1 < \sqrt{a_1 a_2} \leq \sigma_2.
\]

It follows that for \( n = 2 \) we have \( \lambda_G < \lambda_N \), if \( \sigma_1 < -\sigma < \sqrt{a_1 a_2} \), and \( \lambda_G > \lambda_N \), if \( -\sqrt{a_1 a_2} < -\sigma < \sigma_1 \). The modified procedure is in the first case faster and in the second slower than the original one.

21. To prove the corresponding result for \( n > 2 \) consider the matrix \( A \) of the quadratic form

\[
K(\xi) = a_1 x_1^2 + 2\sigma x_1 x_2 + a_2 x_2^2 + \sum_{\mu=3}^{n} x_\mu^2.
\]

In the corresponding determinant (31) for \( G(\lambda) \) the elements in the first column are

\[
a_{\mu 0} + a_{\mu 1} + \cdots + a_{\mu n} = -(a_{\mu, \mu+1} + \cdots + a_{\mu n})
\]

and vanish therefore for \( \mu \geq 2 \). The same is true for the elements \( \lambda a_{\mu \nu} \) to the left of the main diagonal with \( \mu > 2 \) and \( \nu < \mu \), while the elements on the diagonal, \( \lambda a_{\mu \mu} (\mu > 2) \), become respectively \( \lambda \). We obtain therefore

\[
G(\lambda) = \lambda^{n-2} G_2(\lambda)
\]

so that \( \lambda_G \) is given in this case by (32).

22. In the same way it follows from (16) that \( \lambda_N \) is again given by (33). We can have in this case, according to the chosen values of \( \sigma \), either \( \lambda_G > \lambda_N \) or \( \lambda_G < \lambda_N \).

It may finally be remarked that the value of \( \lambda_G \) is not changed, if the \( (n + 1) \)-st equation in (10) and the corresponding new variable \( z_0 \) are not put at the beginning but are interpolated between two indices \( \mu, \mu + 1 \) or even put at the end. Indeed this amounts to the old process applied to a transformation of \( \tilde{\xi}_0 \) by a finite sequence of single step iterations, but then \( \tilde{\xi}_0 \) is carried over into the general reduced vector, and the invariance of \( \lambda_G \) follows then from the characterization of \( \lambda_G \) contained in the developments of numbers 15 and 16.

23. We consider now Seidel’s relaxation procedure (8). Then in the modified procedure we obtain the speeding up for an index \( k \) for which we have

\[
(r_0^{(k)})^2 / A_0 > (r_\mu^{(k)})^2 / A_\mu \quad (\mu \neq 0),
\]

that is to say, by (12):

\[
|\sum_{r=1}^{n} r_r^{(k)}| / A_0^4 > |r_\mu^{(k)}| / A_\mu^4 (\mu \neq 0).
\]

We will now show that this inequality is impossible, if we have

\[
A_0^4 \geq \sum_{r=1}^{n} A_r^4 - \min_{1 \leq \mu \leq n} A_\mu^4.
\]
Indeed, if we put
\[ |r_{\mu}(k)| = \rho_{\mu} A_{\mu}^k, \quad \mu = 1, \ldots, n, \]
we have from (38) and (39), since one of the \( r_{\mu} \) and therefore one of the \( \rho_{\mu} \) vanish:
\[
\sum_{\rho=1}^{n} |r_{\rho}(k)| / A_0 \leq \sum_{\rho=1}^{n} \rho_{\rho}(A_{\rho}/A_0)^k \leq A_0^{-1} \left( \min_{1 \leq \mu \leq n} A_{\mu}^{-1} + \sum_{\rho=1}^{n} A_{\rho}^k \right) \max_{\mu} \rho_{\mu}
\leq \max_{\rho} \rho_{\rho} = \max_{1 \leq \mu \leq n} \left( |r_{\mu}(k)| / A_{\mu}^{-1} \right).
\]

Therefore, in order that (37) be possible at all we must have
\[
(40) \quad \sqrt{A_0} < \sum_{\rho=1}^{n} \sqrt{A_{\rho}} - \min_{1 \leq \mu \leq n} \sqrt{A_{\mu}}.
\]

24. In order to discuss the situation under the condition (40) we consider the \( r_{\mu}(k) \) as stochastic variables and discuss the probability for (37) under suitable assumptions on the distribution of the \( r_{\mu}(k) \). We put
\[
(41) \quad \beta_{\nu} = \sqrt{A_{\nu}}, \quad \nu = 0, 1, \ldots, n
\]
and denote the sequence of the vectors \( \rho_{k}(k = 0, 1, \ldots) \) by \( S \). In the following formulae the index of \( \rho \), that is the upper index of \( r_{\rho}(k) \), will be dropped whenever it is possible without danger of misunderstanding.

Then our problem can be described as the problem of computing the probability
\[
(42) \quad P \left[ \frac{1}{\beta_0} \sum_{\rho=1}^{n} r_{\rho} > \max_{1 \leq \rho \leq n} \frac{|r_{\rho}|}{\beta_{\rho}} \right] ; \quad \rho \in S
\]
defined in the usual way as the limit of the relative density, and ascertaining whether (42) is positive. As the relations in the brackets of (42) are homogeneous in the \( r_{\rho} \), each of the vectors \( \rho \in S \) can and is from now on assumed to be normed in such a way that we have
\[
(43) \quad \max_{1 \leq \rho \leq n} \frac{|r_{\rho}|}{\beta_{\rho}} = 1.
\]

25. Denote the \( N \)-th section \((\rho_1, \ldots, \rho_N)\) of \( S \) by \( S^{(N)} \) and put
\[
(44) \quad \Phi^{(N)}(\sigma) = P \left[ \sum_{\rho=1}^{n} r_{\rho} \leq \sigma, \quad \rho \in S^{(N)} \right].
\]
This is the "finite" probability in the classical sense, and we put then
\[
(45) \quad \Phi(\sigma) = \lim_{N \to \infty} \Phi^{(N)}(\sigma),
\]
if this limit exists.

For any \( k, k = 1, \ldots, n \), we denote by \( S_{k}^{(N)} \) the sequence of the vectors \( \rho_{k}, \lambda \leq N \), for which \( k \) is leading index corresponding to \( \rho_{k-1} \) and therefore \( r_{k}(k) = 0. \)
Further we write \( S_k \) for the complete partial sequence of \( S \) corresponding to these vectors.

We denote further by \( L_\mu(N) \) the number of vectors \( \rho_\lambda \) in \( S^{(N)} \) whose leading index is \( \mu \) and put

\[
\Phi_k^{(N)}(\sigma) = P \left[ \sum_{r=1}^{n} r_r \leq \sigma ; \rho \in S^{(N)}_k \right].
\]

Denote now by \( S_{k,\mu} \) the partial sequence of \( S \) containing the vectors \( \rho_\lambda \) such that \( \mu \) is leading index for \( \rho_\lambda \) and \( k \) is leading index for \( \rho_{\lambda-1} \), and therefore by (8) and (43) \( r^{(N)}_k = 0 \), \( |r^{(N)}_{\mu}| = \beta_\mu \), and by \( S^{(N)}_{k,\mu} \) the sequence of the vectors \( \rho_\lambda \) from \( S_{k,\mu} \) with \( \lambda \leq N \). Put then

\[
\Phi^{(N)}_{k,\mu}(\sigma) = P \left[ \sum_{r=1}^{n} r_r \leq \sigma ; \rho \in S^{(N)}_{k,\mu} \right],
\]

and denote by \( H_{k,\mu}(N) \) the probability that the leading index \( \mu \) in \( S^{(N)} \) follows the leading index \( k \).

26. We define further

\[
H_k = \lim_{N \to \infty} \frac{1}{N} L_k(N),
\]

\[
H_{k,\mu} = \lim_{N \to \infty} H_{k,\mu}(N),
\]

\[
\Phi_k(\sigma) = \lim_{N \to \infty} \Phi^{(N)}_k(\sigma),
\]

\[
\Phi_{k,\mu}(\sigma) = \lim_{N \to \infty} \Phi^{(N)}_{k,\mu}(\sigma)
\]

if the limits (48)–(51) exist. We have then obviously by elementary probabilities

\[
\Phi^{(N)}(\sigma) = \sum_{k=1}^{n} \Phi^{(N)}_k(\sigma) \frac{L_k(N)}{N+1},
\]

\[
\Phi^{(N)}_k(\sigma) = \sum_{\mu=1}^{n} \Phi^{(N)}_{k,\mu}(\sigma) H_{k,\mu}(N).
\]

We see that, if the limits (48), (49) and (51) exist, \( \Phi_k(\sigma) \) and \( \Phi(\sigma) \) also exist and we have

\[
\Phi(\sigma) = \sum_{k=1}^{n} \Phi_k(\sigma) H_k,
\]

\[
\Phi_k(\sigma) = \sum_{\mu=1}^{n} \Phi_{k,\mu}(\sigma) H_{k,\mu}.
\]

27. We define now \( n \) vector-fields \( F_k \) consisting respectively of all vectors \( \rho \) normed according to (43), for which the component \( r_k \) vanishes. Each of the fields
F_k can again be decomposed into n - 1 vector-fields $F_{k,\mu}$ ($k \neq \mu$) consisting respectively of all vectors $\rho$ normed according to (43) with $r_k = 0$, $|r_\mu| = \beta_\mu$. A vector $\rho$ can of course belong to several of these fields.

In the fields $F_k$, $F_{k,\mu}$ we will now define in a suitable way the following geometric probabilities:

\[ (56) \quad \Phi_k^*(\sigma) = P \left[ \sum_{r=1}^{n} r_r \leq \sigma ; \rho \in F_k \right], \]

\[ (57) \quad \omega_{k,\mu} = P[|r_\mu| = \beta_\mu; \rho \in F_k], \]

\[ (58) \quad \Phi_{k,\mu}^*(\sigma) = P \left[ \sum_{r=1}^{n} r_r \leq \sigma ; \rho \in F_{k,\mu} \right]. \]

Of course, to define these geometric probabilities we must use a convenient model, which presents itself here in a very natural way. If the components $r_r^{(\lambda)}$ of the residual vector $p_\lambda$ are computed up to a certain number of decimal places, they are approximated by certain fractions $\frac{q_r^{(\lambda)}}{m}$, where $m$ is a power of 10. It is then natural to assume that, if the subscripts $k$ and $\mu$ are fixed, the integers $q_r^{(\lambda)}$ vary uniformly within their limits. We consider therefore $n + 1$ integers $m, m_\nu$ ($\nu = 1, \ldots, n$) tending to infinity in such a way that we have

\[ \frac{m_\nu}{m} \to \beta_\nu \quad (\nu = 1, \ldots, n). \]

We define then

\[ (59) \quad \Phi_k^*(\sigma) = \lim_{m \to \infty} P \left[ \sum_{r=1}^{n} q_r \leq \sigma m ; \max_{1 \leq r \leq n} \frac{q_r}{m_\nu} = 1, q_k = 0 \right], \]

\[ (60) \quad \omega_{k,\mu} = \lim_{m \to \infty} P \left[ |q_\mu| = m_\mu ; \max_{1 \leq r \leq n} \frac{q_r}{m_\nu} = 1, q_k = 0 \right], \]

\[ (61) \quad \Phi_{k,\mu}^*(\sigma) = \lim_{m \to \infty} P \left[ \sum_{r=1}^{n} q_r \leq \sigma m ; |q_\mu| = m_\mu, q_k = 0, \max_{1 \leq r \leq n} \frac{q_r}{m_\nu} = 1 \right]. \]

28. It is easy to compute the $\omega_{k,\mu}$. Assume $k = 1$. Then the probability $\omega_{1,\mu}$ in (60) is obtained in considering the right parallelepiped $|x_\lambda| \leq m_\lambda$ ($\lambda = 2, \ldots, n$), as the quotient of the area of the two faces $|x_\mu| = m_\mu$ by the complete area of all faces. In putting temporarily $m_2 \cdots m_n = M$ we obtain

\[ \frac{2M/m_\mu}{\sum_{\lambda=2}^{n} M/m_\lambda} = \frac{m/m_\mu}{\sum_{\lambda=2}^{n} m/m_\lambda}. \]
and this tends to
\[ \frac{1}{\beta_\mu} \times \frac{1}{\sum_{r=1}^{n} 1/\beta_r - 1/\beta_1} \]

In replacing here \( \beta_1 \) by \( \beta_k \) we obtain finally

\[ \omega_{k,\mu} = \frac{1/\beta_\mu}{\sum_{r=1}^{n} 1/\beta_r - 1/\beta_k} \quad (k \neq \mu). \] (62)

We write this differently in introducing the expressions

\[ \sigma_h = \frac{1/\beta_h}{\sum_{r=1}^{n} 1/\beta_r} . \] (63)

Then we have obviously

\[ \sum_{\lambda=1}^{n} \sigma_h = 1, \]

and (62) becomes

\[ \frac{\sigma_\mu}{\sum_{r=1}^{n} \sigma_r - \sigma_k} = \frac{\sigma_\mu}{1 - \sigma_k}. \]

If we now define \( \omega_{k, k} \) as 0, we obtain

\[ \omega_{k, \mu} = \begin{cases} \frac{\sigma_\mu}{1 - \sigma_k} & (k \neq \mu), \\ 0 & (k = \mu). \end{cases} \] (65)

The values \( \Phi_{k, \mu}^*(\sigma) \) and \( \Phi_k^*(\sigma) \) have already been computed in another communication [8], and we will give \( \Phi_{k, \mu}^*(\sigma) \) later on. In particular we have

\[ \Phi_k^*(\sigma) = \sum_{\mu=1}^{n} \omega_{k, \mu} \Phi_{k, \mu}^*(\sigma). \] (66)

29. We make now two fundamental assumptions about the sequence \( S \) under consideration:

\[ \text{Hypothesis A.} \quad \Phi_{k, \mu}(\sigma) = \Phi_{k, \mu}^*(\sigma) \quad (k \neq \mu; k, \mu = 1, \ldots, n) \]

\[ \text{Hypothesis B.} \quad H_{k, \mu}(N) \to \omega_{k, \mu} \quad (N \to \infty, k \neq \mu; k, \mu = 1, \ldots, n). \] (68)

It follows then from (55) that we have

\[ \Phi_k(\sigma) = \Phi_k^*(\sigma). \] (69)

In order to obtain the value of \( \Phi(\sigma) \) we will now prove the existence of the limit (48).
30. We have obviously

\[ \sum_{k=1}^{n} L_k(N) = N + 1, \]

\[ L_{\mu}(N) = \sum_{k=1, k \neq \mu}^{n} H_{k, \mu}(N)L_k(N - 1). \]

If we replace here each \( L_k(N - 1) \) by \( L_k(N) \), the modulus of the error does not exceed \( \sum_{k=1, k \neq \mu}^{n} H_{k, \mu}(N)L_k(N) = L_{\mu}(N) + e_{\mu}(N), \quad |e_{\mu}(N)| \leq 1. \)

Divide this by \( N \) and put

\[ \frac{L_k(N)}{N} = h_k(N). \]

Then we obtain

\[ \sum_{k=1, k \neq \mu}^{n} H_{k, \mu}(N)h_k(N) - h_{\mu}(N) = e_{\mu}(N), \quad e_{\mu}(N) = O\left(\frac{1}{N}\right) \quad (\mu = 1, \ldots, n). \]

In the same way we obtain from (70)

\[ \sum_{k=1}^{n} h_k(N) = 1 + \frac{1}{N}. \]

If we replace in the equations (72) and (73) the \( h_{\mu}(N) \) by \( x_{\mu} \), the equations become for \( N \to \infty \) by (68) and (65)

\[ \sigma_{\mu} \sum_{k=1, k \neq \mu}^{n} \frac{x_k}{1 - \sigma_k} = x_{\mu} \quad (\mu = 1, \ldots, n), \]

\[ \sum_{k=1}^{n} x_k = 1. \]

We consider first the system (74). If we divide by \( \sigma_{\mu} \) and add \( \frac{x_{\mu}}{1 - \sigma_{\mu}} \) on both sides, we obtain

\[ \sum_{k=1, k \neq \mu}^{n} \frac{x_k}{1 - \sigma_k} = \frac{x_{\mu}}{\sigma_{\mu}} + \frac{x_{\mu}}{1 - \sigma_{\mu}} = \frac{x_{\mu}}{\sigma_{\mu}(1 - \sigma_{\mu})}. \]

Denoting the expression on the left by \( \gamma \) we get

\[ x_{\mu} = \gamma \sigma_{\mu}(1 - \sigma_{\mu}). \]

31. On the other hand, if we put the value (76) for \( \gamma = 1 \) into the system (74), the system is satisfied; we see that the rank of (74) is exactly \( n - 1 \). We can
therefore choose \( n - 1 \) of the equations (74) in such a way that they form, taken together with (75), a system of the rank \( n \). Therefore the corresponding \( n - 1 \) equations (72) form, taken together with the equation (73), a linear system which remains regular in the limit \( N \to \infty \). Therefore its solutions \( h_k(N) \) tend to the solution of the system (74), (75); and this solution is obtained from (76), if \( \gamma \) is chosen so that (75) is fulfilled. But then we have

\[
\sum_{\mu=1}^{n} x_{\mu} = 1 = \gamma \left( 1 - \sum_{\mu=1}^{n} \sigma_{\mu}^2 \right),
\]

(77)

\[
\frac{L_k(N)}{N} \to H_k = \frac{\sigma_k(1 - \sigma_k)}{1 - \sum_{\mu=1}^{n} \sigma_{\mu}^2}.
\]

If we introduce here the values (63) of the \( \sigma_{\nu} \), we obtain

\[
H_k = \frac{\beta_k^{-1}(\sum_{\lambda}^{\beta_k^{-1}} - \beta_k^{-1})}{2 \sum_{\nu \neq \lambda} \beta_{\nu}^{-1} \beta_k^{-1}}.
\]

(78)

It follows now from (54), (55), (68), (65):

\[
\Phi(\sigma) = \sum_{k=1}^{n} H_k \sum_{\mu \neq k}^{n} \omega_{k,\mu} \Phi_{k,\mu}(\sigma).
\]

(79)

32. An explicit formula for \( \Phi_{k,\mu}(\sigma) \) can be written simply by using the expression for a function \( F(\sigma) \) which was defined and computed in a previous paper [8]. In replacing the integer \( n \) used in that paper by \( n - 2 \) (for \( n \geq 3 \)) we define \( F(\sigma) \) as the probability

\[
F(\sigma) = P[\xi_1 + \xi_2 + \cdots + \xi_{n-2} \leq \sigma; |\xi_1| \leq \alpha_{\nu} \ (\nu = 1, \cdots, n-2)].
\]

The \( \alpha_{\nu} \) are \( n - 2 \) positive numbers. Then we have for \( F(\sigma) \) (see formula (5) in [8]):

\[
F(\sigma) = \frac{1}{2^{n-2}(n-2)!} \cdot \frac{1}{\alpha_1 \cdots \alpha_{n-2}} \prod_{r=1}^{n-2} (1 - S^{\alpha_r})(\alpha + \sigma)^{n-2},
\]

(81)

Here \( S \) is the operator defined by

\[ Sf(\alpha) = f(\alpha - \eta). \]

The computed expression consists of \( 2^{n-2} \) terms of the form

\[ \pm (\alpha - 2\alpha_1 - 2\alpha_2 - \cdots + \sigma)^{n-2}. \]

The subscript + signifies that, if the expression within the parentheses is negative, the whole expression has to be replaced by 0, while otherwise the subscript can be dropped.

In particular we have pointed out in [8], p. 6, that \( F(\sigma) \) is strictly monotonically increasing with \( \sigma \) for \( -\alpha \leq \sigma \leq \alpha \) and grows from \( F(-\alpha) = 0 \) to \( F(\alpha) = 1 \).
ON GAUSS' SPEEDING UP DEVICE

We see that we have

\[(82) \quad 1 > F(\sigma) > 0 \quad (|\sigma| < \alpha).\]

\(F(\sigma)\) is further a continuous function of \(\sigma\). We obtain therefore the same value of the probability, if we replace in (80) the condition \(\leq \sigma\) by the condition \(< \sigma\).

33. \(\Phi^*_{k, \mu}(\sigma)\) is by definition (58) the arithmetical mean of the two probabilities

\[P\left[ \sum_{r \neq k, \mu} r_s \leq \sigma - \beta_\mu; \ |r_s| \leq \beta_s \right], \quad P\left[ \sum_{r \neq k, \mu} r_s \leq \sigma + \beta_\mu; \ |r_s| \leq \beta_s \right].\]

We have therefore

\[(83) \quad \Phi_{k, \mu}(\sigma) = \frac{1}{2}[F_{k, \mu}(\sigma - \beta_\mu) + F_{k, \mu}(\sigma + \beta_\mu)].\]

The function \(F_{k, \mu}\) is here obtained from (81), if the \(\alpha_1, \ldots, \alpha_{n-2}\) are identified with the \(n - 2\) of the numbers \(\beta_\mu\) which remain after deleting \(\beta_\mu\) and \(\beta_k\). Introducing (83) into (79) we obtain finally the complete expression of \(\Phi(\sigma)\).

If we return now to the problem of computing the probability (42) and norm here the \(r_s\) according to (43), we see that we have to compute

\[P\left[ \sum_{r = 1}^{n} r_s > \beta_0; \ \max_{1 \leq r \leq n} \frac{|r_s|}{\beta_s} = 1, \ \min_{1 \leq r \leq n} |r_s| = 0 \right].\]

This is the sum of the two probabilities

\[P\left[ \sum_{r = 1}^{n} r_s < -\beta_0; \ \max_{1 \leq r \leq n} \frac{|r_s|}{\beta_s} = 1, \ \min_{1 \leq r \leq n} |r_s| = 0 \right], \]

\[P\left[ \sum_{r = 1}^{n} r_s > \beta_0; \ \max_{1 \leq r \leq n} \frac{|r_s|}{\beta_s} = 1, \ \min_{1 \leq r \leq n} |r_s| = 0 \right].\]

But these two probabilities have the same value, and the first of them is obviously \(\Phi(-\beta_0)\). We obtain therefore for the probability (42) the expression

\[(84) \quad 2\Phi(-\beta_0) = \sum_{k = 1}^{n} H_{k, \mu} \sum_{\mu \neq k} \omega_{k, \mu}[F_{k, \mu}(-\beta_0 - \beta_\mu) + F_{k, \mu}(-\beta_0 + \beta_\mu)].\]

34. We will now prove that (84) is positive under the condition (40), that is

\[(85) \quad \beta_0 < \sum_{r = 1}^{n} \beta_s - \min_{1 \leq r \leq n} \beta_s.\]

Observe that all terms in (84) are non-negative. It is therefore sufficient to prove that under the condition (85) at least one of the expressions \(F_{k, \mu}(-\beta_0 \pm \beta_\mu)\) is positive, that is to say, by (82), that for convenient choice of \(k\) and \(\mu\) either \(\beta_0 + \beta_\mu\) or \(|\beta_0 - \beta_\mu|\) is less than \(\sum_{r = 1}^{n} \beta_s - \beta_\mu - \beta_k\). Assume now that the \(\beta_s\) are ordered increasingly

\[\beta_1 \leq \beta_2 \leq \cdots \leq \beta_n\]
and put
\[ \beta = \beta_1 + \cdots + \beta_n. \]
Then I say that for \( k = 1, \mu = 2 \) we always have
\[ |\beta_0 - \beta_2| < \beta - \beta_1 - \beta_2, \]
that is to say that
\[ F_{1,2}(\beta_0 + \beta_2) > 0. \]
To prove (86) consider the two cases \( \beta_0 \geq \beta_2 \) and \( \beta_0 < \beta_2 \). In the first case (86) reduces to
\[ \beta_0 - \beta_2 < \beta - \beta_1 - \beta_2, \quad \beta_0 < \beta - \beta_1, \]
and this is exactly (85). In the second case (86) reduces to
\[ \beta_2 - \beta_0 < \beta - \beta_1 - \beta_2, \quad \beta_0 > - (\beta - \beta_1 - 2\beta_2); \]
but here the expression on the right is not positive, as
\[ (\beta_2 - \beta_0) + \beta_4 + \cdots + \beta_n \geq 0. \]
We have now proved that under the condition (40) and the assumptions of Nr. 29 the probability for the speeding up of Seidel’s relaxation procedure in using Gauss’ device is positive.
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