On the $L_p$ Walsh Arrays for $\Gamma(x)$ and Erfc($x$)

By John R. Rice

1. Introduction. Let $f(z)$ be a complex function and let $S$ be a compact subset of the complex plane. We may consider the complex functions to be normed by an $L_p$ norm defined either by the surface integral

$$\| f(z) \|_p = \left[ \iint_S |f(z)|^p \, dz \right]^{1/p}, \quad p > 0$$

or by the contour integral

$$\| f(z) \|_p = \left[ \int_S |f(z)|^p \, dz \right]^{1/p}, \quad p > 0.$$ 

In either case it is known [2] that if $f(z)$ is, say, continuous, then there exists a rational function

$$R_{n,m}(z) = \frac{\sum_{i=0}^n a_i z^i}{\sum_{i=0}^m b_i z^i}$$

such that

$$\| R_{n,m}(z) - f(z) \|_p$$

is a minimum for all rational functions of degree $(n, m)$. Such a rational function is said to be a best $L_p$ approximation to $f(x)$. One may form a two-dimensional array of these rational approximations analogous to the Padé table. One has one such an array for a given $f(z)$ and for each combination of $L_p$ norm and set $S$. Since best approximations are not always unique, there may be several entries for some $(n, m)$.

$$R_{00}(z) \quad R_{10}(z) \quad R_{20}(z) \quad \cdots$$
$$R_{01}(z) \quad R_{11}(z) \quad R_{21}(z) \quad \cdots$$
$$R_{02}(z) \quad R_{12}(z) \quad R_{22}(z) \quad \cdots$$

We shall call this array the $L_p$ Walsh array for $f(z)$ on $S$. These arrays have been studied extensively by J. L. Walsh beginning around 1930 [4] and a large collection of his results on these arrays is contained in [2].

The first row of the $L_p$ Walsh array contains polynomials and a very large body of literature exists concerning various properties of this sequence of polynomial approximations. One of the most interesting questions pertaining to these arrays is
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the question of the rate of convergence. That is to say, how rapidly do the numbers

\[ E_{n,m} = \| f(z) - R_{n,m}(z) \|_p \]
tend to zero? For \( m = 0 \), there are many classical results on this question and, more recently, Walsh [3] has obtained some results on behavior of \( E_{n,m} \) for any fixed value of \( m \) or \( n \). Very little is known for other paths in the array.

Each rational function \( R_{n,m}(x) \) contains \( n + m + 1 \) parameters or coefficients. A question of considerable interest is: given \( p = n + m + 1 \), determine \( n \) and \( m \) so that \( E_{n,m} \) is minimized. Clearly for each \( p \) there is at least one value of \( (n, m) \) which satisfies this requirement. This value (or values) are denoted by \( E_{n,m}^* \) and the corresponding values of \( (n, m) \) are denoted by \( (n^*, m^*) \). The sequence

\[ \{(n^*, m^*) \mid n^* + m^* + 1 = p; p = 1, 2, \ldots \} \]
is said to be the path of maximal convergence. The question at the first of this paragraph may be rephrased to: What is the path of maximal convergence?

In this paper we consider two \( L_\infty \) Walsh arrays. The first is that for the complementary error function \( \text{Erfc}(x) \) and the interval \([0, \infty)\). The second is for the Gamma function and the interval \([2, 3)\). The object is to determine an initial segment of the path of maximal convergence for each of these arrays. The determination is made by actual computation of entries of the Walsh arrays.

The entries themselves are not presented here. They will appear in a large collection of approximations to be published in book form.

Thus we will actually consider here the arrays of \( E_{n,m} \) associated with the Walsh arrays. There is considerable contrast between the two arrays. The array for \( \text{Erfc}(x) \) is very regular and the path of maximal convergence is a smooth curve. One can, with considerable confidence, extrapolate the path of maximal convergence obtained to much larger values of \( p \). On the other hand the \( L_\infty \) Walsh array for \( \Gamma(x) \) is highly irregular, as is the initial segment of the path of maximal convergence. The explanation of this irregularity will no doubt require a careful study of the deeper properties of this function. In spite of this irregularity, there is rather good agreement between the results presented here and those obtained by Walsh on the asymptotic rate of convergence to zero of \( E_{n,m} \) for \( m \) fixed.

2. The Complementary Error Function. The error function is defined here by

\[ \text{Erf}(x) = \frac{2}{\sqrt{\pi}} \int_0^x e^{-t^2} \, dt, \quad 0 \leq x \leq \infty. \]

Two other forms are commonly used, namely \( \text{Erf}(x/\sqrt{2}) \) and

\[ \frac{1}{2}(1 + \text{sgn}(x) \text{Erf}(\frac{x}{\sqrt{2}})). \]

The complementary error function is

\[ \text{Erfc}(x) = 1 - \text{Erf}(x). \]

As \( x \) become large, \( \text{Erfc}(x) \) tends to zero very rapidly. We have, for large \( x \),

\[ \frac{2xe^{-x^2}}{\sqrt{\pi} \left( 2x^2 + 1 \right)} \leq \text{Erfc}(x) \leq \frac{e^{-x^2}}{x \sqrt{\pi}}. \]
Let $R_{n,m}(x)$ denote the $(n, m)$ entry in the $L_\infty$ Walsh array for the interval $[0, \infty]$. One does not normally consider the Walsh array for infinite intervals, however, in this case, the array is well defined for $n \leq m$. One would normally be interested in this portion of the array. Let

$$E_{n,m}' = -100 \log \| \text{Erfc}(x) - R_{n,m}(x) \|.$$ 

A portion of the values of $E_{n,m}'$ are given in Fig. 1(a). The largest value of $x$ for which $\| \text{Erfc}(x) - R_{n,m}(x) \|$ is actually assumed is $x = 10.4$ for $R_{3,5}$. Fig. 1(b) shows the initial segment of the path of maximal convergence along with the regular distribution of the sign of $R_{n,m}(0) - \text{Erfc}(0)$. The high degree of smoothness and regularity of the array is illustrated in Fig. 2, where the values of $E_{n,m}$ are plotted for columns of the array. The light lines indicate probable values which have not been computed. The dotted lines are to suggest the smoothness of the "surface" of the $L_\infty$ Walsh array for this function. One may ascertain that $E_{n,m}$ tends to zero along the path of maximal degree of convergence at the nearly constant rate. Let $R_p^*(x)$ denote the best approximation to Erfc$(x)$ with $p$ parameters, then

$$\| \text{Erfc}(x) - R_p^*(x) \|_\infty \sim 1.2(.34)^p.$$ 

3. The Gamma Function. The Gamma function is defined by

$$\Gamma(x) = \int_0^\infty t^{x-1}e^{-t}dt.$$ 
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**Fig. 1.** (a) The values of $E_{n,m}'$ for the initial segment of the $L_\infty$ Walsh array of Erfc$(x)$ on $[0, \infty]$. (b) The signs of $R_{n,m}(0) - \text{Erfc}(0)$ and the initial segment of the path of maximal convergence.
A most notable property of this function is that for an integer \( n \),
\[
    n! = \Gamma(n + 1).
\]
The Gamma function increases rapidly with positive \( x \), growing as \( \sqrt{x} e^{-x} x^x \). It has a simple pole at the origin and at each negative integer. This function is difficult to evaluate for small \( x \). Apparently, the only feasible method is to use Stirling's formula (or refinements) for large values of \( x \) and then use the relation
\[
    \Gamma(x) = \frac{\Gamma(x + 1)}{x}
\]

to reduce the argument to the desired value.

Again let \( R_{n,m}(x) \) denote the \((n, m)\) entry in the \( L_\infty \) Walsh array for the interval \([2, 3]\) and let
\[
    E'_{n,m} = -100 \log \| \Gamma(x) - R_{n,m}(x) \|_\infty.
\]
A selected number of values of \( E'_{n,m} \) are given in Fig. 3. It is not immediately obvious from this table that the “surface” of the Walsh array is highly irregular. This fact becomes more apparent in Fig. 4. There the initial segment of the path

---

**Fig. 2.** The surface of the \( L_\infty \) Walsh array for \( \text{Erfc}(x) \) near the path of maximal convergence.
of maximal convergence is shown along with the sign of $R_{n,m}(x_0)$ where $x_0$ is the leftmost extremal point of the error curve $R_{n,m}(x) - \Gamma(x)$. The value of $x_0$ is not always 2. Since not all of the entries in the Walsh array have been computed, it is not certain that the path illustrated is the actual path of maximal convergence. It

<table>
<thead>
<tr>
<th>m</th>
<th>n 1</th>
<th>n 2</th>
<th>n 3</th>
<th>n 4</th>
<th>n 5</th>
<th>n 6</th>
<th>n 7</th>
<th>n 8</th>
<th>n 9</th>
<th>n 10</th>
<th>n 11</th>
<th>n 12</th>
<th>n 13</th>
<th>n 14</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>7</td>
<td>11</td>
<td>21</td>
<td>30</td>
<td>42</td>
<td>53</td>
<td>67</td>
<td>76</td>
<td>98</td>
<td>99</td>
<td>111</td>
<td>140</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>21</td>
<td>22</td>
<td>40</td>
<td>44</td>
<td>58</td>
<td>65</td>
<td>78</td>
<td>85</td>
<td>99</td>
<td>xx</td>
<td>122</td>
<td>133</td>
<td>149</td>
<td>162</td>
</tr>
<tr>
<td>2</td>
<td>22</td>
<td>xx</td>
<td>44</td>
<td>49</td>
<td>67</td>
<td>77</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>32</td>
<td>43</td>
<td>59</td>
<td>70</td>
<td>86</td>
<td>97</td>
<td>115</td>
<td>123</td>
<td>144</td>
<td>164</td>
<td>173</td>
<td>187</td>
<td>212</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>53</td>
<td>55</td>
<td>77</td>
<td>82</td>
<td>100</td>
<td>108</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>55</td>
<td>xx</td>
<td>83</td>
<td>89</td>
<td>110</td>
<td>121</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>60</td>
<td>97</td>
<td>127</td>
<td>158</td>
<td>169</td>
<td>194</td>
<td>198</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>84</td>
<td>123</td>
<td>144</td>
<td>171</td>
<td>198</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>196</td>
</tr>
<tr>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>245</td>
</tr>
<tr>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>178</td>
<td>212</td>
</tr>
</tbody>
</table>

**Fig. 3.** Selected values of $E_{n,m}$ for the $L_\infty$ Walsh array of $\Gamma(x)$ on $[2,3]$. The entries xx indicate entries which require special care in order to be computed.

<table>
<thead>
<tr>
<th>m</th>
<th>n 1</th>
<th>n 2</th>
<th>n 3</th>
<th>n 4</th>
<th>n 5</th>
<th>n 6</th>
<th>n 7</th>
<th>n 8</th>
<th>n 9</th>
<th>n 10</th>
<th>n 11</th>
<th>n 12</th>
<th>n 13</th>
<th>n 14</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>+</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Fig. 4.** The initial segment of the path of maximal convergence along with the sign of $R_{n,m}(x) - \Gamma(x)$ at the leftmost extremal point of the error curve.
is believed that the path shown is correct. The dotted portion of the path corresponds to situations where two entries of the array are equally good approximations.

One might think that entries in Walsh array near the path of maximal degree of convergence would be nearly as good approximations as those on the path. That this is not so is seen from an examination of Fig. 5. In this figure the values of $E'_{n,m}$ are plotted with values corresponding to a fixed number of parameters connected by lines. Missing values of $E'_{n,m}$ have been estimated to produce a more complete figure. The irregularity of the "surface" of the Walsh array is very apparent in this figure.

\[ \text{Fig. 5. The values of } E'_{n,m} \text{ joined by lines of } p = n + m + 1 = \text{constant.} \]
The next two figures show this surface from two other points of view, namely, for lines with constant $n$ and for lines with constant $m$. In these figures, only the known values of $E'_{n,m}$ are shown as points connected by solid lines. Conjectured values are not shown, though dotted lines are used to extrapolate and interpolate some of the curves in what is hoped to be a reasonable manner.

In [3] Walsh has obtained estimates for the degree of convergence of $R_{n,m}$ to a given function as $n$ tends to infinity with $m$ fixed. In view of the irregular behavior of the $L_\infty$ Walsh array for $\Gamma(x)$, there is surprisingly good agreement between these
theoretical values and those obtained from Figs. 6 and 7. Walsh's theory states that

$$\lim_{n \to \infty} \left( \| \Gamma(x) - R_{n,m}(x) \|_\infty \right)^{1/n} = \frac{1}{2m + 5 + 2\sqrt{m^2 + 5m + 6}} \sim \frac{1}{4m + 10}$$

as \( n \) tends to infinity. This result and Fig. 6 are compared in Table 1.

Walsh's results also show that the poles of \( R_{n,m}(x) \) tend (as \( n \) tends to infinity with \( m \) fixed) to those \( m \) poles of \( \Gamma(x) \) closest to the interval \([2, 3]\). This tendency is illustrated in Fig. 8 for \( m = 1 \) and \( m = 3 \).

**Fig. 7.** A view of the surface of the \( L_\infty \) Walsh array for \( \Gamma(x) \) on \([2, 3]\). The lines are for constant degree of the numerator.
ON THE $L_\infty$ WALSH ARRAYS FOR $\Gamma(x)$ AND ERFc($x$)

**Table 1**

<table>
<thead>
<tr>
<th>$m$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theory</td>
<td>10</td>
<td>14</td>
<td>18</td>
<td>22</td>
<td>26</td>
<td>30</td>
<td>34</td>
<td>46</td>
</tr>
<tr>
<td>Measured</td>
<td>11.5</td>
<td>14</td>
<td>17</td>
<td>21</td>
<td>24.5</td>
<td>29.5</td>
<td>33</td>
<td>47</td>
</tr>
</tbody>
</table>

The irregular nature of the Walsh array for $\Gamma(x)$ is somewhat of a surprise. A foremost open question in this area is the explanation of this irregularity. It seems reasonable that the aberrations in the array are due to the movement of the poles of $R_{n,m}(x)$. Note, for example, that the aberration near $R_{8,0}(x)$ and $R_{8,1}(x)$ corresponds to change of the pole from the right of the interval of $[2, 3]$ to the left of it. The pole of $R_{8,1}(x)$ is conjectured to lie very close to 2.0 and its presence there has so far prevented the calculation of $R_{8,1}(x)$.
The convergence of the poles of $R_{n,m}(x)$ ($m$ fixed) to those of $\Gamma(x)$ appears to be somewhat slow. This is probably due to the strength of the singularity of $\Gamma(x)$ at infinity. Apparently, low powers of $x$ are not sufficient to satisfactorily approximate this singularity, so that poles of $R_{n,m}(x)$ are needed on the right of the interval [2, 3] until relatively high powers of $x$ are available.
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