Approximations for Elliptic Integrals*

By Yudell L. Luke

Abstract. Closed-form approximations are derived for the three kinds of incomplete elliptic integrals by using the Padé approximations for the square root. An effective analytical representation of the error is presented. Approximations for the complete integrals based on trapezoidal-type integration formulae are also developed.

1. Approximations for the Square Root. We start with the following elementary identities:

\[
\begin{align*}
\tanh \theta &= \frac{\cosh(2n+1)\theta}{\cosh \theta} \div \frac{\sinh(2n+1)\theta}{\sinh \theta} = \frac{e^{-(2n+1)\theta} \tanh \theta}{\sinh(2n+1)\theta}, \\
\coth \theta &= \frac{\sinh(2n+1)\theta}{\sinh \theta} \div \frac{\cosh(2n+1)\theta}{\cosh \theta} + \frac{e^{-(2n+1)\theta} \coth \theta}{\cosh(2n+1)\theta}, \\
\tanh \theta &= \frac{\sinh \theta \sinh 2n\theta}{\cosh \theta} \div \cosh 2n\theta + \frac{e^{-2n\theta} \tanh \theta}{\cosh 2n\theta}, \\
\coth \theta &= \{\cosh 2n\theta\} \div \frac{\sinh \theta \sinh 2n\theta}{\cosh \theta} - \frac{e^{-2n\theta} \coth \theta}{\sinh 2n\theta}.
\end{align*}
\]

Now

\[
\frac{\cosh(2n+1)\theta}{\cosh \theta}, \quad \frac{\sinh(2n+1)\theta}{\sinh \theta}, \quad \cosh 2n\theta \quad \text{and} \quad \frac{\sinh \theta \sinh 2n\theta}{\cosh \theta}
\]

are polynomials in \(\sinh^2 \theta \) of degree \( n \). So if \( z = \sinh^2 \theta \), then \( \tanh \theta = (1 + z)^{-1/2} \) and clearly (1), (3) and (2), (4) give rational approximations for \( (1 + 1/z)^{-1/2} \) and \( (1 + z)^{1/2} \), respectively. In the above remainder terms, we take \( e^\phi = (1 + z)^{1/2} \pm z^{1/2} \), where the sign is chosen so that \( |e^\phi| > 1 \). This is possible for all \( z \) except \(-1 \leq z \leq 0 \). For \( z \) fixed, \( z \neq 0, z \neq -1, |\arg (1 + 1/z)| < \pi \), the remainder terms \( \to 0 \) as \( n \to \infty \).

From [1], we see that the approximations (1)–(4) are the \( (n, n) \), \( (n, n) \), \( (n - 1, n) \) and \( (n + 1, n) \) approximants of the Padé matrix table. We note that the polynomials in these approximations can be expressed in terms of the Chebyshev polynomials, a fact which has also been observed by Longman [2].

The rational approximations can be easily decomposed into a sum of partial fractions. For our immediate applications we use the representations (1), (2) in a slightly different form:
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(5) \( (1 - z)^{-1/2} = (2n + 1)^{-1} \left[ 1 + 2 \sum_{m=1}^{n} (1 - z \sin^2 \theta_m)^{-1} \right] + V_n(z) \)

(6) \( (1 - z)^{1/2} = 1 - 2z(2n + 1)^{-1} \sum_{m=1}^{n} \frac{\sin^2 \theta_m}{1 - z \cos^2 \theta_m} + W_n(z) \),

(7) \( \theta_m = \frac{m\pi}{2n + 1} \).

To describe the remainder terms, we have need for the following definition. Let

(8) \( e^\xi = \frac{2 - z \pm 2 (1 - z)^{1/2}}{z} \),

where the sign is chosen so that \(|e^\xi|\) lies outside the unit circle which is possible for all \(z\) except \(z \leq 1\). Then

(9) \( V_n(z) = \frac{4 e^{-(2n+1/2)\xi}}{z^{1/2} (1 - e^{-\xi}) [1 + e^{-(2n+1)\xi}]} \),

(10) \( W_n(z) = -\frac{z^{1/2} (1 - e^{-\xi}) e^{-(2n+1/2)\xi}}{[1 - e^{-(2n+1)\xi}]} \),

and for \(z\) fixed,

(11) \( \lim_{n \to \infty} \left\{ V_n(z) \text{ and } W_n(z) \right\} = 0 \), \( z \neq 1 \), \( |\arg (1 - z)| < \pi \).

2. Approximations for the Incomplete Elliptic Integrals of the First and Third Kinds. We write

(12) \( F(\phi, k, \nu) = \int_0^\phi (1 - \nu^2 \sin^2 \alpha)^{-1} (1 - k^2 \sin^2 \alpha)^{-1/2} d\alpha \),

which is the incomplete elliptic integral of the third kind if \(\nu \neq 0\). If \((1 - \nu^2 \sin^2 \phi) < 0\), we interpret the integral in the Cauchy sense. When \(\nu = 0\), we have the incomplete elliptic integral of the first kind which is usually notated as \(F(\phi, k)\). Expressions for analytic continuation of the elliptic integrals are detailed in [3]. Now

(13) \( A(\phi, \nu) = F(\phi, 0, \nu) = (1 - \nu^2)^{-1/2} \arctan \left[ (1 - \nu^2)^{1/2} \tan \phi \right] \)

if \(\nu^2 \neq 1\), \( |\arg (1 - \nu^2)| < \pi \),

\( \frac{1}{2} (\nu^2 - 1)^{1/2} \ln \left| \frac{1 + (\nu^2 - 1)^{1/2} \tan \phi}{1 - (\nu^2 - 1)^{1/2} \tan \phi} \right| \), \( \phi \) real, if \(\nu^2 > 1\),

\( = \tan \phi \) if \(\nu^2 = 1\).

Here \(\arctan x\) is given its principal value, that is, \(-\pi/2 < \arctan x < \pi/2\) for \(-\infty < x < \infty\). Then with the aid of (5) and with the same restrictions as in (12), we get
\[ F(\phi, k, \nu) = F_n(\phi, k, \nu) + Q_n(\phi, k, \nu), \]

\[ F_n(\phi, k, \nu) = (2n + 1)^{-1}\left[ A(n, \nu)\left\{ 1 - 2\nu^2 \sum_{m=1}^{n} (k^2 \sin^2 \theta_m - \nu^2)^{-1} \right\} \right. \]

\[ + 2k^2 \sum_{m=1}^{n} \sin^2 \theta_m \arctan\left( \frac{\sin \sigma_m \tan \phi}{\sigma_m(k^2 \sin^2 \theta_m - \nu^2)} \right), \]

\[ \theta_m = \frac{m\pi}{2n + 1}, \sigma_m = (1 - k^2 \sin^2 \theta_m)^{1/2}, \]

\[ (2/\pi)A(\pi/2, \nu) = (1 - \nu^2)^{-1/2} \quad \text{if} \quad \nu^2 \neq 1, |\arg(1 - \nu^2)| < \pi, \]

\[ = 0 \quad \text{if} \quad \nu^2 > 1. \]

\[ Q_n(\phi, k, \nu) = \int_0^{\pi/2} V_n(k^2 \sin^2 \phi) \frac{\sin \phi}{1 - \nu^2 \sin^2 \phi} d\phi. \]

We shall develop a very convenient asymptotic formula for \( Q_n(\phi, k, \nu) \), but first we remark that in the application of (14), (15), it might happen that for a particular set of parameters, \( k^2 \sin^2 \theta_m = \nu^2 \) in which event limiting forms in these equations must be taken. This can always be avoided by a proper choice of \( n \).

Next we turn to an analysis of the error. Suppose temporarily that \( 0 \leq k^2 < 1 \) and \(-\pi/2 < \phi < \pi/2\). Then from (8)

\[ z = k^2 \sin^2 \alpha = 2(1 + \cosh \xi)^{-1}, \]

\[ d\alpha = -\frac{z^{1/2}(1 - z)^{1/2}}{2(k^2 - z)^{1/2}} d\xi. \]

It readily follows that

\[ Q_n(\phi, k, \nu) = 2 \int_{\eta}^{\infty} \frac{e^{-(2n+3/2) \xi} \sinh \xi/(1 + \cosh \xi)}{(1 + e^{-\xi})(1 + e^{-(2n+1)\xi})(1 - \frac{2\nu^2}{k^2(1 + \cosh \xi)})(k^2 - \frac{2}{1 + \cosh \xi})^{1/2}}, \]

\[ \eta = \text{arc cosh} \left( \frac{2}{k^2 \sin^2 \phi} - 1 \right). \]

Let \( \xi = \eta + y. \) Then (18) goes into a form to which Watson’s lemma is applicable. We find

\[ Q_n(\phi, k, \nu) = \frac{2 \tan \phi \left( \frac{1 - \delta}{k \sin \phi} \right)^{4n+2}}{(1 - \nu^2 \sin^2 \phi)(4n + 3)} \times \left[ 1 + \frac{1 - \delta}{\cos^2 \phi - 1 - \nu^2 \sin^2 \phi} + O(n^{-2}) \right] + \mu_n \]
\[ \mu_n = O \left( \frac{1 - \delta}{k \sin \phi} \right)^{8n} \], \quad \phi \neq \pi/2, \delta = (1 - k^2 \sin^2 \phi)^{1/2}, \]

\[ (20) \hspace{1cm} Q_n(\pi/2, k, \nu) = \frac{\left( \frac{2\pi}{4n + 3} \right)^{1/2} \left( \frac{1 - \delta}{k} \right)^{4n+2}}{(1 - \nu^2)^{\delta^{1/2}}} \times \left[ 1 - \frac{\delta^2 - 4\delta + 1}{8\delta} + \frac{\nu^2 \delta}{1 - \nu^2} \right] + O(n^{-2}) + \mu_n, \]

\[ \delta \text{ and } \mu_n \text{ as in (19) with } \phi = \pi/2. \text{ The results (19), (20) are valid for complex values of } k^2 \sin^2 \phi \text{ provided } |\arg (1 - k^2)| < \pi, \text{ } |\arg (1 - k^2 \sin^2 \phi)| < \pi \text{ and } (1 - \delta)/k \sin \phi \text{ is replaced by } (1 \pm \delta)/k \sin \phi \text{ where the sign is chosen so that } |(1 \pm \delta)/k \sin \phi| < 1. \text{ Clearly, for } \phi, k \text{ and } \nu \text{ fixed,} \]

\[ \lim_{n \to \infty} Q_n(\phi, k, \nu) = 0, \quad 1 - \nu^2 \sin^2 \phi \neq 0, \]

\[ (21) \hspace{1cm} |\arg (1 - k^2)| < \pi, |\arg (1 - k^2 \sin^2 \phi)| < \pi. \]

The following results illustrate the approximations and the striking realism of the formulas for the error. The column "Error" means the true error, and the column "Approximate Error, (19)" for example, means the value of \( Q_n(\phi, k, \nu) \) as given by (19) with \( O(n^{-2}) \) and \( \mu_n \) omitted. The number in parentheses following a base number indicates the power of 10 by which the base number must be multiplied. Analogous descriptors like those above are used for all other tables in this paper.

<table>
<thead>
<tr>
<th>( n )</th>
<th>( F_n(\pi/4, 3^{1/2}/2, 2^{-1/2}) )</th>
<th>( \text{Error} )</th>
<th>( \text{Approximate Error, (19)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.94884</td>
<td>29702 686</td>
<td>0.543(-3)</td>
</tr>
<tr>
<td>2</td>
<td>0.94938</td>
<td>05802 787</td>
<td>0.489(-5)</td>
</tr>
<tr>
<td>3</td>
<td>0.94938</td>
<td>54233 614</td>
<td>0.500(-7)</td>
</tr>
<tr>
<td>4</td>
<td>0.94938</td>
<td>54728 231</td>
<td>0.546(-9)</td>
</tr>
<tr>
<td>5</td>
<td>0.94938</td>
<td>54733 633</td>
<td>0.63(-11)</td>
</tr>
<tr>
<td>6</td>
<td>0.94938</td>
<td>54733 694</td>
<td>0.1(-12)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( n )</th>
<th>( F_n(\pi/4, 1, 2^{-1/2}) )</th>
<th>( \text{Error} )</th>
<th>( \text{Approximate Error, (19)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.98417</td>
<td>06846 361</td>
<td>0.174(-2)</td>
</tr>
<tr>
<td>2</td>
<td>0.98587</td>
<td>72891 996</td>
<td>0.337(-4)</td>
</tr>
<tr>
<td>3</td>
<td>0.98591</td>
<td>02359 695</td>
<td>0.739(-6)</td>
</tr>
<tr>
<td>4</td>
<td>0.98591</td>
<td>09744 225</td>
<td>0.173(-7)</td>
</tr>
<tr>
<td>5</td>
<td>0.98591</td>
<td>09748 025</td>
<td>0.425(-9)</td>
</tr>
<tr>
<td>6</td>
<td>0.98591</td>
<td>09748 163</td>
<td>0.107(-10)</td>
</tr>
<tr>
<td>8</td>
<td>0.98591</td>
<td>09748 270</td>
<td>—</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>( n )</th>
<th>( F_n(\pi/4, 3^{1/2}/2, 0) )</th>
<th>( \text{Error} )</th>
<th>( \text{Approximate Error, (19)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.85079</td>
<td>29130 329</td>
<td>0.431(-3)</td>
</tr>
<tr>
<td>2</td>
<td>0.85122</td>
<td>99306 546</td>
<td>0.382(-5)</td>
</tr>
<tr>
<td>3</td>
<td>0.85122</td>
<td>37104 906</td>
<td>0.387(-7)</td>
</tr>
<tr>
<td>4</td>
<td>0.85122</td>
<td>37486 511</td>
<td>0.420(-9)</td>
</tr>
<tr>
<td>5</td>
<td>0.85122</td>
<td>37490 664</td>
<td>0.48(-11)</td>
</tr>
<tr>
<td>6</td>
<td>0.85122</td>
<td>37490 711</td>
<td>0.1(-12)</td>
</tr>
<tr>
<td>8</td>
<td>0.85122</td>
<td>37490 712</td>
<td>—</td>
</tr>
</tbody>
</table>
3. Approximations for the Incomplete Elliptic Integral of the Second Kind. Let

\[ E(\phi, k) = \int_0^\phi (1 - k^2 \sin^2 \alpha)^{-1/2} d\alpha, \]

(22)

\[ |\arg (1 - k^2)| < \pi, |\arg (1 - k^2 \sin \phi)| < \pi. \]

Using (6) and the fact that

\[ \int_0^\phi \frac{\sin^2 \alpha d\alpha}{1 - a^2 \sin^2 \alpha} = a^{-2}(1 - a^2)^{-1/2} \arctan [(1 - a^2)^{1/2} \tan \phi] - \phi, \]

(23)

\[ a^2 \neq 1, |\arg (1 - a^2)| < \pi, \]

we find that under the same restrictions as for (22),

(24) \[ E(\phi, k) = E_n(\phi, k) + S_n(\phi, k), \]

(25)

\[ E_n(\phi, k) = (2n + 1) \phi - 2(2n + 1)^{-1} \sum_{m=1}^n \frac{\tan^2 \theta_m \arctan (\rho_m \tan \phi)}{\rho_m}, \]

\[ \theta_m = \frac{m\pi}{2n + 1}, \rho_m = (1 - k^2 \cos^2 \theta_m)^{1/2}, \]

(26)

(27) \[ S_n(\phi, k) = \int_0^\phi W_n(k^2 \sin^2 \alpha) d\alpha. \]

In the above arc \tan is evaluated as in the discussion following (13). After the manner of getting (19), (20) we have

(28)

\[ S_n(\phi, k) = -\frac{2\delta^2 \tan \phi}{(4n + 1)} \left( \frac{1 \pm \delta}{k \sin \phi} \right)^{4n+2} \]

\[ \times \left[ 1 - \frac{\left(3\delta^2 + \delta - 2\right)}{\delta} - \delta \tan^2 \phi \right] + O(n^{-2}) \]

\[ + \rho_n, \]

\[ \rho_n = O\left( \frac{1 \pm \delta}{k \sin \phi} \right)^{8n}, \phi \neq \pi/2, \delta = (1 - k^2 \sin^2 \phi)^{1/2}, \]

(29)

\[ S_n(\pi/2, k) = \frac{2\pi}{4n + 1} \left( \frac{1 \pm \delta}{k} \right)^{4n+2} \]

\[ \times \delta^{3/2} \left[ 1 - \frac{(9\delta^2 + 4\delta - 7)}{8\delta(4n + 1)} + O(n^{-2}) \right] + \rho_n, \]
\( \delta \) and \( \rho_n \) as in (28) with \( \phi = \pi/2 \). In (28), (29), we impose the same conditions as in (22). Also the sign in \( (1 \pm \delta)/k \sin \phi \) is chosen as in the discussion following (20). For \( \phi \) and \( k \) fixed,

\[
(30) \quad \lim_{n \to \infty} S_n(\phi, k) = 0, |\arg (1 - k^2)| < \pi, |\arg (1 - k^2 \sin^2 \phi)| < \pi.
\]

Two sample calculations follow.

\begin{center}
\begin{tabular}{c c c c}
\hline
\( n \) & \( E_n(\pi/4, 31^{1/2}/2) \) & \( \text{Error} \) & \( \text{Approximate Error, (28)} \) \\
\hline
1 & 0.72852 36735 11 & -0.300(-3) & -0.269(-3) \\
2 & 0.72822 67215 94 & -0.257(-5) & -0.249(-5) \\
3 & 0.72822 41810 03 & -0.255(-7) & -0.252(-7) \\
4 & 0.72822 41557 32 & -0.275(-9) & -0.272(-9) \\
5 & 0.72822 41554 60 & -0.3(-11) & -0.308(-11) \\
6 & 0.72822 41554 57 & — & -0.358(-13) \\
\hline
\end{tabular}
\end{center}

\begin{center}
\begin{tabular}{c c c c}
\hline
\( n \) & \( E_n(\pi/2, 31^{1/2}/2) \) & \( \text{Error} \) & \( \text{Approximate Error, (29)} \) \\
\hline
1 & 1.22710 45875 73 & -0.160(-1) & -0.167(-1) \\
2 & 1.21233 86155 36 & -0.128(-2) & -0.131(-2) \\
3 & 1.21117 30503 58 & -0.117(-3) & -0.118(-3) \\
4 & 1.21106 73123 55 & -0.113(-4) & -0.114(-4) \\
5 & 1.21105 71499 11 & -0.112(-5) & -0.113(-5) \\
6 & 1.21105 61414 31 & -0.114(-6) & -0.114(-6) \\
8 & 1.21105 60287 86 & -0.122(-8) & -0.122(-8) \\
10 & 1.21105 60275 82 & -0.13(-10) & -0.135(-10) \\
15 & 1.21105 60275 69 & — & -0.186(-15) \\
\hline
\end{tabular}
\end{center}

We remark that further representations for the incomplete elliptic integrals can be developed using (3), (4) and also (1)–(4) together with the fact that \( y = y^2 y^{-1}, y^2 = 1 - z \), but we omit such considerations.

4. Further Approximations for the Complete Elliptic Integrals. Consider the more general integral,

\[
B(k, \nu, \omega) = \int_0^{\pi/2} (1 - \nu^2 \sin^2 \omega)(1 - k^2 \sin^2 \omega)^{-1} d\omega,
\]

\[
\nu^2 < 1, \omega < 1, |\arg (1 - k^2)| < \pi.
\]

Using trapezoidal-type numerical integration formulas discussed in a previous paper [4], we have

\[
(32) \quad B(k, \nu, \omega) = B_n(k, \nu, \omega) + G_n(k, \nu, \omega),
\]

\[
B_n(k, \nu, \omega) = \pi \left[ \sum_{m=0}^{n} (1 - \nu^2 \sin^2 \beta_m)^{-1}(1 - k^2 \sin^2 \beta_m)^{-\omega} - \frac{1}{2} - \frac{1}{2}(1 - \nu^2)^{-1}(1 - k^2)^{-\omega} \right],
\]

\[
\beta_m = \frac{m\pi}{2n},
\]

\[
C_n(k, \nu, \omega) = \pi \sum_{m=1}^{n} (1 - \nu^2 \sin^2 \phi_m)^{-1}(1 - k^2 \sin^2 \phi_m)^{-\omega},
\]

\[
\phi_m = \frac{(2m - 1)\pi}{4n}
\]
\[ G_n(k, \nu, \omega) = -2 \sum_{r=1}^{\infty} L_{rn}(k, \nu, \omega), \]

\[ H_n(k, \nu, \omega) = -2 \sum_{r=1}^{\infty} (-1)^r L_{rn}(k, \nu, \omega), \]

\[ L_n(k, \nu, \omega) = \int_0^{\pi/2} \frac{\cos 4nt \, dt}{(1 - \nu^2 \sin^2 t)(1 - k^2 \sin^2 t)^\omega}. \]

We now get an asymptotic formula for the evaluation of \( L_n(k, \nu, \omega) \). It is convenient to consider the contour integral

\[ M_n^*(k, \nu, \omega) = \int_C e^{2int \, dt} \frac{\cos 2nt \, dt}{(1 - \nu^2 \sin^2 t)(1 - k^2 \sin^2 t)^\omega}, \]

under the temporary assumptions that \( 0 \leq k^2 < 1, \nu^2 < 1 \) and \( \omega < 1 \), as in (31), where \( C \) is a rectangle with vertices at \((0, 0), (\pi/2, 0), (\pi/2, R)\) and \((0, R)\) with \( R > \text{arc cosh} \, k^{-1} \). Let \( R \rightarrow \infty \) and so obtain

\[ M_n(k, \nu, \omega) = \int_0^{\pi/2} \frac{\cos 2nt \, dt}{(1 - \nu^2 \sin^2 t)(1 - k^2 \sin^2 t)^\omega} \]

\[ = (-1)^n \sin \pi \omega \int_{\text{arc cosh} \, k^{-1}}^{\infty} \frac{e^{-2m \, dy}}{(1 - \nu^2 \cosh^2 y)(k^2 \cosh^2 y - 1)^\omega}. \]

Put \( y = \text{arc cosh} \, k^{-1} + x \) and upon application of Watson's lemma to the resulting integral, we get

\[ M_n(k, \nu, \omega) = \frac{(-1)^n (\pi/2) \nu^{\omega-1} \Gamma(\omega) (k^2 - \nu^2) \omega}{\Gamma(\omega+1) (k^2 - \nu^2)^\omega} \left( \frac{1 - \delta}{k} \right)^{2n} \]

\[ \times \left[ 1 - \frac{(1 - \omega)}{4n} \left( \frac{\omega (\omega^2 + 1)}{2\delta} - \frac{2\nu^2 \delta}{k^2 - \nu^2} \right) + O(n^{-2}) \right], \]

\[ k^2 \neq \nu^2, \quad \delta = (1 - k^2)^{1/2}, \]

\[ M_n(k, \nu, \omega) = \frac{(-1)^n (\pi/2) \nu^{\omega} \Gamma(\omega+1) (k^2 - \nu^2)^{\omega+1} \left( \frac{1 - \delta}{k} \right)^{2n} \left[ 1 + \frac{\omega (\omega + 1) (\omega^2 + 1)}{4n\delta} \right] + O(n^{-2})}, \]

\[ k^2 = \nu^2, \quad \delta \text{ as in (40).} \]

Notice that \( L_n(k, \nu, \omega) = M_{2n}(k, \nu, \omega) \). Also the series expansions for \( G_n(k, \nu, \omega) \) and \( H_n(k, \nu, \omega) \), see (36), are usually so rapidly convergent that they can be well approximated by use of the first term only. To extend the results to complex \( k \), we require \( |\text{arg} \, (1 - k^2)| < \pi \), and in (40), (41) replace \((1 - \delta)/k\) by \((1 \pm \delta)/k\) and choose the sign so that \(|(1 \pm \delta)/k| < 1\). Hence

\[ \lim_{n \to \infty} \{ G_n(k, \nu, \omega) \quad \text{and} \quad H_n(k, \nu, \omega) \} = 0, \]

\[ \nu^2 < 1, \omega < 1, k^2 \neq 1, |\text{arg} \, (1 - k^2)| < \pi. \]

The foregoing results are also valid for all \( \nu, \nu^2 \pm 1, \) and all \( \omega, R(\omega) < 1, -\pi < \text{arg} \, \omega \leq \pi \). When \( \nu^2 > 1 \), we interpret (31) in the Cauchy sense.

Some sample calculations based on (35) follow. The column "Approximate Error" is the value of \( 2L_n(k, \nu, \omega) = 2M_{2n}(k, \nu, \omega) \) as given by (40), (41) without
the $O(n^{-2})$ term. It calls for remark that for virtually the same number of terms, there is little difference in the accuracy of the formulas developed in this section and the corresponding formulas in the previous sections. However, (26) must be used with some caution because differences of large numbers occur since for $m$ large, $m \leq n$, $\theta_m$ is near $\pi/2$ and $\tan^2 \theta_m$ is large.

<table>
<thead>
<tr>
<th>$n$</th>
<th>$C_n(3^{1/2}/2, 2^{-1/2}, 1/2)$</th>
<th>Error</th>
<th>Approximate Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.64922 35375 456</td>
<td>0.586(0)</td>
<td>0.642(0)</td>
</tr>
<tr>
<td>2</td>
<td>3.18230 94294 968</td>
<td>0.525(−1)</td>
<td>0.484(−1)</td>
</tr>
<tr>
<td>3</td>
<td>3.23012 37523 606</td>
<td>0.465(−2)</td>
<td>0.433(−2)</td>
</tr>
<tr>
<td>4</td>
<td>3.23433 87288 215</td>
<td>0.435(−3)</td>
<td>0.414(−3)</td>
</tr>
<tr>
<td>5</td>
<td>3.23473 10853 791</td>
<td>0.424(−4)</td>
<td>0.410(−4)</td>
</tr>
<tr>
<td>6</td>
<td>3.23476 92226 923</td>
<td>0.425(−5)</td>
<td>0.414(−5)</td>
</tr>
<tr>
<td>8</td>
<td>3.23477 34263 973</td>
<td>0.449(−7)</td>
<td>0.441(−7)</td>
</tr>
<tr>
<td>10</td>
<td>3.23477 34707 574</td>
<td>0.492(−9)</td>
<td>0.486(−9)</td>
</tr>
<tr>
<td>15</td>
<td>3.23477 34712 495</td>
<td>—</td>
<td>0.671(−14)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$n$</th>
<th>$C_n(3^{1/2}/2, 0, -1/2)$</th>
<th>Error</th>
<th>Approximate Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.24182 35332 245</td>
<td>−0.308(−1)</td>
<td>−0.275(−1)</td>
</tr>
<tr>
<td>2</td>
<td>1.21214 27083 881</td>
<td>−0.109(−2)</td>
<td>−0.102(−2)</td>
</tr>
<tr>
<td>3</td>
<td>1.21111 93193 818</td>
<td>−0.633(−4)</td>
<td>−0.608(−4)</td>
</tr>
<tr>
<td>4</td>
<td>1.21106 65058 942</td>
<td>−0.448(−5)</td>
<td>−0.434(−5)</td>
</tr>
<tr>
<td>5</td>
<td>1.21105 63793 937</td>
<td>−0.352(−6)</td>
<td>−0.343(−6)</td>
</tr>
<tr>
<td>6</td>
<td>1.21105 60570 715</td>
<td>−0.295(−7)</td>
<td>−0.289(−7)</td>
</tr>
<tr>
<td>8</td>
<td>1.21105 60278 027</td>
<td>−0.234(−9)</td>
<td>−0.231(−9)</td>
</tr>
<tr>
<td>10</td>
<td>1.21105 60275 705</td>
<td>−0.21(−11)</td>
<td>−0.203(−11)</td>
</tr>
<tr>
<td>15</td>
<td>1.21105 60275 684</td>
<td>—</td>
<td>−0.187(−16)</td>
</tr>
</tbody>
</table>
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