Complex Zeros of the Error Function and of the Complementary Error Function

By Henry E. Fettis, James C. Caslin and Kenneth R. Cramer

Abstract. The first one hundred zeros of the error function and of the complementary error function are given. An asymptotic formula for the higher zeros is also derived.

Introduction. The complementary error function is defined as

\[ \text{Erfc}(z) = \frac{2}{\sqrt{\pi}} \int_z^\infty e^{-t^2} \, dt = 1 - \text{erf}(z). \]

Closely associated with the above is the function \( w(z) \) defined by

\[ w(z) = e^{-z^2} \text{Erfc}(-iz), \]

which has been studied and tabulated by numerous authors ([1], [2], [4], [5]). In certain physical problems relating to plasma instabilities, the function \( i\pi^{1/2}w(z) \), often referred to as the "plasma dispersion function," is of importance. The function in this form has been tabulated by Fried and Conte [3]*, together with its first derivative, and, in this context, the zeros of the function play an important role. These zeros, which are symmetrically located with respect to the imaginary axis, lie entirely in the octants of the lower half-plane \( 2\pi > \arg z > 7\pi/4 \) and \( 5\pi/4 > \arg z > \pi \) and approach asymptotically the lines \( y = -x \) and \( y = x \), respectively.

Zeros of the ordinary error function have been computed previously by Salzer, but, to date, no extensive tabulation of the zeros of the complementary error function is known. Approximate values of the first two can be found from the altitude chart in [1, p. 298].

1. Properties of the Function \( w(z) \). By definition, it is clear that

\[ w(z) = \overline{w(-z)}; \]
\[ w(-z) = 2e^{-z^2} - w(z). \]

From the above relations, it is possible to find \( w(z) \) in the entire complex plane from its value in the first quadrant. In particular,

\[ (a) \quad w(-x + iy) = \overline{w(x + iy)}; \]
\[ (b) \quad w(x - iy) = 2e^{-i(z-iy)^2} - \overline{w(x + iy)}. \]
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* A more accurate table of this function has been prepared by the present authors and will be issued as an ARL Technical Report in the near future. See [9].
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The following limiting forms are also evident:

\[ w(\text{i}y) = e^{\text{i}y} \text{Erfc}(y); \]
\[ w(x) = e^{-x^2} + \frac{2i}{\sqrt{\pi}} e^{-x^2} \int_{0}^{\infty} e^{\text{i}t^2} \, dt. \]

The last integral is sometimes called “Dawson’s integral.” For \( x = y \), \( w(x + \text{i}y) \) is expressible in terms of the Fresnel integrals

\[(a) \quad C(x) = \int_{0}^{\infty} \cos \frac{\pi}{2} t^2 \, dt,\]
\[(b) \quad S(x) = \int_{0}^{\infty} \sin \frac{\pi}{2} t^2 \, dt,\]

\[ w[(1 + \text{i})x] = e^{-2ix^2} \left\{ 1 - (1 - \text{i}) \left[ C\left(\frac{2x}{\sqrt{\pi}}\right) + iS\left(\frac{2x}{\sqrt{\pi}}\right)\right] \right\}. \]

Some integral representations for \( w(z) \), in addition to the one given by Eq. (1), are

\[ w(z) = \frac{i}{\pi} \int_{-\infty}^{\infty} \frac{e^{-t^2}}{z - t} \, dt, \quad \text{Im}(z) > 0, \]

or, equivalently,

\[ w(z) = \frac{1}{\pi} \int_{-\infty}^{\infty} \frac{e^{-t^2} \left\{ \text{Im}(z) > 0 \right\}}{(x - t)^2 + y^2} \, dt, \quad y > 0. \]

The real part of \( w(z) \) as defined by Eq. (9) is often referred to as the “Voigt function” and is of importance in astrophysics.

The function \( w(z) \) may also be represented by the following continued fraction:

\[ w(z) = \frac{i}{\sqrt{\pi}} \left[ \frac{1}{z} - \frac{1}{2} \frac{1}{z - \frac{1}{2}} \frac{1}{z} - \frac{3}{2} \frac{2}{z} - \frac{3}{2} \frac{2}{z} - \cdots \right], \]

as well as by the well-known power and asymptotic series for the error function. It is noted that neither the asymptotic series nor the continued fraction is valid if \( z \) is in the lower half-plane. In this region, the function must be computed from Eq. (4)(b).

2. Location of the Zeros. Because of symmetry [Eq. (4)(a)], it is sufficient to consider \( x > 0 \). By substituting \( x - t = s \), Eq. (9) may be written in the equivalent form

\[ w(z) = u(x, y) + iv(x, y) \]
\[ = \frac{2e^{-z^2}}{\pi} \left[ y \int_{0}^{\infty} \frac{e^{-s^2} \cosh 2xs}{y^2 + s^2} \, ds + i \int_{0}^{\infty} \frac{e^{-s^2} \sinh 2xs}{y^2 + s^2} \, ds \right]. \]

from which it is clear that \( u(x, y) > 0, v(x, y) > 0 \) for \( x > 0, y > 0 \). This, together with Eq. (4)(a), shows that any zeros of \( w(z) \) which exist must lie in the lower half-plane and these, according to Eq. (4)(b), will be determined from the equations**

\[ 2e^{\text{i}z^2} \cos 2xy = u(x, y), \quad 2e^{\text{i}z^2} \sin 2xy = -v(x, y) \]

** Henceforth it will be assumed that \( x \) and \( y \) are positive.
Since \( u(x, y) \) and \( v(x, y) \to 0 \) for \( |z| \to \infty \), it is evident that, asymptotically, \( |y| < x \).

Further, since \( u \) and \( v \) are both positive if \( x \) and \( y \) are positive, it follows that \( \cos 2xy > 0 \), \( \sin 2xy < 0 \), and hence that

\[ 2xy = 2n\pi - \beta, \quad n = 1, 2, \ldots, \]

where \( 0 \leq \beta < \pi/4 \). Since, for large values of \( |z| \), \( w(z) \sim i/\sqrt{2\pi}z \), \( \arg w \to \pi/4 \) as \( \arg z \to \pi/4 \), and so \( \beta \to \pi/4 \) as \( n \to \infty \). Therefore, a reasonable assumption is \( x = \lambda + \alpha, \ y = \lambda - \alpha \) where \( \lambda = ((n - 1/8)\pi)^{1/2} \). From Eq. (12), we have

\[ 2e^{\pi^2z} = |w|. \]

In Eq. (14), the magnitude of \( w \) can be approximated for large \( |z| \) by the first term of the continued fraction:

\[ |w| \sim 1/(\pi(x^2 + y^2))^{1/2}. \]

This gives

\[ 2e^{-4\lambda \alpha} \approx 1/\sqrt{\pi} [2\lambda^2 + 2\alpha^2]^{1/2} \approx 1/(2\pi)^{1/2} \lambda. \]

Hence,

\[ \alpha \approx \frac{1}{4\lambda} \ln [2(2\pi)^{1/2} \lambda]. \]

For a more precise estimate, we set

\[ x = \lambda + \alpha + p, \quad y = \lambda - \alpha + q. \]

From Eq. (14), we then get, with the assumption that \( \lambda p \ll 1, \lambda q \ll 1, \)

\[ 2e^{-4\lambda \alpha} [1 - 2p(\lambda + \alpha) + 2q(\lambda - \alpha)] \]

\[ \approx \frac{1}{(2\pi)^{1/2} \lambda [1 + p(\lambda + \alpha)/\lambda^2 + q(\lambda - \alpha)/\lambda^2]^{1/2}} \]

\[ \approx \frac{1}{(2\pi)^{1/2} \lambda} \left[ 1 - \frac{p(\lambda + \alpha)}{2\lambda^2} - \frac{q(\lambda - \alpha)}{2\lambda^2} \right], \]

whence, using (16),

\[ p[(\lambda + \alpha)(4\lambda^2 - 1)] = q[(\lambda - \alpha)(4\lambda^2 + 1)]. \]

Thus,

\[ p = q[1 - 2\alpha/\lambda + 1/2\lambda^2]. \]

Also, from Eq. (12),

\[ \tan 2xy = -v/u \]

and, from Eq. (18),

\[ 2xy = 2\lambda^2 - 2\alpha^2 + 2p(\lambda - \alpha) + 2q(\lambda + \alpha) + 2pq \]

\[ \approx 2\lambda^2 + 2\lambda(p + q) - 2\alpha^2. \]
Using the addition formula for the tangent,

\[ \tan 2xy = \frac{1 - 2\lambda(p + q) + 2\alpha^2}{1 + 2\lambda(p + q) - 2\alpha^2}. \tag{24} \]

To approximate \(\arg(w)\) adequately, we need two terms of the continued fraction:

\[ \pi^{1/2} w = \frac{iz}{z^2 - \frac{1}{2}} = \frac{(y - ix)}{\frac{1}{2} - (x + iy)^2}. \tag{25} \]

From (21),

\[ p = q \tag{26} \]

and, with this simplification, we get, from (24),

\[ -\tan 2xy = 1 - 8\lambda p + 4\alpha^2 \tag{27} \]

and, from (25), after some manipulation

\[ \tan[\arg(w)] = 1 + 2\alpha/\lambda - 1/2\lambda^2. \tag{28} \]

Hence, equating the right sides, and solving

\[ p = q = \frac{2\alpha^2 - \alpha + (1/4\lambda)}{4\lambda^2} = \frac{8(\lambda\alpha)^2 - 4\lambda\alpha + 1}{16\lambda^3}. \tag{29} \]

This gives the approximations

\[ x = \lambda + \frac{1}{4\lambda} \ln(2(2\pi)^{1/2}\lambda) + \frac{1}{16\lambda^3} \left\{ 1 - \ln(2(2\pi)^{1/2}\lambda) + \frac{1}{2}(\ln(2(2\pi)^{1/2}\lambda))^2 \right\}, \tag{30} \]

\[ y = \lambda - \frac{1}{4\lambda} \ln(2(2\pi)^{1/2}\lambda) + \frac{1}{16\lambda^3} \left\{ 1 - \ln(2(2\pi)^{1/2}\lambda) + \frac{1}{2}(\ln(2(2\pi)^{1/2}\lambda))^2 \right\}, \]

where \( \lambda = ((n - \frac{1}{2})\pi)^{1/2} \).

Values obtained from the above approximation agree with the exact values to 3 figures for \( n = 0 \) and to at least 8 figures for \( n > 50 \).

It may be noted that the form of the three term asymptotic approximation to the roots of the more general equation \( w(z) = ae^{-z^2} \) (a real and positive) is identical to Eq. (30) except that the logarithmic term is replaced by \( \ln(a(2\pi)^{1/2}\lambda) \). In particular, the choice \( a = 1 \) gives the corresponding asymptotic approximation to the roots of \( \text{erf}(z) = 0 \), tabulated in [6].

3. Improvement of the Values Obtained by the Asymptotic Approximation.

The approximate values given by the asymptotic approximation (30) may be used to obtain more accurate values by a method suggested by Salzer [6].

For convenience, we introduce the function \( y(\rho) = \sqrt{\pi w(\rho)/2} \). This function satisfies the differential equation

\[ \frac{dy}{d\rho} = \sqrt{\pi w(\rho)/2} \tag{31} \]

or

\[ \frac{d\rho}{dy} = 1/(2\rho y - 1). \tag{32} \]
Now, let $\rho_n$ be a zero of $y(\rho)$, and $\rho$ an approximation to $\rho_n$. Then, in the vicinity of $\rho$, we may expand $\rho_n$ into a power series in $y(\rho)$:

$$\rho = \rho_n + a_1 y(\rho) + a_2 y^2(\rho) + a_3 y^3(\rho) + \cdots.$$  

(33)

Substituting (33) into (32), we get

$$a_1 = -1, \quad 2a_2 = 2a_1 \rho_n, \quad 3a_3 = 4a_2 \rho_n + 2a_1^2,$$

and, in general,

$$ka_k = 2 \left[ (k-1) \rho_n a_{k-1} + \sum_{i=1}^{k-2} (k-i-1) a_i a_{k-i-1} \right], \quad k > 2.$$  

(35)

The series up to terms of order $y^4$ is

$$\rho_n = \rho + y(\rho) + \rho_n^2 y(\rho) + \frac{4 \rho_n^3 - 2}{3} y^2(\rho) + \frac{4 \rho_n^3 - 5 \rho_n}{2} y^3(\rho) + \cdots.$$  

(36)

By successive substitutions, this may be expressed in terms of $\rho$ as follows:
Table 2—Zeros of Erfc(z)

<table>
<thead>
<tr>
<th>N</th>
<th>X</th>
<th></th>
<th>N</th>
<th>X</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-1.5917468 + 01E00</td>
<td>51</td>
<td>1.2728547357 + 01E00</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>-1.2170746 + 01E00</td>
<td>52</td>
<td>1.2847693678 + 01E00</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>-1.2303083 + 01E00</td>
<td>53</td>
<td>1.2959496732 + 01E00</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>-1.2673072 + 01E00</td>
<td>54</td>
<td>1.3017755466 + 01E00</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>-1.3167027 + 01E00</td>
<td>55</td>
<td>1.3219799373 + 01E00</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>-1.3755183 + 01E00</td>
<td>56</td>
<td>1.3328234367 + 01E00</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>-1.4496131 + 01E00</td>
<td>57</td>
<td>1.3450813463 + 01E00</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>-1.5396770 + 01E00</td>
<td>58</td>
<td>1.3592314345 + 01E00</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>-1.6452415 + 01E00</td>
<td>59</td>
<td>1.3768652159 + 01E00</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>-1.7662224 + 01E00</td>
<td>60</td>
<td>1.3922575566 + 01E00</td>
<td></td>
</tr>
</tbody>
</table>

It is interesting to note that the iteration scheme

\[ \rho_n = \rho + \gamma \rho^2 + \frac{4\rho^4 + 1}{3} \gamma^3 + \frac{12\rho^6 + 7\rho^7}{6} \gamma^4 + \ldots \]

It is interesting to note that the iteration scheme

\[ \rho_n^{(k+1)} = \rho_n^{(k)} + \gamma(\rho_n^{(k)}) \left[ y(\rho_n^{(k)})^2 \right] \]

generated on Eq. (37) differs in the third term from that obtained by Newton's method, namely

\[ \rho_n^{(k+1)} = \rho_n^{(k)} + y(\rho_n^{(k)}) \{ 1 + 2\rho_n^{(k)} \gamma(\rho_n^{(k)}) + \ldots \} \]

The accompanying table lists the first hundred zeros of \( w(z) \) and of \( \text{erf}(z) \). In computing these, values of \( w(z) \) were obtained by numerical integration of Eq. (9). The error estimate for this type of quadrature is given by the Poisson summation formula. The resulting formulae are essentially the same as Salzer's (see [7], [8]).

For \( n \geq 5 \), only the first three terms of (37) are required, and for \( n \geq 0 \) at most four terms are needed, except \( n = 0 \), where the fifth term contributes 2 units in the last figure of the real part. Comparison of the first ten of the values obtained for the
zeros of \( \text{erf}(z) \) with those given by Salzer [6] disclosed only two discrepancies, one amounting to one unit in the tenth figure of the real part of the second zero and the other to one unit in the tenth figure of the imaginary part of the eighth one.
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