On the Distribution of Pseudo-Random Numbers Generated by the Linear Congruential Method. II

By Harald Niederreiter*

Abstract. The discrepancy of a sequence of pseudo-random numbers generated by the linear congruential method is estimated for parts of the period which are somewhat larger than the square root of the modulus. Applications to numerical integration are mentioned.

1. Introduction. Let $m \geq 2$ be an integer, let $y_0$ be an integer in the least residue system modulo $m$ with $(y_0, m) = 1$, and let $\lambda$ be an integer with $(\lambda, m) = 1$. We generate a sequence $y_0, y_1, \cdots$ of integers in the least residue system modulo $m$ by the recursion $y_{n+1} \equiv \lambda y_n \pmod{m}$, $n = 0, 1, \cdots$. The sequence $x_0, x_1, \cdots$, defined by $x_n = y_n/m$ for $n \geq 0$, is then a frequently employed sequence of pseudo-random numbers in the unit interval $[0, 1]$. Its elements may also be described explicitly by $x_n = \{\lambda^n y_0/m\}$ for $n \geq 0$, where $\{t\}$ denotes the fractional part of the real number $t$. If $\lambda$ belongs to the exponent $\tau = \tau(m)$ modulo $m$, then the sequence $x_0, x_1, \cdots$ has period $\tau$. We note that always $\tau \leq \varphi(m)$, where $\varphi$ is Euler's totient function.

In the first paper [7] of this series, the author has studied the distribution in $[0, 1]$ of the full period $x_0, x_1, \cdots, x_{\tau-1}$ in the case that $\lambda$ is a primitive root modulo $m$, i.e., that $\tau = \varphi(m)$. It turned out that the full period provides an extremely good approximation to the uniform distribution in $[0, 1]$. However, in many practical situations, one will only use an initial segment of the full period, simply because the period $\tau$ is too large in most of the interesting cases. In the present paper, we therefore consider the question of the distribution of the sequence $x_0, x_1, \cdots, x_{N-1}$ with $1 \leq N \leq \tau$ in the interval $[0, 1]$. We also abandon the requirement that $\lambda$ has to be a primitive root modulo $m$. In a sense to be made precise below, we estimate the deviation of the distribution of such a segment from the uniform distribution. We distinguish between $m$ being a prime, a prime power, or a general modulus, since, in the special cases, somewhat better results can be
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shown. There will be an emphasis on prime power moduli, since this is the case occurring most frequently in practice. The estimates that we establish are only of interest when \( N \) is at least of the order of magnitude \( m^{1/2 + \epsilon} \) for some \( \epsilon > 0 \). In the proofs, we make use of the work of N. M. Korobov [1], [2] on special trigonometric sums and of an effective version of the Erdős-Turán inequality which was recently given by the author and W. Philipp [10]. In the last section of the paper, we mention applications of the results to numerical integrations using the points \( x_0, x_1, \ldots, x_{N-1} \) as nodes.

For \( 1 \leq N \leq \tau \), consider the points \( x_0, x_1, \ldots, x_{N-1} \) described above. Given real numbers \( u \) and \( v \) with \( 0 < u < v < 1 \), let \( A(u, v; N) \) be the number of \( n \), \( 0 < n < N - 1 \), with \( x_n \in [u, v) \). Then we define the so-called discrepancy \( D_N \) of the points \( x_0, x_1, \ldots, x_{N-1} \) by

\[
D_N = D_N(x_0, \ldots, x_{N-1}) = \sup_{0 < u < v < 1} |A(u, v; N)/N - (v - u)|.
\]

This is the quantity which we shall estimate. For the general theory of discrepancy, see the book of L. Kuipers and the author [3, Chapter 2].

2. Lemmas on Trigonometric Sums. For real \( t \), we write \( e(t) = e^{2\pi it} \). We consider trigonometric sums of the type

\[
\sum_{n=0}^{N-1} e(r x_n) = \sum_{n=0}^{N-1} e(r y_0 n/m)
\]

with a nonzero integer \( r \) and \( 1 < N < r \). The estimates given in Lemmas 2 and 3 are due to N. M. Korobov [2]. For the convenience of the reader, we include the short proofs.

**Lemma 1.** For any integers \( A \) and \( B \) with \( 1 < B < A \), the sum

\[
S = \sum_{c=1}^{A} \left| \sum_{y=0}^{B-1} e(c y/A) \right|
\]

satisfies \( S \leq A(1 + \log A) \).

**Proof.** We have

\[
\left| \sum_{y=0}^{B-1} e(c y/A) \right| = B \quad \text{for} \quad c = A,
\]

\[
\left| e(c B/A) - 1 \right| = \frac{\sin \pi c B/A}{\sin \pi c/A} \quad \text{for} \quad 1 < c < A - 1,
\]

where \( \|t\| \) denotes the distance from the real number \( t \) to the nearest integer. If \( A = 1 \), the lemma is trivial. For \( A \geq 2 \) we get

\[
S = B + \sum_{c=1}^{A-1} \frac{\sin \pi c B/A}{\sin \pi c/A} \leq B + 2 \sum_{c=1}^{[A/2]} \frac{\sin \pi c B/A}{\sin \pi c/A} + 2 \sum_{c=2}^{[A/2]} (2\|c/A\|)^{-1},
\]
where the last sum is taken to be zero for $A < 4$. It follows that

$$S \leq B + 2A\|B/A\| + A \sum_{c=2}^{\lfloor A/2 \rfloor} c^{-1} \leq B + 2A\|B/A\| + A \log[A/2]$$

$$\leq A(B/A + 2\|B/A\| - \log 2 + \log A) \leq A(1 + \log A),$$

where the last inequality is shown by distinguishing between the cases $B/A \leq 1/2$ and $B/A > 1/2$.

**Lemma 2.** Let $m \geq 2$ be an integer, let $b$ and $\lambda$ be integers relatively prime to $m$, and suppose $\lambda$ belongs to the exponent $\tau$ modulo $m$. Then

$$\left| \sum_{n=0}^{N-1} e(b\lambda^n/m) \right| \leq \sqrt{m} \ (1 + \log \tau)$$

holds for all $N$ with $1 \leq N \leq \tau$.

**Proof.** For integers $a$ and $c$, write

$$\sigma(a, c) = \sum_{n=0}^{\tau-1} e(a\lambda^n/m + cn/\tau).$$

Since $\lambda^\tau \equiv 1 \pmod{m}$, we have

$$\{a\lambda^n + \tau/m + c(n + \tau)/\tau\} = \{a\lambda^n/m + cn/\tau\},$$

so that $e(a\lambda^n/m + cn/\tau)$, as a function of $n$, depends only on the residue class of $n$ modulo $\tau$. Therefore, for any integer $y$, we have

$$\sigma(a, c) = \sum_{n=0}^{\tau-1} e(a\lambda^n + y/m + c(n + y)/\tau),$$

and consequently

$$|\sigma(a, c)| = \left| \sum_{n=0}^{\tau-1} e(a\lambda^n m + cn/\tau) \right| = |\sigma(a\lambda^y, c)|.$$

Since the integers $b\lambda, b\lambda^2, \ldots, b\lambda^\tau$ are pairwise incongruent modulo $m$, we have

$$\tau|\sigma(b, c)|^2 = \sum_{y=1}^{\tau} |\sigma(b\lambda^y, c)|^2 \leq \sum_{a=1}^{m} |\sigma(a, c)|^2 = mt,$$

hence $|\sigma(b, c)| \leq \sqrt{m}$. Now

$$\sum_{n=0}^{N-1} e(b\lambda^n/m) = \frac{1}{\tau} \sum_{c=1}^{\tau} \left( \sum_{y=0}^{N-1} e(-cy/\tau) \right) \left( \sum_{n=0}^{\tau-1} e(b\lambda^n/m + cn/\tau) \right),$$

and so by Lemma 1

$$\left| \sum_{n=0}^{N-1} e(b\lambda^n/m) \right| \leq \sqrt{m} \cdot \frac{1}{\tau} \sum_{c=1}^{\tau} \left| \sum_{y=0}^{\tau-1} e(-cy/\tau) \right| \leq \sqrt{m} \ (1 + \log \tau).$$

We remark that for the special case $m = p$, a prime, and $\lambda$ a primitive root modulo $p$, trigonometric sums of the above form have also been considered by L. J. Mordell [4], [5] and R. G. Stoneham [11].
Lemma 3. Let \( m \geq 2 \) be an integer, and let \( \lambda \) be an integer relatively prime to \( m \) which belongs to the exponent \( \tau \) modulo \( m \). If \( b \) is an integer with \( (b, m) = d > 1 \) and such that \( \sum_{n=0}^{\tau-1} e(b\lambda^n/m) = 0 \), then for all \( N \) with \( 1 < N < \tau \) we have
\[
\left| \sum_{n=0}^{N-1} e(b\lambda^n/m) \right| \leq \frac{m}{d} \left( 1 + \log \frac{\tau(m/d)}{m} \right),
\]
where \( \tau(m/d) \) is the exponent to which \( \lambda \) belongs modulo \( m/d \).

Proof. Since \( e(b\lambda^n/m) \), as a function of \( n \), is periodic with period \( \tau(m/d) \), we have
\[
\sum_{n=0}^{\tau(m/d)-1} e(b\lambda^n/m) = \sum_{n=0}^{\tau(m/d)-1} e(b\lambda^n/m),
\]
and so
\[
\sum_{n=0}^{\tau(m/d)-1} e(b\lambda^n/m) = 0.
\]
Write \( N = q\tau(m/d) + s, \) where \( 0 \leq s < \tau(m/d) \). Then
\[
\sum_{n=0}^{N-1} e(b\lambda^n/m) = \sum_{j=0}^{q-1} \sum_{n=0}^{\tau(m/d)-1} e(b\lambda^n/m) + \sum_{n=0}^{s-1} e(b\lambda^n/m)
\]
\[
= q\sum_{n=0}^{\tau(m/d)-1} e(b\lambda^n/m) + \sum_{n=0}^{s-1} e(b\lambda^n/m) = \sum_{n=0}^{s-1} \left( \frac{(b/d)\lambda^n}{m/d} \right)
\]
To the last sum we can apply Lemma 2 in order to obtain the desired inequality.

3. Prime Modulus. Here we consider the case that \( m \) is a prime. The notation remains the same as in the introduction.

Theorem 1. Let \( m \) be a prime. Then, for \( 1 \leq N \leq \tau \), the discrepancy \( D_N \) of the points \( x_0, x_1, \ldots, x_{N-1} \) satisfies the inequality
\[
D_N \leq \frac{4\sqrt{m}}{\pi N} \left( 1 + \log \tau \right) \left| \log \frac{\pi N}{\sqrt{m} (1 + \log \tau)} \right| + \frac{5\sqrt{m}}{\pi N} \left( 1 + \log \tau \right).
\]

Proof. We use an inequality established by the author and W. Philipp [10, Corollary of Theorem 1'] for any points \( z_0, \ldots, z_{N-1} \) in \([0, 1)\) with discrepancy \( D_N(z_0, \ldots, z_{N-1}) \) we have
\[
D_N(z_0, \ldots, z_{N-1}) \leq \frac{4}{L} + \frac{4}{\pi} \sum_{r=1}^{L} \left( 1 - \frac{1}{L} \right) \left| \sum_{n=0}^{N-1} e(rz_n) \right|
\]
\[
= \frac{4}{L} + \frac{4}{\pi} \sum_{r=1}^{L} \left( 1 - \frac{1}{L} \right) \left| \sum_{n=0}^{N-1} e(rz_n) \right|
\]
for all positive integers $L$. In order to apply this to the special sequence $x_0, x_1, \ldots, x_{N-1}$, we choose

$$L = \left\lfloor \frac{\pi N}{\sqrt{m(1 + \log \tau)}} \right\rfloor.$$ 

If $L < 5$, then the theorem is trivial since we have always $D_N \leq 1$. Thus we assume $L \geq 5$ from now on. For the same reason, the case $\tau = 1$ is trivial, so that we may assume $\tau \geq 2$. From (1) we obtain

$$D_N \leq \frac{4}{L} + 4 \left( \sum_{\tau=1}^{L} \left( \frac{1}{r} - \frac{1}{L} \right) \right) \left( \frac{1}{N} \sum_{n=0}^{N-1} e(rx_n) \right) \leq \frac{4}{L} \left( \sum_{r=1}^{L} \frac{1}{r} \right) \left( \frac{1}{N} \sum_{n=0}^{N-1} e(ry_0x^n/m) \right)$$

(2)

We note that

$$5 < L \leq \frac{\pi N}{\sqrt{m(1 + \log \tau)}} \leq \frac{\pi \tau}{\sqrt{m(1 + \log \tau)}} < \frac{\pi m}{\sqrt{m(1 + \log 2)}}$$

hence $\sqrt{m} > 5(1 + \log 2)/\pi$. It follows that

$$L < \frac{1}{5} \left( \frac{\pi}{1 + \log 2} \right)^2 m < m.$$

Therefore we have $(ry_0, m) = 1$ for all the values of $r$ considered in (2). By applying Lemma 2, we deduce from (2) that

$$D_N \leq \frac{4}{L} + \frac{4\sqrt{m(1 + \log \tau)}}{\pi N} \sum_{r=1}^{L} \left( \frac{1}{r} - \frac{1}{L} \right) \leq \frac{4}{L} + \frac{4\sqrt{m(1 + \log \tau)}}{\pi N} \log L,$$

where we use the inequality $\sum_{r=1}^{L} r^{-1} \leq 1 + \log L$. From $L \geq 5$, the inequality $[r] \geq 5t/6$ for $t \geq 5$, and the special form of $L$ it follows that

$$D_N \leq \frac{4 \sqrt{m(1 + \log \tau)}}{\pi N} \log \frac{\pi N}{\sqrt{m(1 + \log \tau)}} + \frac{24 \sqrt{m(1 + \log \tau)}}{5\pi N}$$

$$< \frac{4 \sqrt{m(1 + \log \tau)}}{\pi N} \left( \log \frac{\pi N}{\sqrt{m(1 + \log \tau)}} \right) + \frac{5 \sqrt{m(1 + \log \tau)}}{\pi N}$$

This concludes the proof of the theorem.

We remark that the estimate in Theorem 1 is nontrivial when $N$ is at least of the order of magnitude $m^{1/2+\epsilon}$ for some $\epsilon > 0$. In this case, $D_N$ is then of the order of magnitude $N^{-1}\sqrt{m(1 + \log \tau)} \log m$. This gives a considerable improvement on a result of R. G. Stoneham [11].
4. Prime Power Modulus. Let \( m = p^\alpha \) with a prime \( p \) and \( \alpha \geq 2 \). Let \( \lambda \) be relatively prime to \( m \) with \( |\lambda| > 1 \). Otherwise, the notation from the introduction remains operative. We determine a positive integer \( \beta \) as follows. First, let \( \tau(p) \) be the exponent to which \( X \) belongs modulo \( p \). Then, if \( p \) is odd, \( \beta \) is the largest integer such that \( p^\beta | (\lambda^\tau(p) - 1) \). If \( p = 2 \), set \( \mu = 1 \) if \( \lambda \equiv 1 \pmod{4} \) and \( \mu = 2 \) if \( \lambda \equiv 3 \pmod{4} \). Then \( \beta \) is taken to be the largest integer such that \( 2^\beta | (\lambda^\mu - 1) \).

**Theorem 2.** Let \( m = p^\alpha \) with a prime \( p \) and \( \alpha \geq 2 \). Let \( \lambda \) be relatively prime to \( m \) with \( |\lambda| > 1 \) and \( \alpha > \beta \), where \( \beta \) is defined above. Then, if \( 1 < N < p^\beta \), the discrepancy \( D_N \) of the points \( x_0, x_1, \ldots, x_{N-1} \) satisfies the inequality

\[
D_N \leq \frac{p^{3/2} - p^{1/2}}{p^{3/2} - 1} \cdot \frac{4 \sqrt{m} (1 + \log \tau)}{\pi N} \left| \log \frac{(p^{3/2} - 1)\pi N}{(p^{3/2} - p^{1/2}) \sqrt{m} (1 + \log \tau)} \right| + (2 + \log p) \frac{4 \sqrt{m} (1 + \log \tau)}{\pi N} + \left( 1 + \frac{4}{p^{1/2}} \right) \frac{4 m (1 + \log \tau)^2}{\pi^2 N^2}
\]

**Proof.** As in the proof of Theorem 1, we infer from (1) that

\[
D_N \leq \frac{4}{L} + \frac{4}{\pi} \sum_{r=1}^{L} \left( \frac{1}{r} - \frac{1}{L} \right) \left| \frac{1}{N} \sum_{n=0}^{N-1} e(ry_0 \lambda^n / m) \right| \leq \frac{\sqrt{m} (1 + \log \tau)}{N}
\]

for all positive integers \( L \). We now choose

\[
L = \left\lceil \frac{(p^{3/2} - 1)\pi N}{(p^{3/2} - p^{1/2}) \sqrt{m} (1 + \log \tau)} \right\rceil.
\]

If \( L < 5 \), the theorem is again trivial. So \( L \geq 5 \) from now on. Moreover, condition (3) implies that \( L < p^{\alpha - \beta} \). From Lemma 2 we get

\[
\left| \frac{1}{N} \sum_{n=0}^{N-1} e(ry_0 \lambda^n / m) \right| \leq \frac{\sqrt{m} (1 + \log \tau)}{N} \quad \text{for} \ (r, m) = 1.
\]

Let \( R \) be the largest integer with \( p^R \leq L \). We note that \( 0 \leq R < \alpha - \beta - 1 \). For an integer \( r, 1 \leq r \leq L \), with \( (r, m) = d > 1 \) we have \( d = p^s \) for some \( s \) with \( 1 \leq s \leq R \). Furthermore, \( p^{\alpha - \beta} \) does not divide \( r \). It follows then from a theorem.
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of N. M. Korobov [1, Theorem 2] that
\[ \sum_{n=0}^{\tau-1} e(r\lambda^n/m) = 0, \]
and so Lemma 3 yields
\[ \left| \frac{1}{N} \sum_{n=0}^{N-1} e(r\lambda^n/m) \right| \leq \frac{1}{N} \sqrt{\frac{m}{d}} (1 + \log \tau(m/d)) \leq \frac{1}{N} \sqrt{\frac{m}{d}} (1 + \log \tau). \]

Combining (5), (6) and (7), we arrive at the inequality
\[ D_N \leq \frac{4}{L} + \frac{4\sqrt{m}(1 + \log \tau)}{\pi N} \sum_{s=0}^{R} p^{-s/2} \sum_{r=1; (r,m)=p^s}^{L} \left( \frac{1}{r} - \frac{1}{L} \right). \]

For an integer \( s \) with \( 0 \leq s \leq R \) we have
\[ \sum_{r=1; (r,m)=p^s}^{L} \left( \frac{1}{r} - \frac{1}{L} \right) = \frac{1}{p^s} \sum_{r=1}^{L/p^s} \frac{1}{r} - \frac{1}{p^s+1} \sum_{r=1}^{L/p^s+1} \frac{1}{r} \]
\[ - \frac{1}{L} \left( \left\lfloor \frac{L}{p^s} \right\rfloor - \left\lfloor \frac{L}{p^s+1} \right\rfloor \right), \]
and, using \( \log (K + 1) \leq \sum_{r=1}^{K} r^{-1} \leq 1 + \log K \) for \( K \geq 1 \), we get
\[ \sum_{r=1; (r,m)=p^s}^{L} \left( \frac{1}{r} - \frac{1}{L} \right) \leq \frac{1}{p^s} \left( 1 + \log \left\lfloor \frac{L}{p^s} \right\rfloor \right) - \frac{1}{p^s+1} \log \left( \left\lfloor \frac{L}{p^s+1} \right\rfloor + 1 \right) \]
\[ - \frac{1}{L} \left( \left\lfloor \frac{L}{p^s} \right\rfloor - \left\lfloor \frac{L}{p^s+1} \right\rfloor \right) \]
\[ (9) \]
\[ = \frac{1}{p^s} \log \left\lfloor \frac{L}{p^s} \right\rfloor - \frac{1}{p^s+1} \log \left( \left\lfloor \frac{L}{p^s+1} \right\rfloor + 1 \right) \]
\[ + \frac{1}{L} \left\lfloor \frac{L}{p^s} \right\rfloor + \frac{1}{L} \left\lfloor \frac{L}{p^s+1} \right\rfloor. \]

If \( R = 0 \), that is, if \( L < p \), then from (9) with \( s = 0 \) and (8) we deduce that
\[ D_N \leq \frac{4}{L} + \frac{4\sqrt{m}(1 + \log \tau)}{\pi N} \log L. \]
Since $L > 5$ and $[t] > 5t/6$ for $t > 5$, we arrive at

$$D_N \leq \frac{24(p^{3/2} - p^{1/2}) \sqrt{m(1 + \log r)}}{5(p^{3/2} - 1) \pi N} + \frac{4\sqrt{m(1 + \log \tau)}}{\pi N} \log p < (2 + \log p) \frac{4\sqrt{m(1 + \log \tau)}}{\pi N},$$

so that (4) is shown in this case.

If $R = 1$, that is, if $p \leq L < p^2$, then from (9) with $s = 0, 1$ and from (8) we deduce that

$$D_N \leq \frac{4}{L} + \frac{4\sqrt{m(1 + \log \tau)}}{\pi N} \left( \log \frac{L}{p} \log \frac{L}{p} + \frac{1}{p} + \frac{1}{p^{3/2}} \right),$$

$$D_N \leq \frac{4}{L} + \frac{4\sqrt{m(1 + \log \tau)}}{\pi N} \left( \frac{p - 1}{p} \log \frac{p}{p} + \frac{1}{p} + \frac{1}{p^{3/2}} + \frac{1}{L p^{1/2}} \right)$$

Using the special form of $L$, as well as $L > p$ and $[t] > (p/(p + 1))t$ for $t > p$, we get

$$D_N \leq \frac{p - 1}{p} \cdot \frac{4\sqrt{m(1 + \log \tau)}}{\pi N} \left( \log \frac{(p^{3/2} - 1) \pi N}{(p^{3/2} - p^{1/2}) \sqrt{m(1 + \log \tau)}} \right)$$

$$+ \left( \frac{p + 1}{p} \frac{(p^{3/2} - p^{1/2})}{p(p^{3/2} - 1)} + \frac{1}{p} + \frac{1}{p^{3/2}} \right) \frac{4\sqrt{m(1 + \log \tau)}}{\pi N}$$

$$+ \frac{(p + 1)(p^{3/2} - p^{1/2})}{p^{3/2}(p^{3/2} - 1)} \cdot \frac{4m(1 + \log \tau)^2}{\pi^2 N^2}.$$

Now

$$\frac{p - 1}{p} < \frac{p - 1}{p},$$

and

$$\frac{(p + 1)(p^{3/2} - p^{1/2})}{p^{3/2}(p^{3/2} - 1)} < \frac{p + 1}{p^{3/2}} < 1 + \frac{4}{p^{1/2}},$$

and furthermore

$$\frac{(p + 1)(p^{3/2} - p^{1/2})}{p(p^{3/2} - 1)} + \frac{1}{p} + \frac{\log p}{p} + \frac{\log p}{p^{3/2}} < \frac{p + 2}{p} + \log p \leq 2 + \log p,$$

so that (4) is also shown in this case.

For $R > 2$ we proceed as follows. By first simplifying (9) somewhat, we get
ON THE DISTRIBUTION OF PSEUDO-RANDOM NUMBERS

(10) \[ \sum_{r=1; (r,m)=ps}^{L} \left( \frac{1}{r} - \frac{1}{L} \right) \leq \frac{1}{p^s} \log \frac{L}{p^s} - \frac{1}{p^{s+1}} \log \frac{L}{p^{s+1}} + \frac{1}{L} + \frac{1}{p^{s+1}} \]
for \( 0 \leq s \leq R - 1 \) and
\[ \sum_{r=1; (r,m)=ps}^{L} \left( \frac{1}{r} - \frac{1}{L} \right) \leq \frac{1}{p^s} \log \frac{L}{p^s} + \frac{1}{L} \text{ for } s = R. \]

Using these inequalities, we have
\[ \sum_{s=0}^{R} p^{-s/2} \sum_{r=1; (r,m)=ps}^{L} \left( \frac{1}{r} - \frac{1}{L} \right) \]
\[ \leq \sum_{s=0}^{R-1} p^{-3s/2} \left( \frac{1}{p^s} \log \frac{L}{p^s} - \frac{1}{p^{s+1}} \log \frac{L}{p^{s+1}} + \frac{p^s}{L} + \frac{1}{p} \right) \]
\[ + p^{-R/2} \left( \frac{1}{p^R} \log \frac{L}{p^R} + \frac{1}{L} \right) \]
\[ \leq \sum_{s=0}^{R-1} p^{-3s/2} \left( \frac{p - 1}{p} \log L - s \log p + \frac{s + 1}{p} \log p + \frac{p^s}{L} + \frac{1}{p} \right) \]
\[ + p^{-R/2} \left( \frac{\log p}{p^R} + \frac{1}{L} \right) \]
\[ = \left( \frac{p - 1}{p} \log L + \frac{1}{p} \right) \sum_{s=0}^{R-1} p^{-3s/2} + \frac{1}{L} \sum_{s=0}^{R} p^{-s/2} \]
\[ + (\log p) \sum_{s=0}^{R-1} \left( \frac{s + 1}{p} - s \right) p^{-3s/2} + \frac{\log p}{p^{3R/2}} \]
\[ \leq \left( \frac{p - 1}{p} \log L + \frac{1}{p} \right) \left( \frac{p^{3/2}}{p^{3/2} - 1} - \frac{p^{3/2}}{(p^{3/2} - 1)p^{3R/2}} \right) + \frac{1}{L} \cdot \frac{p^{1/2}}{p^{1/2} - 1} \]
\[ + \frac{\log p}{p} + \frac{\log p}{p^{3R/2}} \]
\[ \leq \frac{p^{3/2} - p^{1/2}}{p^{3/2} - 1} \log L + \frac{1}{L} \cdot \frac{p^{1/2}}{p^{1/2} - 1} + \frac{p^{1/2}}{p^{3/2} - 1} + \frac{\log p}{p} \]
\[ + p^{-3R/2} \left( \log p - \frac{p - 1}{p} \log L \right) \]
Since $L > p^2$, we get therefore

$$
\frac{1}{L} \sum_{s=0}^{R} p^{-s/2} \sum_{r=1; (r,m)=p^s}^{L} \left( \frac{1}{r} - \frac{1}{L} \right) \leq \frac{p^{3/2} - p^{1/2}}{p^{3/2} - 1} \log L
$$

Using (8), (11), the special form of $L$, and $[t] > (p^2/(p^2 + 1))t$ for $t > p^2$, we arrive at

$$
D_N < \frac{p^{3/2} - p^{1/2}}{p^{3/2} - 1} \cdot 4\sqrt{m(1 + \log \tau)} \left| \log \frac{(p^{3/2} - 1) \pi N}{(p^{3/2} - p^{1/2}) \sqrt{m(1 + \log \tau)}} \right|
$$

$$
+ \left( \frac{p^2 + 1}{p^2 (p^{3/2} - 1)} + \frac{p^{1/2}}{p^{3/2} - 1} + \frac{\log p}{p} \right) \frac{4\sqrt{m(1 + \log \tau)}}{\pi N}
$$

$$
+ \frac{(p^2 + 1) (p^{3/2} - p^{1/2})^{1/2}}{p^2 (p^{3/2} - 1) (p^{1/2} - 1)} \cdot \frac{4m(1 + \log \tau)^2}{\pi^2 N^2}.
$$

Now

$$
\frac{(p^2 + 1) (p^{3/2} - p^{1/2})}{p^2 (p^{3/2} - 1)} + \frac{p^{1/2}}{p^{3/2} - 1} + \frac{\log p}{p} = \frac{p^3 + p - 1}{p^3 - p^{3/2}} + \frac{\log p}{p} \leq 2 + \log p
$$

and

$$
\frac{(p^2 + 1) (p^{3/2} - p^{1/2})^{1/2}}{p^2 (p^{3/2} - 1) (p^{1/2} - 1)} = \frac{p^2 + 1}{p(p^{3/2} - 1)}
$$

$$
= 1 + \frac{p^2 + p + p^{1/2} + 1}{p^{3/2} - p} \leq 1 + \frac{4}{p^{1/2}}.
$$

This concludes the proof of the theorem.

A condition which implies (3), and which is easier to check, is the following one:

$$
p^\theta \leq (0.24)m^{1/2} (1 + \log \tau).
$$

For if (12) holds, then

$$
p^\theta \leq (0.24)m^{1/2} (1 + \log \tau) < \frac{\sqrt{2}}{2 \sqrt{2} - 1} \cdot \frac{m^{1/2} (1 + \log \tau)}{\pi}
$$

$$
\leq \frac{p^{3/2} - p^{1/2}}{p^{3/2} - 1} \cdot \frac{m^{3/2} (1 + \log \tau)}{\pi m},
$$
since the function \( f(t) = \left( t^{3/2} - t^{1/2} \right) / \left( t^{3/2} - 1 \right) \) is increasing for \( t > 2 \). But \( m > \tau > N \) implies then (3). In practical cases, \( m \) and \( \tau \) are large, so that (12) can be satisfied by choosing a \( \lambda \) with \( \beta < \alpha / 2 \). We remark also that if \( \beta \) is large, then \( \tau \) is rather small, since the two numbers are related by the identity \( \tau = \tau(p^\alpha) = p^{\alpha - \beta} \tau(p^\beta) = p^{\alpha - \beta} \tau(p) \) (see [1, Lemma 1]).

If (3) does not hold, then \( D_N \) can still be estimated, although in a weaker form only.

**Theorem 3.** Let the conditions of Theorem 2 hold, with (3) being replaced by

(13) \[ p^\beta \geq \frac{p^{3/2} - p^{1/2}}{p^{3/2} - 1} \cdot \frac{m^{3/2}(1 + \log \tau)}{\pi N} \]

Then the discrepancy \( D_N \) of the points \( x_0, x_1, \ldots, x_{N-1} \) satisfies the inequality

\[
D_N \leq \frac{p^{3/2} - p^{1/2}}{p^{3/2} - 1} \cdot \frac{4\sqrt{m}(1 + \log \tau)}{\pi N} \log \left( \frac{(\pi + 1)m}{p^\beta} \right) + \left( 1 + \log (\pi + 1) + \frac{p^\beta}{m} \right) \frac{4p^\beta}{m}
\]

**Proof.** We start from (5) and choose

\[
L = \left[ \frac{(p^{3/2} - 1) (\pi + 1)mN}{(p^{3/2} - p^{1/2})m^{3/2}(1 + \log \tau) + (p^{3/2} - 1)p^\beta N} \right]
\]

Condition (13) implies that

\[
(p^{3/2} - 1) (\pi + 1)mN \geq (p^{3/2} - p^{1/2})m^{3/2}p^\alpha - \beta (1 + \log \tau) + (p^{3/2} - 1)mN,
\]

and so \( L \geq p^{\alpha - \beta} \). Using (6) and (7), we have

\[
D_N \leq \frac{4}{L} + \frac{4\sqrt{m}(1 + \log \tau)}{\pi N} \sum_{s=0}^{\alpha-\beta-1} \sum_{r=1}^{L} p^{-s/2} \sum_{(r,m) = p^s} \left( \frac{1}{r} - \frac{1}{L} \right)
\]

\[
+ \frac{4}{\pi} \sum_{r=1}^{L} p^{\alpha - \beta} \left( \frac{1}{r} - \frac{1}{L} \right) \frac{1}{N} \sum_{n=0}^{N-1} e(r \lambda^n / m)
\]

With (10) and the trivial estimate

\[
\left| \frac{1}{N} \sum_{n=0}^{N-1} e(r \lambda^n / m) \right| \leq 1
\]

we get
\[
D_N \leq \frac{4}{L} \left( \frac{4\sqrt{m(1 + \log \tau)}}{\pi N} \sum_{s=0}^{\alpha - \beta - 1} p^{-s/2} \left( \frac{1}{p^s} \log \frac{L}{p^s} - \frac{1}{p^{s+1}} \log \frac{L}{p^{s+1}} + \frac{1}{L} + \frac{1}{p^s + 1} \right) + \frac{4}{\pi} \sum_{r=1}^{L} \varphi^{\alpha - \beta} \left( \frac{1}{r} - \frac{1}{L} \right) \right)
\]

Now
\[
\sum_{s=0}^{\alpha - \beta - 1} p^{-s/2} \left( \frac{1}{p^s} \log \frac{L}{p^s} - \frac{1}{p^{s+1}} \log \frac{L}{p^{s+1}} + \frac{1}{L} + \frac{1}{p^s + 1} \right) = \left( \frac{p - 1}{p} \log L + \frac{1}{p} \right) \sum_{s=0}^{\alpha - \beta - 1} p^{-3s/2}
\]

\[
= \left( \frac{p - 1}{p} \log L + \frac{1}{p} \right) \sum_{s=0}^{\alpha - \beta - 1} p^{-3s/2} + \frac{1}{L} (\log p) \sum_{s=0}^{\alpha - \beta - 1} \left( \frac{s + 1}{p} - s \right) p^{-3s/2} \leq \frac{p^{3/2} - p^{1/2}}{p^{3/2} - 1} \log L
\]

\[
= \frac{1}{L} \cdot \frac{p^{1/2}}{p^{1/2} - 1} + \frac{p^{1/2}}{p^{3/2} - 1} + \frac{\log p}{p}
\]

and
\[
\sum_{r=1}^{L} \varphi^{\alpha - \beta} \left( \frac{1}{r} - \frac{1}{L} \right) = \frac{1}{p^{\alpha - \beta}} \sum_{r=1}^{L} \left( \frac{L}{p^{\alpha - \beta}} \right) - \frac{1}{L} \left[ \frac{L}{p^{\alpha - \beta}} \right] \leq \frac{1}{p^{\alpha - \beta}} \left( 1 + \log \left[ \frac{L}{p^{\alpha - \beta}} \right] \right) - \frac{1}{L} \left[ \frac{L}{p^{\alpha - \beta}} \right]
\]

\[
\leq \frac{1}{p^{\alpha - \beta}} \log \frac{L}{p^{\alpha - \beta}} + \frac{1}{L} = \frac{p^\beta}{m} \log L + \frac{1}{L} - \frac{p^\beta}{m} \log m \frac{m}{p^\beta},
\]

so that
\[
D_N \leq 4 \left( \frac{(p^{3/2} - p^{1/2}) \sqrt{m(1 + \log \tau)}}{(p^{3/2} - 1)mN} + \frac{p^\beta}{\pi m} \right) \log L + \frac{4}{L} \left( 1 + \frac{1}{\pi} \right)
\]

\[
= \frac{p^{1/2}}{p^{3/2} - 1} + \frac{\log p}{p} \right) \frac{4\sqrt{m(1 + \log \tau)}}{\pi m} - \frac{4p^\beta}{\pi m} \log m \frac{m}{p^\beta}.
\]

From the special form of \( L \) it is easily seen that \( L \leq (\pi + 1)p^{\alpha - \beta} \). Therefore
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\[ D_N \leq \frac{p^{3/2} - p^{1/2}}{p^{3/2} - 1} \cdot \frac{4\sqrt{m}(1 + \log \tau)}{\pi N} \log \frac{(\pi + 1)m}{p^\beta} + \frac{4}{L} \left( 1 + \frac{1}{\pi} \right) \]

\[ + \left( \frac{p^{1/2}}{p^{3/2} - 1} + \frac{\log p}{p} \right) \frac{4\sqrt{m}(1 + \log \tau)}{\pi N} + \frac{4p^\beta}{\pi m} \log (\tau + 1). \]

Using again the special form of \( L \), as well as \( L \geq p^{\alpha - \beta} \) and \( [t] \geq (p^{\alpha - \beta}/(p^{\alpha - \beta} + 1)) t \) for \( t \geq p^{\alpha - \beta} \), we obtain

\[ D_N \leq \frac{p^{3/2} - p^{1/2}}{p^{3/2} - 1} \cdot \frac{4\sqrt{m}(1 + \log \tau)}{\pi N} \log \frac{(\pi + 1)m}{p^\beta} \]

\[ + \left( \frac{(p^{\alpha - \beta} + 1)(p^{3/2} - p^{1/2})}{p^{\alpha - \beta}(p^{3/2} - 1)} + \frac{p^{1/2}}{p^{3/2} - 1} + \frac{\log p}{p} \right) \frac{4\sqrt{m}(1 + \log \tau)}{\pi N} \]

\[ + \left( \frac{p^{\alpha - \beta} + 1}{p^\beta} + \log (\tau + 1) \right) \frac{4p^\beta}{\pi m}. \]

and the proof of the theorem is complete.

In the remaining case, namely when \( \beta \geq \alpha \), the sequence \( x_0, x_1, \ldots, x_{N-1} \) shows a bad distribution behavior. For then we have \( \tau = \tau(m) = \tau(p) \leq p - 1 \); also, as for any \( N \) points in \( [0, 1) \), we have \( D_N \geq 1/N \) (see [3, Chapter 2]), and so \( D_N \geq 1/(p - 1) \) for \( 1 < N < \tau \). Another negative result in this case can be derived as follows. Let \( m = p^2 \) with an odd prime \( p \), let \( g \) be a primitive root modulo \( p^2 \), and set \( \lambda = g^p \). Then we have of course \( \tau = \tau(m) = \tau(p) = p - 1 \) and \( \beta = \alpha \).

As N. M. Korobov [1, p. 643] has shown, there exists a \( y_0 \) relatively prime to \( m \) such that

\[ \left| \sum_{n=0}^{\tau-1} e(x_n) \right| = \left| \sum_{n=0}^{\tau-1} e(y_0 \lambda^n/m) \right| \geq \sqrt{p - 1}, \]

and so

\[ \left| \frac{1}{\tau} \sum_{n=0}^{\tau-1} e(x_n) \right| \geq p^{-1/2} = m^{-1/4}. \]

As for any \( \tau \) points in \( [0, 1) \), we have

\[ \left| \frac{1}{\tau} \sum_{n=0}^{\tau-1} e(x_n) \right| \leq 4 D_\tau. \]
by [3, Chapter 2], and so $D_r \geq \frac{1}{4} m^{-1/4}$.

5. General Modulus. Let $m = p_1^\alpha_1 \cdots p_s^\alpha_s$ be the canonical factorization of $m$ and suppose that $s \geq 2$. Let $\lambda$ be relatively prime to $m$ with $|\lambda| > 1$. Otherwise, the notation from the introduction remains operative. For $m_0 = p_1 \cdots p_s$, let $\tau(m_0)$ be the exponent to which $\lambda$ belongs modulo $m_0$. We set $\mu = 2$ if $m \equiv 0 \pmod{2}$, $\tau(m_0) \equiv 1 \pmod{2}$, and $\lambda \equiv 3 \pmod{4}$, and $\mu = 1$ otherwise. Let

$$\lambda^{\mu \tau(m_0)} - 1 = u_0 p_1^{\beta_1} \cdots p_s^{\beta_s} \quad \text{with } (u_0, m_0) = 1.$$  

Then we have the following result.

**Theorem 4.** Let $m = p_1^\alpha_1 \cdots p_s^\alpha_s$ be the canonical factorization of $m$ and suppose $s \geq 2$. Let $\lambda$ be relatively prime to $m$ with $|\lambda| > 1$ and $\alpha_v > \beta_v$ for $1 \leq v \leq s$, where the $\beta_v$ are defined according to (14). Then, if $1 \leq N \leq \tau$ and

$$p_1^{\beta_1} \cdots p_s^{\beta_s} < \frac{m^{3/2}(1 + \log \tau)}{\pi N}, \tag{15}$$

the discrepancy $D_N$ of the points $x_0, x_1, \ldots, x_{N-1}$ satisfies

$$D_N \leq \frac{4\sqrt{m}(1 + \log \tau)}{\pi N} \left( \log \frac{\pi N}{\sqrt{m}(1 + \log \tau)} + \frac{5\sqrt{m}(1 + \log \tau)}{\pi N} \right).$$

**Proof.** We use (5) with $L = \lceil \pi N/\sqrt{m}(1 + \log \tau) \rceil$. For the same reason as in the proof of Theorem 1, the theorem is trivial if $L < 5$. Thus $L \geq 5$ from now on. Furthermore, condition (15) implies that $L < p_1^{\alpha_1 - \beta_1} \cdots p_s^{\alpha_s - \beta_s}$. In order to estimate

$$\left| \frac{1}{N} \sum_{n=0}^{N-1} e(r\lambda^m/\pi N) \right|$$

for $1 \leq r \leq L$, we use Lemma 2 in case $(r, m) = 1$. Now consider $(r, m) > 1$. Since $r < p_1^{\alpha_1 - \beta_1} \cdots p_s^{\alpha_s - \beta_s}$, it follows that there exists $\nu$, $1 \leq \nu \leq s$, such that $p_\nu^{\alpha_\nu - \beta_\nu}$ does not divide $r$. Then by a result of N. M. Korobov [1, Theorem 2] we have

$$\sum_{n=0}^{r-1} e(r\lambda^m/\pi N) = 0,$$

so that Lemma 3 is applicable. Altogether, we have then

$$\left| \frac{1}{N} \sum_{n=0}^{N-1} e(r\lambda^m/\pi N) \right| \leq \frac{\sqrt{m}(1 + \log \tau)}{N} \quad \text{for } 1 \leq r \leq L,$$\hspace{1cm}(16)$$

and thus
The proof is then concluded in the same way as in Theorem 1. Replacing (16) by the sharper estimate
\[ \left| \frac{1}{N} \sum_{n=0}^{N-1} e(ry_0 \lambda^n/m) \right| \leq \sqrt{\frac{m}{d}} \cdot \frac{1 + \log \tau}{N} \]
would, in this case, only result in an insignificant improvement of the upper bound for $D_N$. If condition (15) is not satisfied, one proceeds as in Theorem 3 to obtain an estimate for $D_N$. Since in most practical applications of the linear congruential method one works with a prime power modulus, the discussion of this exceptional case is not of sufficient interest to be carried out in detail for the general modulus $m$.

6. Application to Numerical Integration. The discrepancy estimates established in the preceding sections imply error estimates for numerical integrations performed by a quasi-Monte Carlo method with nodes $x_0, x_1, \ldots, x_{N-1}$. For a general discussion of the relation between the theory of discrepancy and numerical integration, see [3, Chapter 2], [6], and [9].

Suppose $x_0, x_1, \ldots, x_{N-1}$ is a sequence of pseudo-random numbers generated by the linear congruential method with $1 \leq N \leq \tau$, and let $K$ be an upper bound for the discrepancy $D_N$ of the sequence. By an inequality of Koksma mentioned in [7], we arrive at the following result: for any function $f$ with bounded variation $V(f)$ on $[0, 1]$ we have
\[ \left| \frac{1}{N} \sum_{n=0}^{N-1} f(x_n) - \int_0^1 f(t) dt \right| \leq V(f)K. \]

For a continuous integrand $f$ which is not of bounded variation, we may employ an inequality due to the author which is based on [8, Theorem 1] and shown in [6], [7]. We obtain then the following estimate: if $f$ is continuous on $[0, 1]$ with modulus of continuity
\[ \omega(h) = \sup_{u,v \in [0,1]; |u-v| < h} |f(u) - f(v)| \text{ for } h > 0, \]
then
\[ \left| \frac{1}{N} \sum_{n=0}^{N-1} f(x_n) - \int_0^1 f(t) dt \right| \leq \omega(K). \]

Using the upper bounds $K$ from the theorems of the present paper in (17) and (18), we arrive at nontrivial error estimates for the considered type of numerical integration problem.
Added in Proof. In my forthcoming paper “Some new exponential sums with applications to pseudo-random numbers,” Colloquium on Number Theory (Debrecen, 1974), North-Holland Publishing Co., Amsterdam, it will be shown that the estimates in Theorems 1 and 2 are best possible apart from the logarithmic factors. The methods of that paper also allow the treatment of pseudo-random numbers generated by inhomogeneous linear congruences.
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