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Abstract. The use of lower order approximations in the neighborhood of boundaries coupled with higher order interior approximations is examined for the mixed initial boundary-value problem for hyperbolic partial differential equations. Uniform error can be maintained using smaller grid intervals with the lower order approximations near the boundaries. Stability results are presented for approximations to the initial boundary-value problem for the model equation \( u_t + cu_x = 0 \) which are fourth order in space and second order in time in the interior and second order in both space and time near the boundaries. These results are generalized to a class of methods of this type for hyperbolic systems. Computational results are presented and comparisons are made with other methods.

1. Introduction. It has been established that fourth order methods are much more efficient than those of first and second order for hyperbolic partial differential equations [5], [9], [11]. When such methods are used for the initial boundary-value problem, awkward situations arise in the neighborhood of the boundaries since the interior approximations cannot be used there in a straightforward manner. It is attractive to consider matching lower order approximations in the neighborhood of the boundaries to higher order interior approximations. However, it has been established by Gustafsson [6] that more than one order of accuracy cannot be dropped near the boundaries without sacrificing the rate of convergence over the entire region. Computational examples [6], [11] illustrate this fact. Consequently, a denser net must be used with the lower order approximation if the overall accuracy is to be maintained.

There are many applications where this approach is quite natural for other reasons. For example, oceanographic problems often have boundaries and associated boundary layer phenomena which are quite complex compared to the solution in the interior. A very fine grid may be necessary to adequately represent these boundaries and lower order approximations may be appropriate in the boundary layer since the boundary influence is often of a forced rather than a transient nature (see [5], [9] for details of the error as a function of time for approximations of different orders of accuracy).

In Section 2 we begin by examining methods for the model problem

\[
\begin{align*}
(1.1) & \quad u_t + cu_x = 0, \quad c < 0, a \leq x \leq b, t \geq 0; \\
(1.2) & \quad u(x, 0) = f(x), \quad a \leq x \leq b;
\end{align*}
\]
HYBRID DIFFERENCE METHODS

(1.3) \[ u(b, t) = g(t), \quad t \geq 0; \]

with compatibility condition \( f(b) = g(0) \). We first consider a centered difference approximation to (1.1)–(1.3) which is fourth order in space and second order in time in the interior coupled with the second order leapfrog method near the boundaries. This method is found to be unstable unless the same grid interval is used with both the leapfrog and more accurate interior approximation. Consequently, this method has limited usefulness. We also consider using the Lax-Wendroff approximation near the boundaries. This combined method is found to be stable. We conclude Section 2 with general results for methods of this type for hyperbolic systems.

In Section 3 we present numerical results obtained using the methods presented in Section 2 and compare these results with those obtained in [11] where uncentered approximations of third order were used in the neighborhood of the boundaries.

We will use the theory of Gustafsson, Kreiss and Sundström [7] and assume that the reader is familiar with the results of that paper. The stability results presented here for constant coefficients can be extended to the variable coefficient case in the same manner as those of [7].

2. The Methods and Stability Results. We begin by examining an approximation to (1.1), (1.2) and (1.3). We can take \( a = 0 \) and \( b = 1 \) without loss of generality. Let \( k > 0 \), \( h_c = 1/N \) and \( h_f = h_c/M \) where \( N \) and \( M \) are natural numbers. Let \( \lambda_c = k/h_c \) and \( \lambda_f = k/h_f \). Define grid functions \( v_v(t) = v(vh_c, t) \) for \( v = 0, 1, \ldots, N \); \( l_v(t) = l(vh_f, t) \) for \( v = 0, 1, \ldots, 2M \) and \( r_v(t) = r(1 - h_c + vh_f, t) \) for \( v = 0, 1, \ldots, M \) where \( t = 0, k, 2k, \ldots \) (see Figure 1). For \( 2 \leq \nu \leq N - 2 \) we approximate (1.1) by the \( O(h^4_c + k^2) \) approximation

\[
\begin{align*}
&v_0 \quad v_1 \quad v_2 \\
&x = 0 \quad x = k \quad x = 2k \quad \ldots \quad x = N \quad x = N + 1
\end{align*}
\]

Figure 1

\[
(2.1a) \quad v_v(t + k) = v_v(t - k) - c2k[D_0(h_c) - \frac{1}{3}D_0(2h_c)]v_v(t),
\]

where \( D_0(nh_c)v_v(t) = (2nh_c)^{-1}[v_{v+n}(t) - v_{v-n}(t)] \). On the interval \([0, 2h_c]\) we approximate (1.1) by the \( O(h^2_f + k^2) \) approximation

\[
(2.2a) \quad l_v(t + k) = l_v(t - k) - c2kD_0(h_f)l_v(t) \quad \text{for} \quad \nu = 1, 2, \ldots, 2M - 1,
\]

and at \( x = 0 \) by the \( O(h_f + k^2) \) approximation

\[
(2.2b) \quad l_0(t + k) = l_0(t - k) - c2\lambda_f[l_1(t) - 0.5(l_0(t - k) + l_0(t + k))].
\]

On the interval \([1 - h_c, 1]\) we approximate (1.1) by the similar \( O(h^2_f + k^2) \) and \( O(h_f + k^2) \) formulae

\[
(2.3a) \quad r_v(t + k) = r_v(t - k) - c2kD_0(h_f)r_v(t) \quad \text{for} \quad \nu = 1, 2, \ldots, M - 1
\]
and
\[(2.3b) \quad r_0(t + k) = r_0(t - k) - c2\lambda_f [r_1(t) - 0.5(r_0(t + k) + r_0(t - k))].\]

Corresponding to the initial condition (1.2), we use
\[(2.1b) \quad v_\nu(0) = f(\nu h_c) \quad \text{for } \nu = 0, 1, \ldots, N;\]
\[(2.2c) \quad l_\nu(0) = f(\nu h_f) \quad \text{for } \nu = 0, 1, \ldots, 2M;\]
and
\[(2.3c) \quad r_\nu(0) = f(1 - h_c + \nu h_f) \quad \text{for } \nu = 0, 1, \ldots, M.\]

Corresponding to the boundary condition (1.3), we use
\[(2.2d) \quad r_M(t) = g(t) \quad \text{for } t = 0, k, 2k, \ldots.\]

We then link the grid functions \(l_\nu(t), v_\nu(t)\) and \(r_\nu(t)\) by
\[(2.1c) \quad v_0(t) = l_0(t), \quad v_1(t) = l_M(t), \quad v_2(t) = l_{2M}(t),\]
\[v_{N-1}(t) = r_0(t) \quad \text{and} \quad v_N(t) = r_M(t)\]
for \(t = 0, k, 2k, \ldots.\)

We complete the specification by giving
\[\begin{align*}
(2.1d) \quad v_\nu(k) &= w(\nu h_c), & \nu &= 0, 1, \ldots, N, \\
l_\nu(k) &= w(\nu h_f), & \nu &= 0, 1, \ldots, 2M, \\
r_\nu(k) &= w(1 - h_c + \nu h_f), & \nu &= 0, 1, \ldots, M,
\end{align*}\]
where \(w\) is a sufficiently accurate approximation to the solution \(u(x, t)\) at \(t = k\).

It is clear that Eqs. (2.1), (2.2) and (2.3) determine a unique approximation which is consistent with the problem (1.1), (1.2) and (1.3).

The one-sided formulae (2.2b) and (2.3b) are due to A. Sundström, and it has been shown in Elvius and Sundström [4] that they yield stable approximations for the related initial boundary-value problems when used with the formulae (2.2a) and (2.3a). It is well known that (2.1a) is a stable approximation for the related Cauchy problem [5], [9].

Note that the approximations (2.2b) and (2.3b) are only \(O(h_f + k^2)\) accurate. However, it follows from the results of Gustafsson [6] that overall convergence behavior is not adversely affected.

**Assumption.** We assume that \(\lambda_c\) and \(\lambda_f\) satisfy stability criteria which guarantee that our interior approximations are stable for the related Cauchy problems.

(2.1a), (2.2a) and (2.3a) are stable for the related Cauchy problems if \(|c|\lambda_f \leq 1\) and \(|c|\lambda_c \leq 6/\sqrt{9 + 24\sqrt{6}} = 0.7287\ldots.\)

We now investigate the stability of the method defined by (2.1), (2.2) and (2.3).

We use the stability Definition 3.3 of Gustafsson et al. [7]. In [7], it is established (Theorem 5.4) that the stability of two related quarter-plane problems is equivalent to stability for the two-boundary problem in the sense of Definition 3.3. These two problems are simply obtained by removing one or the other of the boundaries and
extending the domain to ±∞, as is appropriate. We will refer to these as the right and left quarter-plane problems.

It is immediate that the associated left quarter-plane problem, −∞ < x < 1, t ≥ 0 (we extend ν over the negative integers in (2.1a)) is stable by Definition 3.3 of [7]. This follows from the fact that (2.1a) is stable for the related Cauchy problem and and that (2.3a) and (2.3b) are stable on the interval [1 − h_c, 1] and provide a v_{N−1}(t) which is bounded on every finite t-interval in terms of the data g(t). It is the independence of the calculation of the r_v from the v_v that makes this trivial.

The situation is more complicated for the associated right quarter-plane problem, 0 < x < ∞, t ≥ 0. First we must examine the stability of the approximation for the Cauchy problem given by (2.1a) with ν extended over all natural numbers and (2.2a) with ν extended over the negative integers. This is the problem of matching schemes investigated by Ciment [3] for dissipative approximations. This can also be analyzed in terms of the theory of [7], since we can think of folding the x-axis at zero and investigating the initial boundary-value problem for a vector (v_v, ~M_v)'.

The new net structure is shown in Figure 2.

\[ (v_v, ~M_v)' \] is an approximation to the solution of the differential equation

\[ \left( \begin{array}{c} u \\ w \end{array} \right)_t = \left( \begin{array}{cc} -c & 0 \\ 0 & c \end{array} \right) \left( \begin{array}{c} u \\ w \end{array} \right), \quad 0 < x < \infty, t > 0, \]

with boundary condition w(0, t) = u(0, t). This technique has been used in [1], [2] and [3] where more detailed descriptions of this process can be found. Under this transformation the conditions v_2(t) = l_{2M}(t), v_1(t) = l_M(t) and v_0(t) = l_0(t) become (2.1c')

\[ v_2(t) = \tilde{l}_{2M}(t), \quad v_1(t) = \tilde{l}_M(t), \quad v_0(t) = \tilde{l}_0(t), \]

and (2.2a) becomes

\[ \tilde{l}_\nu(t + k) = \tilde{l}_\nu(t - k) + c2kD_0(h_f)\tilde{v}_\nu(t), \]

(2.2a')

\[ \nu = 2M - 1, 2M - 2, \ldots, 0, -1, -2, \ldots. \]

It is shown in [7] that stability according to their Definition 3.3 is equivalent to the fact that a determinantal equation (Eq. (10.3) of [7]) not vanish for complex z such that |z| > 1. This determinantal equation can be derived formally by seeking the general solutions of (2.1a) and (2.2a') of the form \[ u_\nu(t) = \kappa^\nu z^{t/k} \] and \[ \tilde{v}_\nu(t) = \xi^\nu z^{t/k} \]

which belong to \( l_2(h_c) \) and \( l_2(h_f) \) for \( t > 0 \) and all complex \( z \) such that |z| > 1, i.e.,

\[ \| u_\nu(t) \|^2_{2(h_c)} = h_c \sum_{\nu=0}^{\infty} |u_\nu|^2 < \infty, \]

and
When this general solution is substituted into the boundary conditions (2.1c'), a homogeneous system of linear equations for the arbitrary constants in the general solution is obtained. Let \( C \) be the matrix of this system. The determinant condition (10.3) of [7] is \( \det C \neq 0 \) for \( |z| > 1 \). This is the requirement that there exist no nontrivial solutions of the assumed form for \( |z| > 1 \) which satisfy the boundary conditions. Our determinantal condition is equivalent to

\[
\begin{vmatrix}
1 & 1 & 1 \\
\kappa_1 & \kappa_2 & \xi^{-M} \\
\kappa_1^2 & \kappa_2^2 & \xi^{-2M}
\end{vmatrix} \neq 0 \quad \text{if} \quad \kappa_1 \neq \kappa_2
\]

and to

\[
\begin{vmatrix}
1 & 0 & 1 \\
\kappa_1 & 1 & \xi^{-M} \\
\kappa_1^2 & 2\kappa_2 & \xi^{-2M}
\end{vmatrix} \neq 0 \quad \text{if} \quad \kappa_1 = \kappa_2.
\]

\( \kappa_1 \) and \( \kappa_2 \) are the roots of the characteristic equation

\[(2.5) \quad \xi^4 - 8\xi^3 + \frac{6(z^2 - 1)}{c\lambda z} \xi^2 + 8\xi - 1 = 0\]

corresponding to (2.1a) such that \( |\kappa_i| < 1 \). \( \xi \) is the root of the characteristic equation

\[(2.6) \quad \xi^2 - \frac{(z^2 - 1)}{c\lambda z} \xi - 1 = 0\]

corresponding to (2.2a') such that \( |\xi| < 1 \). The fact that \( \kappa_1, \kappa_2 \) and \( \xi \) are uniquely defined as the continuous functions of \( z \) satisfying these criteria is established in [7]. It is also shown in [7] that \( |\kappa_i| < 1, \, i = 1, 2 \) and \( |\xi| < 1 \) for \( |z| > 1 \) so the conditions (2.4a) and (2.4b) are satisfied for \( |z| > 1 \) since these determinants only vanish if \( \kappa_1 = \xi^{-M} \) or \( \kappa_2 = \xi^{-M} \). In order to complete our analysis we must examine the roots \( \kappa_1 \), \( \kappa_2 \) of (2.5) and \( \xi \) of (2.6) for \( z = e^{i\theta} \). To do this we need the following lemma.

**Lemma 2.1.** Let \( z = e^{i\theta} \) and \( \kappa_1(\theta) \) and \( \kappa_2(\theta) \) be the roots of (2.5) which satisfy \( |\kappa_i| < 1, \, i = 1, 2 \), when \( |z| > 1 \). If we number properly, then \( |\kappa_1| < 1 \) and \( |\kappa_2| < 1 \) for all \( \theta \). Let \( c < 0 \). Define \( \theta_1 \) to be the smallest positive value of \( \theta \) such that

\[
\beta(\theta) = \frac{12 \sin \theta}{c\lambda_c} = -\sqrt{36 + 96\sqrt{6}} = -16.46 \ldots ,
\]

then \( 0 < \theta_1 \leq \pi/2 \). Set \( \theta_2 = \pi - \theta_1 \), then \( \beta(\theta_2) = \beta(\theta_1) \). Define \( \theta_3, \theta_2 < \theta_3 < \pi \), by \( \beta(\theta_3) = -16 \). Define \( \theta_4, \pi < \theta_4 < 3\pi/2, \) by \( \beta(\theta_4) = 16 \). Let \( \theta_5 \) be the smallest value of \( \theta \) such that \( \beta(\theta) = \sqrt{36 + 96\sqrt{6}} = 16.46 \ldots , \) then \( 3\pi/2 < \theta_5 < 2\pi \). Let \( \theta_6 = 2\pi - \theta_5 \), then \( \beta(\theta_6) = \beta(\theta_5) \). The \( \theta_i \) so defined satisfy \( 0 < \theta_1 \leq \theta_2 < \theta_3 < \pi < \theta_4 < \theta_5 \leq \theta_6 < 2\pi \). \( \theta_1 = \theta_2 \) and \( \theta_5 = \theta_6 \) if and only if \( |c\lambda_c| = 12/\sqrt{36 + 96\sqrt{6}} \).

The following properties of \( \kappa_2(\theta) \) hold:
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\[
\begin{align*}
\kappa_2 &= -1 & \text{for } \theta = 0 \\
\Re \kappa_2 &< 0, |\kappa_2| = 1 & \text{for } 0 < \theta \leq \theta_1 \\
|\kappa_2| &< 1 & \text{for } \theta_1 < \theta < \theta_2 \text{ if } \theta_1 < \theta_2 \\
\Re \kappa_2 &< 0, |\kappa_2| = 1 & \text{for } \theta_2 < \theta < \theta_3 \\
\kappa_2 &= i & \text{for } \theta = \theta_3 \\
\Re \kappa_2 &> 0, |\kappa_2| = 1 & \text{for } \theta_3 < \theta < \pi \\
\kappa_2 &= 1 & \text{for } \theta = \pi \\
\Re \kappa_2 &> 0, |\kappa_2| = 1 & \text{for } \pi < \theta < \theta_4 \\
\kappa_2 &= -i & \text{for } \theta = \theta_4 \\
\Re \kappa_2 &< 0, |\kappa_2| = 1 & \text{for } \theta_4 < \theta < \theta_5 \\
|\kappa_2| &< 1 & \text{for } \theta_5 < \theta < \theta_6 \text{ if } \theta_5 < \theta_6 \\
\Re \kappa_2 &< 0, |\kappa_2| = 1 & \text{for } \theta_6 < \theta < 2\pi \\
\end{align*}
\]

If \( c > 0 \), then \( \kappa_2(0) = 1 \) and the above properties hold if we replace \( \theta \) by \( \theta' = \theta - \pi \).

**Proof.** The properties of the \( \theta \) follow easily from the assumption that (2.1a) is stable for the related Cauchy problem, i.e., \(|c\lambda_c| < 12/\sqrt{36 + 96\sqrt{6}}\), and the properties of \( \cos \theta \). It was shown in Lemma 2.1 of [11] that \(|\kappa_1| < 1 \) and \(|\kappa_2| < 1 \) if \( \beta^2(\theta) > 36 + 96\sqrt{6} \) and that one of the \( \kappa_j \) satisfies \(|\kappa_j| = 1 \) and the other \(|\kappa_j| < 1 \) for each value of \( \theta \) such that \( \beta^2(\theta) \leq 36 + 96\sqrt{6} \). From our definition of the \( \theta_j \), \( \beta^2(\theta) > 36 + 96\sqrt{6} \) for \( \theta_1 < \theta < \theta_2 \) if \( \theta_1 \neq \theta_2 \) and for \( \theta_5 < \theta < \theta_6 \) if \( \theta_5 \neq \theta_6 \); and \( \beta^2(\theta) \leq 36 + 96\sqrt{6} \) otherwise. For \( \beta \neq 0, \pm 8, \pm 16 \) the number of roots of (2.5) with positive real part, \( p \), and the number with negative real part, \( q \), are given by

\[
p = V(1, -8, 64 - \beta^2, 8\beta^2, \beta^2 (\beta^2 - 256))
\]

and

\[
q = V(1, 8, 64 - \beta^2, -8\beta^2, \beta^2 (\beta^2 - 256)),
\]

where \( V(a_1, \ldots, a_n) \) denotes the number of changes of sign in the real sequence \( a_1, a_2, \ldots, a_n \) (Theorem (40.1) of [10]). We calculate:

\[
\begin{align*}
&\text{for } 0 < |\beta| < 8, & p = 3 \text{ and } q = 1 \\
&\text{for } 8 < |\beta| < 16, & p = 3 \text{ and } q = 1 \\
&\text{for } 16 < |\beta|, & p = 2 \text{ and } q = 2
\end{align*}
\]

Examining the roots of (2.5) at \( z = 1 \) and at \( z = 1 + \delta, \delta > 0 \), we find that \( \kappa_1 = 0.127, \ldots, \kappa_2 = -1 \) and \( p = 3, q = 1 \) at \( \theta = 0 \). By continuity, since \( p = 3, q = 1 \) for \( 0 < |\beta| < 8 \) and since \( \kappa = \pm i \) are roots of (2.5) if and only if \( \beta = \mp 16 \); we can conclude that \( \kappa_2 \) remains in the left half-plane for the \( \theta \)-neighborhood of 0 such that \( 0 \leq |\beta| < 8 \). Since \( \pm i \) are not roots of (2.5) for \( \beta = \pm 8 \) and \( |\kappa_2| = 1 \), we can conclude that \( \kappa_2 \) remains in the left half-plane for the larger \( \theta \)-neighborhood of 0 such that \( 0 \leq |\beta| < 16 \). Examination of the roots of (2.5) for \( \beta = \pm 8 \) and \( |\kappa_2| = 1 \), we can conclude that \( \kappa_2 \) remains in the left half-plane for the larger \( \theta \)-neighborhood of 0 such that \( 0 \leq |\beta| < 16 \). Examination of the roots of (2.5) at \( z = e^{i\theta} \) and \( z = (1 + \delta) e^{i\theta} \) shows \( \kappa_2(\theta_1) = (-0.2247, \ldots) + i(0.9744, \ldots) \). Similarly, at \( z = e^{i\theta} \) we find \( \kappa_2(\theta_6) = (-0.2247, \ldots) + i(-0.9744, \ldots) \). So, again by continuity, \( \kappa_2(\theta) \) must remain in the left half-plane for \( |\beta| > 16 \) since \( p = 2, q = 2 \) for all such \( \beta \). Examination of the roots of (2.5) at \( z = e^{i\theta} \) yields \( \kappa_2(\theta_3) = i \), and at \( z = e^{i\theta} \) we find \( \kappa_2(\theta_4) = -i \) so
it is \( k_2 \) that moves into the right half-plane as we enlarge the \( \theta \)-neighborhood of 0 beyond \( \theta_3 \) and \( \theta_4 \). We can conclude that \( |k_1| < 1 \) and that \( \text{Re} \ k_2 < 0 \) for \( 0 \leq \theta < \theta_3 \) and \( \theta_4 < \theta < 2\pi \) and \( \text{Re} \ k_2 > 0 \) for \( \theta_3 < \theta < \theta_4 \). This concludes the proof for \( c < 0 \). The proof for \( c > 0 \) proceeds similarly.

It follows from Lemma (6.2) of [7] and the formulae immediately preceding it that: (1) \( |\xi| = 1 \) and \( \text{sign} \ (\text{Re} \ \xi) = -\text{sign} \ (c \text{Re} \ z) \) when \( z = e^{i\theta} \) and \( \theta \) satisfies \( |\sin \theta| < |c\lambda f| \), (2) \( |\xi| < 1 \) when \( |\sin \theta| > |\lambda f c| \), and (3) \( \xi = -1 \) when \( z = -1 \) and \( \xi = 1 \) when \( z = 1 \).

We now return to the examination of the determinant condition. We saw that it was satisfied for \( |z| > 1 \) and now consider \( z = e^{i\theta} \). It follows easily from Lemma 2.1 and the preceding paragraph that \( k_1 \neq \xi^{-M} \) since \( |k_1| < 1 \) and \( |\xi^{-M}| \geq 1 \). Now we only have the condition \( k_2 \neq \xi^{-M} \) remaining to examine. We consider three cases.

**Case I, \( M = 1 \).** If \( M = 1 \), then \( \lambda_c = \lambda f \) and

\[
\left| \frac{\sin \theta}{c\lambda f} \right| < 1 \quad \text{if and only if} \quad |\beta(\theta)| = 12 \left| \frac{\sin \theta}{c\lambda f} \right| < 12.
\]

If \( |\sin \theta/c\lambda f| < 1 \), then Lemma 2.1 implies that \( \text{sign} \ (\text{Re} \ k_2) = -\text{sign} \ (\text{Re} \ \xi^{-1}) \) since \( \text{Re} \ \xi = \text{Re} \ \xi^{-1} \) and \( |\beta| < 12 \). If \( |\sin \theta/c\lambda f| > 1 \), then \( |\xi| < 1 \) so \( |\xi^{-1}| > 1 \) and \( |k_2| < 1 \). We can conclude that \( k_2 \neq \xi^{-1} \) and that the combined method is stable for the Cauchy problem if \( M = 1 \).

**Case II, \( M \) Even.** If \( M \) is even, then \( \xi^M = k_2 \) at \( \theta = \pi \) since \( \xi = -1 \) and \( k_2 = 1 \) at \( \theta = \pi \). The determinant condition is violated and the combined method unstable for the Cauchy problem for any even \( M \).

**Case III, \( M \geq 3 \) and Odd.** Consider \( \theta \) on the interval \( \theta_2 \leq \theta \leq \theta_3 \), where \( \theta_2 \) and \( \theta_3 \) are defined as in Lemma 2.1. \( k_2(\theta) \) is a continuous function of \( \theta \) and \( |k_2| = 1 \) on this interval. From Lemma 2.1 we have \( \arg(k_2(\theta_2)) = 1.797... \) and \( \arg(k_2(\theta_3)) = \pi/2 \) so \( \arg(k_2(\theta_2)) > \arg(k_2(\theta_3)) \). It is easily seen [7] that

\[
\xi = i \sin \theta/c\lambda f + \text{sign}(\cos \theta)(1 - \sin^2 \theta/c^2\lambda^2 f^{1/2}).
\]

When \( \theta_2 \leq \theta \leq \theta_3 \), then \( |\xi| = 1 \) and \( \text{Im} \ \xi = \sin \theta/c\lambda f \) satisfies

\[
-\frac{1.372...}{M} = -\frac{\sqrt{36 + 96\sqrt{6}}}{12M} = \frac{\sin \theta_2}{c\lambda f} < \frac{\sin \theta}{c\lambda f} < \frac{\sin \theta_3}{c\lambda f} = -\frac{4}{3M} = \frac{-1.333...}{M}.
\]

\( \xi \) and \( \xi^{-M} \) are also continuous functions on this interval. \( \arg(\xi) = \sin^{-1}(\sin \theta/c\lambda f) \) and \( \arg(\xi^{-M}) = -M \arg(\xi) \) so \( \arg(\xi^{-M}(\theta_2)) = -M \sin^{-1}(-\sqrt{36 + 96\sqrt{6} + 12M}) \) and \( \arg(\xi^{-M}(\theta_3)) = -M \sin^{-1}(-4M/3) \). We consider values of \( \sin^{-1}(\theta) \) on \([0, 2\pi]\). It is clear that \( \arg(\xi^{-M}(\theta_2)) < \arg(\xi^{-M}(\theta_3)) \) and easily seen that \( \arg(k_2(\theta_2)) > \arg(k_2(\theta_3)) \) for all \( M \geq 3 \). Thus, we have two continuous functions, \( k_2(\theta) \) and \( \xi^{-M}(\theta) \), whose ranges coincide for some interval \([\theta_2, \theta_0]\), where \( \theta_2 < \theta_0 < \theta_3 \), so they must take on the same value for some \( \theta \in [\theta_2, \theta_0] \); and the determinant condition is violated there. By a similar argument we can see that there is another value of \( \theta \) between \( \theta_4 \) and \( \theta_5 \) where the determinant condition is violated. Therefore, the combined method is unstable for the Cauchy problem for all odd \( M \geq 3 \).
The stability of the right quarter-plane problem now follows easily for \( M = 1 \) since (2.2b) is stable with (2.2a). This results from the fact that we can represent the \( v_\nu \) in terms of \( \xi \) and the determinantal condition to be verified is just that for (2.2a) with (2.2b) which has already been verified [4]. We have

**Theorem 2.1.** The approximation (2.1)–(2.3) is stable for \( M = 1 \) and unstable for all \( M \geq 2 \).

Before commenting on this result we will first present a modified version of this method.

It is of interest to consider handling the right boundary with the \( r_\nu \) mesh extending from \( x = 1 - 2h_c \) to \( x = 1 \) (over two \( h_c \) intervals as we have done with the left boundary). This is natural to consider for vector equations where there are both inflow and outflow quantities on both boundaries, and for equations with coefficients which are functions of \( t \) so that the artificial internal boundary at \( x = 1 - h_c \) may be at times an inflow and at times an outflow boundary. We can accomplish this by redefining the grid function \( r_\nu(t) \) for \( \nu = 0, 1, \ldots, 2M \) as \( r_\nu(t) = r(1 - 2h_c + \nu h_f, t) \) and using the equations

\[
(2.1e) \quad r_{2M}(t) = g(t), \quad r_M(t) = v_{N-1}(t), \quad r_0(t) = v_{n-2}(t),
\]

instead of those involving the \( r_\nu \) of (2.1c).

Let us consider the stability of this method. The associated right quarter-plane problem is the same as before and, therefore, stable if and only if \( M = 1 \). We now consider the associated left quarter-plane problem. Since (2.3a) is stable with (2.3b) as previously remarked we need only consider the stability of (2.1a) coupled with (2.3a) by the conditions (2.1e) for the related Cauchy problem. If we fold the \( x \)-axis at \( x = 1 \) and renumber the \( v_\nu \) and \( r_\nu \) we again obtain the conditions (2.4) which we have already examined. We have

**Theorem 2.2.** The approximation (2.1)–(2.3) with the \( r_\nu \) approximation extended over \([1 - 2h_c, 1]\) and the \( r_\nu(t) \) equations of (2.1c) replaced by those of (2.1e) is stable for \( M = 1 \) and unstable for all \( M \geq 2 \).

The methods found to be unstable in Theorems 2.1 and 2.2 have only violated the determinant condition for values of \( z \) which lie on the unit circle, i.e., they satisfy the Godunov-Ryabenkii condition [7]. It is easily seen that the roots \( \kappa_2(z) \) and \( \xi(z) \) are simple roots of the characteristic equations for those \( z \) which violate the determinant condition. Such instabilities have been discussed by Kreiss [8]. Approximations of this type for problems on bounded \( x \)-intervals have solutions which grow like \( N^{\alpha f} \), \( \alpha > 0 \). Further, the extension of any estimates obtainable for problems with constant coefficients to problems with variable coefficients is, in general, impossible.

Computational experiments with \( M > 1 \) for the model problem (1.1)–(1.3) have indicated that these methods can be used successfully for limited times to approximate smooth solutions. However, experiments with the equation \( u_t - u_x - u_y = 0, 0 \leq x \leq 1, 0 \leq y \leq 1 \), have shown disastrous growth when \( M \) is even while behaving reasonably for limited times with \( M \) odd.

Theorems 2.1 and 2.2 are disappointing. If we couple leapfrog with the centered
\( \mathcal{O}(h_c^4 + k^2) \) interior approximation, we obviously have no opportunity to refine the mesh to achieve uniform accuracy. Computational results with \( M = 1 \) are given in Section 3. They illustrate the fact that we really need \( M > 1 \) to achieve overall \( \mathcal{O}(h_c^4 + k^2) \) accuracy when compared with results obtained in [11]. However, there are situations where these techniques with \( M = 1 \) can be useful. If the boundary data is rather inaccurate, then nothing could be gained by a refinement, \( M > 1 \). If this is the case and the boundary is sufficiently removed from an interior portion of the domain where the approximation is desired, then these techniques with \( M = 1 \) can be useful. Of course, the area of integration must be so large that the boundary errors will not propagate into the region of interest during the duration of the computation.

We next consider replacing the approximations (2.2) and (2.3) by the dissipative Lax-Wendroff method. We replace (2.2a) by

\[
\begin{align*}
    l_\nu(t + k) &= l_\nu(t) - kcD_0(h_f)l_\nu(t) + \frac{1}{2}k^2c^2D_+D_-l_\nu(t) \\
    \text{for } \nu &= 1, 2, \ldots, 2M - 1,
\end{align*}
\]

where \( D_+D_-l_\nu(t) = (l_{\nu+1}(t) - 2l_\nu(t) + l_{\nu-1}(t))h_f^{-2} \). We replace (2.2b) by

\[
    l_0(t + k) = l_0(t) - kcD_0(h_f)l_0(t),
\]

where

\[
    D_+l_0(t) = (l_1(t) - l_0(t))h_f^{-1}.
\]

Similarly, we replace (2.3a) by

\[
    r_\nu(t + k) = r_\nu(t) - kcD_0(h_f)r_\nu(t) + \frac{1}{2}k^2c^2D_+D_-r_\nu(t)
\]

for \( \nu = 1, 2, \ldots, M - 1 \),

and (2.3b) by

\[
    r_0(t + k) = r_0(t) - kcD_+r_0(t).
\]

The approximations (2.7a) and (2.8a) have local truncation error \( \mathcal{O}(h_f^2 + k^2) \), and the boundary approximations (2.7b) and (2.8b) have local truncation error \( \mathcal{O}(h_f + k) \). The approximations (2.7) and (2.8) have been shown to be stable for the related quarter-plane problems in [7], and the convergence results of Gustafsson [6] apply in this case as before to tell us that the overall convergence will not be adversely affected if the method is stable. When we apply the same techniques to this method, we again obtain the determinantal conditions (2.4). In this case \( \xi \) is the root of

\[
    (z - 1)^k - \frac{\lambda_f c}{2} (z^2 - 1) - \frac{\lambda_f^2 c^2}{2} (z - 1)^2 = 0
\]

such that \(|\xi| \leq 1 \) for \(|z| \geq 1 \). It was shown in [7] that this condition uniquely defines \( \xi \), that \(|\xi| < 1 \) if \(|z| > 1 \) and \( c > 0 \), and \(|\xi| < 1 \) if \(|z| > 1 \), \( z \neq 1 \) and \( c < 0 \). If \( c < 0 \) and \( z = 1 \), then \( \xi = 1 \). Therefore, the determinantal conditions (2.4) are satisfied for all \( M \) since \(|\xi_i| \leq 1 \), \( i = 1, 2 \), and \(|\xi^{-M}| > 1 \). If we consider the refinement over two intervals on the right-hand end of the interval, stability is again equivalent to the conditions (2.4) which we have already verified. We have established

**Theorem 2.3.** The method given by (2.1), (2.7) and (2.8) with the matching
conditions (2.1c) is stable for all $M$. The analogous method resulting from the extension of $r_v$ over $[1 - 2h_c, 1]$ and the replacement of the $r_v$ equations of (2.1c) by those of (2.1e) is also stable for all $M$.

We present results for this method in Section 3.

It is now easy to see how these results generalize to systems of equations and that the form of the results is independent of the approximations used to a great extent.

Consider the strictly hyperbolic system

$$u_t = A u_x, \quad a \leq x \leq b, \; t \geq 0,$$

where $u \in R^s$ and $A$ is a constant $s \times s$ matrix of the form

$$A = \begin{pmatrix} A^I & 0 \\ 0 & A^{II} \end{pmatrix}, \quad A^I < 0, A^{II} > 0.$$

To simplify matters we assume that $A$ has already been transformed to diagonal form.

Let us prescribe initial conditions $u(x, 0) = f(x)$ and boundary conditions

$$u^I = S_a u^{II} + g^I_a(t) \quad \text{at } x = a$$

and

$$u^{II} = S_b u^I + g^{II}_b(t) \quad \text{at } x = b,$$

where $u = (u^I, u^{II})'$ is partitioned with $A$ and $S_a$ and $S_b$ are constant rectangular matrices, see [7] for this notation. We assume that this problem is well-posed with the prescribed boundary conditions.

We introduce vector grid functions $l_v(t), v_v(t)$, and $r_v(t)$ as before and denote approximate methods for these three grid functions by $A_1, A_2$ and $A_3$, respectively. We assume that $A_1$ and $A_3$, with their boundary approximations, are stable for the related quarter-plane and Cauchy problems and that $A_2$ is stable for the related Cauchy problem for the given $\lambda_c$ and $\lambda_f$ defined as before.

In this situation it is more natural to consider the second method of linking the net functions together. That is, we link the grid functions at both ends of the interval requiring equality at some number of points on the $v_v(t)$ grid. Under the assumption that the methods $A_1$ and $A_3$ are stable for the related quarter-plane problems, we need only look at the stability of the related Cauchy problems for the combined $A_1 - A_2$ and $A_2 - A_3$ methods; and we can do this separately. We only consider one case; the other is similar. If we look at the related folded problem for $A_1 - A_2$ for $a \leq x < \infty$, it is an approximation for the modified equation

$$\tilde{u}_t = \begin{pmatrix} A^I & A^{II} \\ -A^I & -A^{II} \end{pmatrix} \tilde{u}_x, \quad a \leq x < \infty, \; t \geq 0,$$
with
\[
\tilde{u} = (\tilde{u}^I, \tilde{u}^{II}, \tilde{u}^{III}, \tilde{u}^{IV})
\]
and boundary conditions
\[
\tilde{u}^I = \tilde{u}^{III}, \quad \tilde{u}^{IV} = \tilde{u}^{II} \quad \text{at } x = a.
\]

We then write out the appropriate modified approximation using method \(A_2\) for the vector \((\tilde{u}^I, \tilde{u}^{II})'\) and \(A_1\) for the vector \((\tilde{u}^{III}, \tilde{u}^{IV})\). The characteristic equations \(K_1(\xi, z)\) and \(K_2(\kappa, z)\) related to the approximations \(A_1\) and \(A_2\), respectively, are polynomials in \(\kappa\) and \(\xi\), say, with coefficients which are polynomials in \(z\). Since \(A_1\) and \(A_2\) are stable for the Cauchy problem the roots of \(K_1\) and \(K_2\) split into two groups as before, \(M_{1,K_1}\) and \(M_{2,K_2}\), with the property that \(|\kappa_i| < 1\) and \(|\xi_i| < 1\) for \(|z| > 1\) if \(\xi_i \in M_{1,K_1}\) and \(\kappa_i \in M_{2,K_2}\), and \(|\kappa_i| \geq 1\) and \(|\xi_i| \geq 1\) for \(|z| > 1\) if \(\xi_i \in M_{2,K_1}\) and \(\kappa_i \in M_{2,K_2}\). This is shown in [7] and simply follows from stability for the related Cauchy problems. Let \(M_{1,K_1}\) contain \(m_1\) roots and \(M_{2,K_2}\) contain \(m_2\) roots.

Then the \(m_1 + m_2\) conditions
\[
(2.10) \quad v(t) = l_{M_\nu}(t), \quad \nu = 0, 1, \ldots, (m_1 + m_2 - 1),
\]
for the original problem uniquely determine the solutions in \(l_2\). We obtain the determinantal condition \(\text{det} C \neq 0\) as before. In this case \(C\) is equivalent to a block Vandermonde or block confluent Vandermonde matrix. In fact, if \(D\) is the matrix we would obtain using the approximations \(A_1\) and \(A_2\) for \(u \in R^1\) and \(D = (d_{ij})\), then we can represent \(C\) as
\[
C = (d_{ij}I_\nu)
\]
and \(\text{det} C = 0\) if and only if \(\kappa_i = \xi_j^{-M}\) for \(\kappa_i \in M_{1,K_1}\) and \(\xi_j \in M_{1,K_1}\). Thus, we see that analogs of Theorems 2.1, 2.2 and 2.3 hold in these more general circumstances. In particular, the matching theorem of Ciment [3] holds if only one of the stable matched schemes is dissipative. Details on the derivation of the form of \(C\) are given in [3]. We summarize in

**Theorem 2.4.** The method given by the combination of \(A_1, A_2, and A_3\) through conditions of the form (2.10) is stable if \(\xi_j^{-M} \neq \kappa_i\) for \(|z| \geq 1\), where the \(\xi_j's\) are roots of the characteristic equations corresponding to the boundary methods \(A_1\) and \(A_3\) such that \(|\xi_j| < 1\) and the \(\kappa_i's\) are the roots of the characteristic equation corresponding to the interior approximation \(A_2\) such that \(|\kappa_i| < 1\), for \(|z| \geq 1\). In particular, if \(A_2\) is dissipative, or both \(A_1\) and \(A_3\) are dissipative, and the root condition \(\kappa_i \neq \xi_j^{-M}\) holds for \(z = \pm 1\), then the combined method is stable.

**Proof.** To complete the proof we only need to remark that the roots of the characteristic equation for a dissipative approximation [7] satisfy \(|\kappa| < 1\) for \(|z| \geq 1\) and \(z \neq \pm 1\).

The paper of Gustafsson et al. [7] presents several stable boundary approximations which can be used for \(A_1\) and \(A_3\).

Theorem 2.4 shows that dissipative modifications of the leapfrog method could...
be used with the $O(h^4_c + k^2)$ centered approximation treated in Theorems 2.1 and 2.2 to yield a stable method with $M \geq 3$ and odd.

So far our discussion has always assumed that we use the same time step, $k > 0$, for both the interior and boundary approximations. The stability restriction on $\lambda_c$ places a restriction on $M$ since $\lambda_f < \lambda_c$ and $\lambda_c$ is an increasing function of $M$. For the $O(h^4_c + k^2)$ and $O(h^2_c + k^2)$ methods this usually does not cause any real problem. It is natural to choose $h_c$ and $k$ so that the truncation errors arising from the spacial and temporal discretizations are of roughly the same size. This leads us to the condition

$$h^4_c \approx k^2 \quad \text{or} \quad h^2_c \approx k.$$

It is reasonable to choose $M$ so that

$$h^2_f \approx h^4_c \quad \text{or} \quad h^2_c \approx h_f,$$

so that the spatial truncation error is of roughly the same size for the interior and boundary approximations. This leads us to

$$h_f \approx k \quad \text{or} \quad \lambda_f = k/h_f \approx 1,$$

which indicates that the usual stability restrictions for explicit methods will not create a problem. This also agrees with the condition we obtain if we ask that the spatial and temporal truncation errors be of the same size in the boundary approximation, i.e., $h^2_f \approx k^2$. The computational results in Section 3 bear this out.

If a situation arises where the previous estimates are not valid, due to the behavior of the solution, a smaller time step can be used on the refined grid by interpolating in time on the $v_v$ net where intermediate values are needed after first computing the new values on the $v_p$ net. This is always possible with an explicit method. The previous analysis does not hold in this case but we have performed several computations in this manner which indicate the success of this procedure. Some calculations of this type are presented in Section 3.

3. Computational Results. Our first set of computations are approximations to (1.1), (1.2) and (1.3) with $c = 1$, $a = 0$, $b = 1$, $f(x) = \sin 4\pi x$ and $g(t) = f(-t)$ which has the solution $u(x, t) = f(x - t)$. This could be stated as a periodic boundary problem but we treat it as an initial boundary-value problem. This is useful since it allows direct comparisons with periodic computations as done in [11]. It was somewhat more convenient to discuss our theoretical results with $c < 0$ but we have chosen to use $c = 1 > 0$ here so that the computations will be immediately comparable with those of [11]. The theoretical results are, of course, unchanged and the difference approximations are just the reflections of those already introduced.

We define the error in the $v_p$ grid point to be $e_p(t) = u(x_p, t) - v_p(t)$ and compute error norms over the $v_p(t)$ grid. We use the previously defined $l_2(h_c)$ norm and the $l_\infty$ norm defined as $\|e_p\|_{l_\infty} = \max |e_p|$. In Table 3.1 we give the results of the method analogous to that defined by Eqs. (2.1)−(2.3). We include results obtained using smaller time steps on the refined grid and use $L = k_c/k_f$ to denote this ratio in the table. We append the letters $q$ or $l$ to
the numbers in the $L$-column to indicate whether quadratic or linear interpolation was used. We have used $\lambda_c = 1/4$ with $N = 20$ for these calculations. We have used the solution at $t = k$ for $w$ in (2.1d). We use the notation $a \times 10^{-b}$ in our tables. Recall that these methods are not stable according to the Definition 3.3 of [7] for $M > 1$.

In Table 3.2 we report the results of the same computation using Lax-Wendroff in the refined regions, i.e., the reflections of Eqs. (2.1), (2.2a'), (2.2b'), (2.3a') and (2.3b').

These results can be compared with those given in [11]. We include some results obtained in that paper using uncentered $O(h^3)$ approximations in the neighborhood of the boundaries for purposes of comparison. The problem and all other parameters are the same as those used here. These results are in Table 3.3.

It is clear that we only need $M = 3$ and $L = 1$ in this case to achieve the same accuracy. Interpolation in time is not necessary to obtain this accuracy. If greater accuracy is required interpolation may become necessary.
### Table 3.2

<table>
<thead>
<tr>
<th>M</th>
<th>L</th>
<th>$|v_v|_2$</th>
<th>$|e_v|_2$</th>
<th>$|e_v|_\infty$</th>
<th>$|v_v|_2$</th>
<th>$|e_v|_2$</th>
<th>$|e_v|_\infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$t = 0.5$</td>
<td>$t = 1.0$</td>
<td>$t = 2.0$</td>
<td>$t = 4.0$</td>
<td>$t = 0.5$</td>
<td>$t = 1.0$</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>6.52-1</td>
<td>9.97-2</td>
<td>1.97-1</td>
<td>5.75-1</td>
<td>1.60-1</td>
<td>3.44-1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>6.96-1</td>
<td>1.66-2</td>
<td>3.32-2</td>
<td>6.84-1</td>
<td>2.52-2</td>
<td>3.86-2</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>7.04-1</td>
<td>5.97-3</td>
<td>1.09-2</td>
<td>7.30-1</td>
<td>9.02-3</td>
<td>1.39-2</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>7.07-1</td>
<td>3.02-3</td>
<td>5.55-3</td>
<td>7.07-1</td>
<td>4.38-3</td>
<td>9.26-3</td>
</tr>
<tr>
<td>4</td>
<td>2,q</td>
<td>7.04-1</td>
<td>5.51-3</td>
<td>9.64-3</td>
<td>7.01-1</td>
<td>8.14-3</td>
<td>1.39-2</td>
</tr>
<tr>
<td>4</td>
<td>2,t</td>
<td>7.04-1</td>
<td>5.56-3</td>
<td>9.27-3</td>
<td>7.01-1</td>
<td>8.32-3</td>
<td>1.43-2</td>
</tr>
<tr>
<td>5</td>
<td>2,q</td>
<td>7.05-1</td>
<td>4.11-3</td>
<td>6.32-3</td>
<td>7.04-1</td>
<td>6.21-3</td>
<td>1.17-2</td>
</tr>
<tr>
<td>5</td>
<td>2,t</td>
<td>7.05-1</td>
<td>4.18-3</td>
<td>6.67-3</td>
<td>7.04-1</td>
<td>6.14-3</td>
<td>1.21-2</td>
</tr>
</tbody>
</table>

### Table 3.3

<table>
<thead>
<tr>
<th>$|v_v|_2$</th>
<th>$|e_v|_2$</th>
<th>$|e_v|_\infty$</th>
<th>$|v_v|_2$</th>
<th>$|e_v|_2$</th>
<th>$|e_v|_\infty$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t = 0.5$</td>
<td>$t = 1.0$</td>
<td>$t = 2.0$</td>
<td>$t = 4.0$</td>
<td>$t = 0.5$</td>
<td>$t = 1.0$</td>
</tr>
<tr>
<td>7.12-1</td>
<td>9.69-3</td>
<td>2.34-2</td>
<td>7.08-1</td>
<td>1.34-2</td>
<td>2.51-2</td>
</tr>
<tr>
<td>6.96-1</td>
<td>1.30-2</td>
<td>2.04-2</td>
<td>6.96-1</td>
<td>1.25-2</td>
<td>2.28-2</td>
</tr>
</tbody>
</table>
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