Multistep Methods Using Higher Derivatives and Damping at Infinity*

By Rolf Jeltsch

Abstract. Linear multistep methods using higher derivatives are discussed. The order of damping at infinity which measures the stability behavior of a k-step method for large h is introduced. A-stable methods with positive damping order are most suitable for stiff problems. A method for computing the damping order is given. Necessary and sufficient conditions for A-stability, A(α)-stability and stiff stability are presented. A new A-stable two-step method of order 4 with damping order 1 is found and numerical results are given.

1. Introduction. Ordinary linear multistep methods have the drawback that there exist no A-stable methods with an order larger than 2 (see Dahlquist [11]). By introducing higher derivatives, one can break this order barrier, even if one only uses one-step methods (see [12], [13], [14], [16], [19], [20], [25], [28], [29], [30], [37]). In contrast to earlier work (see [12], [16], [23], [24], [25], [26], [35] and [36]), this article is devoted to stability properties for large h. The order of damping at infinity which measures the stability behavior as μh → −∞ is introduced. Here μ is an eigenvalue of the Jacobian. This damping order is denoted by e. A method with damping order e = 1 has exactly the property of damped at −∞ introduced by Osborne [33]. An A-stable method with positive damping order is stiffly stable defined by Axelsson [2], strongly stable defined by Chipman [7], L-stable defined by Lambert [25]. Enright [16] introduced a class of multistep methods using the second derivative with positive damping order. In Section 3, we give a simple way of computing the order of damping using the so-called Puiseux diagram of a method. Using this result, it is easy to determine which methods are strong candidates for A-stability. The coefficients of some of these methods are listed in the microfiche section of this issue. An A-stable two-step method with damping order e = 1 and error order 4 which uses only y'(x) and y''(x) is given in Section 4. Note that a one-step method with the same error order and stability properties can only be found when y'''(x) is also introduced in the formula. In Section 4 some
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necessary conditions for $A$-stability are proved; similar conditions are necessary for $A(\alpha)$-stability introduced by Widlund [39] and stiff stability defined by Gear [18]. Moreover, we give a sufficient condition for $A$-stability. Some numerical examples are presented in Section 5.

2. Preliminaries. Consider the multistep method
\begin{equation}
\sum_{i=0}^{k} \alpha_i y_{n+i} = \sum_{i=0}^{l} \sum_{j=1}^{l_i} h^j \beta_{ij} f^{j(n+1)}, \quad n = 0, 1, 2, \ldots,
\end{equation}
for solving the initial value problem
\begin{equation}
y' = f(x, y), \quad y(a) = \eta, \quad x \in I = [a, b),
\end{equation}
where $-\infty < a < b \leq +\infty$, $f(x, y) \in \mathbb{R}^m$. In (2-1) $y_n$ is an approximation to $y(x_n)$, $x_n = a + nh$, $h > 0$ and $f^{(j)} = f^{(j)}(x_m, y_m)$, where
\begin{align*}
f^{(0)}(x, y) &= f(x, y), \\
f^{(j+1)}(x, y) &= \frac{\partial f^{(j)}(x, y)}{\partial x} + \frac{\partial f^{(j)}(x, y)}{\partial y} f(x, y),
\end{align*}
for $j = 0, 1, 2, \ldots$. In (2-1) $k$ and $l_i, i = 0(1)k$, are fixed integers and $\alpha_i, \beta_{ij}$ denote real constants. We shall always assume that $\alpha_k \neq 0$. We say that (2-1) defines a $(k, l)$-method, where $l := \max_{i=0}^{k} (l_i)$. Moreover, we shall always assume that the functions $f^{(j)}(x, y)$, $j = 0(1)(l - 1)$ satisfy a Lipschitz condition in the second variable. If $x_{j=k} \beta_{kj} = 0$, then the method is called explicit, otherwise implicit.

It is convenient to associate with a $(k, l)$-method the following polynomials
\begin{align*}
\rho(\xi) &= \sum_{i=0}^{k} \alpha_i \xi^i \quad \text{and} \quad \sigma_j(\xi) := \sum_{i=0}^{k} \beta_{ij} \xi^i, \quad j = 1(1)l,
\end{align*}
where we have used the definition
\begin{equation*}
\beta_{ij} := 0, \quad j = l_i + 1(1)l.
\end{equation*}
Moreover, we associate with a $(k, l)$-method the operator
\begin{equation}
L[y, h] := \left(\rho(E) - \sum_{j=1}^{l} \sigma_j(E) h^j D^j\right)y(x),
\end{equation}
where $D$ is the differential operator $Dy(x) = dy(x)/dx$ and $E$ is the shift operator $Ey(x) = y(x + h)$.

Definition 1. The difference operator (2-3) has (error) order $p$ if for all $y \in C_{l+1}^{p+1}$
\begin{equation}
L[y, h] = C_{p+1} h^{p+1} y^{(p+1)}(x) + O(h^{p+2}),
\end{equation}
where $C_{p+1} \neq 0$.

According to Dahlquist [9, p. 40], the following assumption can always be made without loss of generality:

(A) The polynomials $\rho(\xi), \sigma_j(\xi), j = 1(1)l$ have no common factor (i.e. there is no complex number $z$ such that $\rho(z) = \sigma_j(z) = 0, j = 1(1)l$).
The following theorem has been given by Griepentrog [20] (using a different terminology).

**Theorem 1.** (a) Each of the following conditions are necessary for the convergence of a \((k, l)\)-method.

(i) The zeros of the polynomial \(p(z)\) lie on the unit disk and the zeros with modulus 1 are simple (condition of stability).

(ii) The associated difference operator (2-3) has at least order 1 (condition of consistency).

(b) A \((k, l)\)-method which satisfies (i) and (ii) is convergent.

The two following theorems ensure that there exist convergent methods.

**Theorem 2.** To any given real numbers \(\alpha_i, i = 0(1)k\), with \(\sum_{i=0}^{k} \alpha_i = 0\) and any integers \(l_i, i = 0(1)k\), there exists a difference operator (2-3) with the given \(\alpha_i\) with an error order \(p \geq q + 1\), where

\[ q := \sum_{i=0}^{k} l_i. \]

Reimer [35] has shown that the error order \(p\) of a convergent \((k, l)\)-method satisfies

\[ p \leq l(k + 1) + 1 \quad \text{if } k \text{ even, } l \text{ odd,} \]

\[ p \leq l(k + 1) \quad \text{otherwise.} \]

Coefficients of methods with \(l_i = l, i = 0(1)k\) have been computed by Lambert and Mitchell [26] for all cases with \(k + l \leq 5\). The following \((k, 2)\)-methods have been introduced by Enright [16].

**Example 1.** Enright's methods. In these methods \(l = l_k = 2, l_i = 1, i = 0(1)(k - 1)\) and \(\alpha_k = 1, \alpha_{k-1} = -1, \alpha_i = 0, i = 0(1)k - 2\). These methods are given by the formula

\[
\begin{align*}
y(x + kh) - y(x + (k - 1)h) &= h \sum_{i=1}^{k} \left( \gamma_i^* - \frac{k + 1}{i} \gamma_{k+1}^* \right) \bigl( \nabla^i y'(x + kh) \\
& \quad + h\gamma_0^* y'(x + kh) + h^2(k + 1) \gamma_k^* y''(x + kh) \\
& \quad + h^{k+3} \left( \gamma_{k+2}^* - \frac{k + 1}{k + 2} \gamma_{k+1}^* \right) y^{(k+3)}(x + kh) \\
& \quad + O(h^{k+4}),
\end{align*}
\]

(2-6)

where \(\nabla^i\) is the \(i\)th power of the backward difference \(\nabla y(x + kh) = y(x + kh) - y(x + (k - 1)h)\). The coefficients \(\gamma_j^*\) in (2-6) are defined by

\[
\gamma_j^* := (-1)^j \int_{-1}^{0} \left( \begin{array}{c} -s \\ j \end{array} \right) ds, \quad j = 0(1)\infty,
\]

(2-7)

(see Henrici [21, p. 194]).
3. The Order of Damping at Infinity. The condition of stability introduced in Section 2 is necessary for the convergence of \((k, l)\)-methods. Hence, it describes the stability as \(h\) tends to zero. The following sections are concerned with methods for stiff differential equations, i.e. systems of differential equations where the eigenvalues of the Jacobian lie in the left-hand plane and have real parts which differ greatly in magnitude. In connection with stiff differential equations one usually considers the scalar test initial value problem

\[ y' = \mu y, \quad y(0) = 1, \quad x \in I = [0, \infty), \]

where \(\mu\) is an arbitrary complex number. When we apply a \((k, l)\)-method to the problem (3-1) then we have the recurrence relation

\[ \sum_{i=0}^{k} \alpha_i y_{n+i} - \sum_{i=0}^{k} \sum_{j=1}^{l_i} (h\mu)^j \beta_{ij} y_{n+i} = 0, \quad n = 0(1)\infty. \]

This is a linear homogeneous difference equation with constant coefficients and its characteristic equation is

\[ \phi(\xi, \lambda) = \rho(\xi) - \sum_{j=1}^{l} \lambda^j \sigma_j(\xi) = 0, \quad \lambda := h\mu. \]

This is an algebraic equation and hence there exist \(k\) solutions \(\xi_i(\lambda), \ i = 1(1)k\). The function \(\xi_i(\lambda)\) are branches of an algebraic function. Every solution of (3-2) can be written in the form

\[ y_n = \sum_{i=1}^{k} \pi_i(n) \xi_i^{n}(\lambda), \]

where \(\pi_i(x)\) is a polynomial of degree less than the multiplicity of the zero \(\xi_i(\lambda)\). The \(*\) in the sum of (3-4) indicates that the sum is only taken over those \(i\) which have a finite \(\xi_i(\lambda)\). Using (3-4), it is evident that the following lemma holds.

**Lemma 1.** A \((k, l)\)-method is \(A\)-stable if and only if \(\max_{i=1(1)k} \{|\xi_i(\lambda)|\} < 1\) whenever \(\text{Re } \lambda < 0\).

To measure the behavior of the numerical solution when \(\lambda\) is in a neighborhood of \(-\infty\) we introduce the following

**Definition 2.** A \((k, l)\)-method is damped at infinity of order \(\varepsilon\) if

\[ \max_{i=1(1)k} \{|\xi_i(\lambda)|\} = O\left(\frac{1}{\lambda^{\varepsilon}}\right) \]

as \(\lambda\) tends to infinity, that is \(|\lambda|^\eta \max_{i=1(1)k} \{|\xi_i(\lambda)|\} \) is bounded in a neighborhood of \(-\infty\) for all \(\eta \leq \varepsilon\).

Osborne [33, p. 201] calls a method with \(\varepsilon = 1\) "damped at \(\infty\)." An \(A\)-stable method with a positive \(\varepsilon\) is called stiffly \(A\)-stable, Axelsson [2, p. 186], strongly stable, Chipman [7, p. 13]. Lambert [25, p. 236] following Ehle [14, p. 7] calls these methods \(L\)-stable. An \(A\)-stable method has \(\varepsilon \geq 0\), but \(\varepsilon \geq 0\) does not imply \(A\)-stability as can be seen from the following example:

\[ y_{n+3} = \frac{1}{11} \{18y_{n+2} - 9y_{n+1} + 2y_n - h6f_{n+3}\}. \]
This method has $e = 1/3$ as we will prove in Theorem 5. Since the error order of (3-6) is 3, it cannot be $A$-stable (see Dahlquist [11, p. 31]).

**Definition 3.** Let a $(k, l)$-method fulfill (A). The set

$$P := \{(i, 0) \mid \alpha_i \neq 0\} \cup \{(i, j) \mid \beta_{ij} \neq 0\}$$

is called the Puiseux set of the method. The graph of $P$ in $R^2$ is called the associated Puiseux diagram and is denoted by $G(P)$.

**Example 2.** The Puiseux diagram $G(P)$ of Enright's $(3, 2)$-method, described in Example 1, consists of all points in Figure 1 represented by an asterisk.

Without loss of generality we can always assume that

$$\text{(B)} \quad \text{if } l_i > 0 \text{ then } \beta_{il} \neq 0, \quad i = 0(1)k.$$ 

The following theorem provides an easy way to calculate the damping order $e$.

**Theorem 4.** Let a $(k, l)$-method fulfill (A) and (B) and let $G(P)$ be its Puiseux diagram. Then the damping order $e$ is the smallest slope of all straight lines having a finite slope and passing through $(k, l_k)$ and any other point of $G(P)$.

**Proof.** We write (3-3) in the form

$$\phi(\xi, \lambda) = \sum_{i=0}^{k} \eta_i(\lambda)\xi^i = 0,$$

where

$$\eta_i(\lambda) := \sum_{j=0}^{I_i} \eta_{ij}\lambda^j = \alpha_i - \sum_{j=1}^{I_i} \beta_{ij}\lambda^j, \quad i = 0(1)k.$$ 

It is well known, that (3-7) has $k$ solutions $\xi_i(\lambda), i = 1(1)k$, which can be represented in a neighborhood of $\lambda = \infty$ by the convergent series

$$\xi_i(\lambda) = e_1\lambda^{-\epsilon_1} + e_2\lambda^{-\epsilon_2} + e_3\lambda^{-\epsilon_3} + \cdots,$$

see, e.g. Ahlfors [1]. Here, $-\infty < e_{1i} < e_{2i} < e_{3i} < \cdots$ and $e_{1i} \neq 0, i = 1(1)k$. Hence, we have the damping order

$$e = \min_{i=1(1)k} \{e_{1i}\}.$$ 

In the following we compute the smallest $e_{1i}$. In order to simplify the notation we...
omit the second index. Since (3-7), we have
\[ \eta_k(\lambda)(e_1 \lambda^{-e_1} + e_2 \lambda^{-e_2} + \cdots k^k + \eta_{k-1}(\lambda)(e_1 \lambda^{-e_1} + e_2 \lambda^{-e_2} + \cdots k^{-1}) + \cdots + \eta_1(\lambda)(e_1 \lambda^{-e_1} + e_2 \lambda^{-e_2} + \cdots) + \eta_0(\lambda) = 0. \] (3-11)

The series
\[ \xi(\lambda) = e_1 \lambda^{-e_1} + e_2 \lambda^{-e_2} + e_3 \lambda^{-e_3} + \cdots \] (3-12)
is absolute convergent in a neighborhood of \( \lambda = \infty \), and hence we can expand each \( \eta_k(\lambda)\xi^k(\lambda) \) in (3-11) in a series in powers of \( \lambda \). Since the sequence \( e_n, n = 1(1)\infty \) is strictly increasing, there are terms on the left-hand side of (3-11) with a power of \( \lambda \) which is higher than in all other terms; and the sum over these terms has to vanish. Hence, among the terms
\[ \eta_{kl} e_1^{k-l} \lambda^{k-l} e_1^{l-k}, \eta_{k-1} e_1^{k-1} \lambda^{k-1} e_1^{l-k+1}, \cdots, \eta_1 e_1^{k-1} \lambda^k, \eta_0 \] there are at least two with the same power of \( \lambda \) which is larger than all other powers. This gives us a condition for \( \epsilon_1 \), and we have therefore by (3-10) to look for the smallest \( \epsilon_1 \) such that at least two of the numbers
\[ \{l_i - ie_1 \mid \text{if } l_i > 0 \text{ or } \alpha_i \neq 0, i = 0(1)k\} \] (3-13)
are equal and larger than all others. We draw through each point of the set
\[ \{(i, j) \in P \mid (i, j + t) \notin P, t = 1(1)\infty\} \]
a straight line with the slope \( \epsilon_1 \); see Figure 2.
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Let, for instance, \( g \) be the line passing through \((i, l_i)\); then \( g \) passes through the vertical axis at the point \((0, l_i - ie_1)\). Therefore, we have to look for the smallest
slop $\epsilon_1$ such that at least two of these lines are identical; and all others have a smaller ordinate at $x = 0$. Clearly, this slope will be $\epsilon$ and can be found as described in Theorem 4.

Clearly the following corollary holds.

**Corollary 1.** Let a $(k, l)$-method fulfill (A) and (B). Then

$$
\epsilon = \min \left\{ \frac{l_k - l_i}{k - i} \mid \text{if } l_i > 0 \text{ or } \alpha_i \neq 0, i = 0(1)k - 1 \right\}.
$$

**Example 3.** We consider Enright's methods described in Example 1. By (2-7) one finds $\gamma_0^* = 1$, $\gamma_i^* < 0$ and $\gamma_i^* - (j + 1)\gamma_{j+1}^* < 0$, $j = 0(1)\infty$. Hence, $\beta_{01} \neq 0$ and $\beta_{k2} \neq 0$. The Puiseux diagram has, therefore, the form given in Figure 3.

**Figure 3. Puiseux diagram of Enright's $(k, 2)$-method**

By Theorem 4, $\epsilon$ is equal to the slope of the line $g$ in Figure 3, and hence $\epsilon = 1/k$.

Using techniques similar to those of Example 3, it can be easily proved that $\epsilon$ has the values given in Table 1. The methods are described in Henrici [21] as well as the different parameters.

**Example 4.** $(1, l)$-methods. For a convergent $(1, l)$-method with (A) and (B) we have by Corollary 1

$$
\epsilon = l_1 - l_0. \tag{3-14}
$$

This can also be seen directly from (3-7), since

$$
\xi(\lambda) = -\eta_0(\lambda)/\eta_1(\lambda). \tag{3-15}
$$

By (3-15), $\xi(\lambda)$ is a rational function and from (2-4) it follows that

$$
-\eta_0(\lambda)/\eta_1(\lambda) = e^\lambda + O(\lambda^{p+1}). \tag{3-16}
$$

Here $p$ is the order of the $(1, l)$-method. Hence, each rational approximation to $e^\lambda$ with $p \geq 1$ gives rise to a $(1, l)$-method and vice versa, e.g.

For other $(1, l)$-methods see Davison [13], Liniger, Willoughby [28], Loscalzo [29], Makinson [30], Thompson [37] and for suitable rational approximations to $e^\lambda$ see Blue, Gummel [4], Cavendish, Culham, Varga [6], Lawson [27], Varga [38]. The proof of the following theorem will be omitted since it follows easily from Theorem 4.
### Table 1. Damping order $\epsilon$ of $(., 1)$-methods

<table>
<thead>
<tr>
<th>Name of method</th>
<th>$(., 1)$-method</th>
<th>$\epsilon$</th>
<th>error order</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adams-Bashforth</td>
<td>$k$</td>
<td>$-1$</td>
<td>$k$</td>
</tr>
<tr>
<td>Adams-Moulton</td>
<td>$k$</td>
<td>$0$</td>
<td>$k$</td>
</tr>
<tr>
<td>Nyström</td>
<td>$k$</td>
<td>$-1$</td>
<td>$k$</td>
</tr>
<tr>
<td>Milne-Simpson$^1$</td>
<td>$q = 0$</td>
<td>$1$</td>
<td>$1$</td>
</tr>
<tr>
<td></td>
<td>$q = 1$</td>
<td>$2$</td>
<td>$-1$</td>
</tr>
<tr>
<td></td>
<td>$q = 2$</td>
<td>$2$</td>
<td>$0$</td>
</tr>
<tr>
<td></td>
<td>$q &gt; 2$</td>
<td>$k = q$</td>
<td>$0$</td>
</tr>
<tr>
<td>Method based on differentiation at the point $x_{n+k-r}$</td>
<td>$r = 0$</td>
<td>$k$</td>
<td>$\frac{1}{k}$</td>
</tr>
<tr>
<td></td>
<td>$r = 1, q &gt; 0$</td>
<td>$k = q$</td>
<td>$-1$</td>
</tr>
<tr>
<td></td>
<td>$r &gt; 1, q = 1$</td>
<td>$r$</td>
<td>$\frac{1}{k}$</td>
</tr>
</tbody>
</table>

Optimal methods (in the sense of Dahlquist)

\(^1\)The Milne-Simpson methods are described by the formula $y_n - y_{n-2} = n \sum_{m=0}^{q} \kappa_m y_{m-n}^r$, where the constants $\kappa_m^r$ are given in Henrici [21, p. 201].

### Table 2. Damping order $\epsilon$ of $(1, 1)$-methods corresponding to the Padé approximation

<table>
<thead>
<tr>
<th>Method such that $-\eta_0(\lambda)/\eta_1(\lambda) = \cdots$</th>
<th>$(1, .)$-method</th>
<th>$\epsilon$</th>
<th>error order</th>
<th>A-stability</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{1,1}$</td>
<td>$l$</td>
<td>$0$</td>
<td>$2l$</td>
<td>yes 1)</td>
</tr>
<tr>
<td>$E_{1,1-1}$</td>
<td>$l$</td>
<td>$1$</td>
<td>$2l - 1$</td>
<td>yes 2)</td>
</tr>
<tr>
<td>$E_{1,1-2}$</td>
<td>$l$</td>
<td>$2$</td>
<td>$2l - 2$</td>
<td>yes 2)</td>
</tr>
<tr>
<td>$E_{1,1-3}$</td>
<td>$l$</td>
<td>$3$</td>
<td>$2l - 3$</td>
<td>no 2)</td>
</tr>
<tr>
<td>$E_{1,0, l = 3, 4, 5}$</td>
<td>$l$</td>
<td>$l$</td>
<td>$l$</td>
<td>no 3)</td>
</tr>
</tbody>
</table>

1) Birkhoff, Varga [3], 2) Ehle [14], 3) Calahan [5].

**Theorem 5.** The order of damping at infinity of a $(k, l)$-method with (A), (B) and $\eta_0(\lambda) \neq 0$ satisfies

\[(3-17)\]

\[\epsilon \leq l/k.\]
In (3-17) we have equality if and only if

\[(3-18a) \quad l_k = l, \quad l_0 = 0, \quad \alpha_0 \neq 0\]

and

\[(3.18b) \quad l_i \leq \left[ \frac{l_i}{l_k} \right] \quad \text{if} \quad \eta_i(\lambda) \neq 0, \quad i = 1(1)k - 1.**\]

A \((k, l)\)-method which fulfills (A), (B) and (3-18) is called a \((k, l)\)-method with optimal damping order. The \((k, 1)\)-methods with optimal \(e\) and highest order are the methods based on differentiation with \(r = 0\) (see Henrici [21, p. 206]). These methods are only convergent for \(k = 1(1)6\) (see Cryer [8]), but for \(k \leq 6\) they are very efficient for solving stiff differential equations (see Gear [18]). Using techniques given in Jeltsch [24], it can be shown that to any given \(k, l\) and \(e\) there exists a unique \((k, l)\)-method with damping order \(e\) and an error order which is larger than the error order of any other \((k, l)\)-method with damping order \(e\). For \(e > 0\) these methods have been determined by solving the linear system of equations which arises from (2-4) (see, e.g., Lambert and Mitchell [26]). The computation was carried out by a SYMBAL-program.*** The coefficients of the methods together with the error order and \(C_p+1\) are listed in Tables 3 and 4 for \(k = 1, 2, 3; l = 1, 2, 3, 4\) and \(k = 4, l = 1, 2, 3\). The tables appear in the microfiche section of this issue. All except four of the methods are stable and hence convergent. The results in Table 3, together with the results of Dahlquist [10], and Cryer [8] and Reimer [35], seem to suggest that to each \((k, l)\) there might exist a critical \(e_{k,l}^*\) such that to a given damping order \(e\) the \((k, l)\)-method of highest error order is stable if and only if \(e > e_{k,l}^*\).

4. Necessary and Sufficient Conditions for \(A\)-Stability. We shall prove the following.

**Theorem 6.** Let a \((k, l)\)-method fulfill (A) and (B). The following conditions are necessary for \(A\)-stability.

(i) \(e > 0\).

(ii) \(l = l_k\).

(iii) If \(e = 0\), then the zeros of the polynomial \(\sigma_l(\lambda)\) lie on the closed unit disk.

(iv) The zeros of \(\eta_k(\lambda)\) have a positive real part.

(v) \(\max_{y=1(1)k} \{|\xi_y(\lambda)|\} \leq 1\) for all \(y \in \mathbb{R}\).

Moreover, (iv) and (v) together are sufficient for \(A\)-stability.

**Proof.** (i) is a trivial consequence of Definition 2 and Lemma 1, and (ii) follows from (i) using Corollary 1. To show (iii) we look at the leading term \(e_1 \lambda^{-e_1}\) of the series (3-12). Since \(e_1 = e = 0\), the term in (3-11) belonging to the highest power of \(\lambda\), namely \(\lambda^0\), can be written as \(\sigma_l(e_1)\). This term has to vanish and hence \(e_1\) is a zero of \(\sigma_l(\lambda)\). By Lemma 1 and (3-9), (iii) follows immediately. To show (iv) let \(\lambda_1\) be a zero of \(\eta_k(\lambda)\). If \(\lambda = \lambda_1\), then (3-7) reduces to \(\Sigma_{i=0}^{k-1} \eta_i(\lambda) \lambda^i\) which is a polynomial in

**[a]** denotes the largest integer not exceeding \(a\).

***SYMBAL is a formula manipulation language. For a description see Engeli [15]. The computation was carried out on the CDC 6400/6500 of the Swiss Federal Institute of Technology at Zürich.
Theorem 6 contains as a special case the result of Dahlquist [11] that an explicit, \((k, 1)\)-method cannot be \(A\)-stable. Clearly, (i)–(iii) are also necessary conditions for stiff stability defined by Gear [18] and \(A(\alpha)\)-stability defined by Widlund [39]. In the same way as we proved (iv) in Theorem 6 one can show that the zeros of \(\eta_k(\lambda)\) cannot lie in the region of absolute stability \(\Omega := \{\lambda|\max_{j=1(1)k} |\xi_j(\lambda)| < 1\}\). The conditions (i)–(iv) are not sufficient for \(A\)-stability since the \((3, 1)\)-method given in (3.6) fulfills (i)–(iv), \(\eta_3(\lambda) = 1 - 6\lambda/11\), and is not \(A\)-stable. Using Theorem 6, it is easy to show that Enright's \((2, 2)\)-method and the following method,

\[(4.2) \quad 17y_{n+2} - 16y_{n+1} - y_n = h(12f_{n+2} + 16f_{n+1} + 2f_n) - 2h^2f_{n+2}^{(1)}\]

are \(A\)-stable. Condition (iv) is trivially satisfied since \((-1)^j\eta_{kj} > 0, j = 0, 1, 2\). Condition (v) can be verified by making the transformation \(z = (x + 1)/(x - 1)\), \(z = (\xi + 1)/(\xi - 1)\) and using a theorem due to Frank (see, e.g. Marden [31, p. 179]). We omit the details since it consists only of tedious computations. For brevity we refer to these methods as \(E_4\) and \(J_4\). Both are \(L\)-stable since the damping order is \(e = \frac{1}{2}\), \(e = 1\), respectively. The error order of both methods is 4. The author knows no other \(L\)-stable \((k, 2)\)-method with an order exceeding 3.

5. Numerical Illustration. In the following examples we compare the methods \(J_4, J_5\) and \(E_4\). \(J_5\) is given by the formula

\[23y_{n+2} - 16y_{n+1} - 7y_n = h(12f_{n+2} + 16f_{n+1} + 2f_n) - 2h^2f_{n+2}^{(1)}\]

(see also Tables 3 and 4 of the microfiche section of this issue). \(J_5\) is not \(A\)-stable since \(\phi(-1, \lambda) = 0\) has a root in the left-hand plane. However, it is easily verified that \(J_5\) is \(A_0\)-stable (i.e. \(|\xi_j(\lambda)| < 1, j = 1, 2\) whenever \(x \in (-\infty, 0)\)). \(J_5\) has error order 5 and \(e = \frac{1}{2}\).
Example 5. Consider the initial value problem proposed by Gear [18]:

\[ y' = \lambda (y - g(x)) + g'(x), \quad y(0) = g(0) + c. \]

The exact solution is \( y(x) = g(x) + ce^{\lambda x} \). Here \( c, \lambda \) are arbitrary parameters and \( g(x) \) an arbitrary function in \( C^1 [0, \infty) \). If \( \lambda \) is much smaller than zero and \( g(x) \) is smooth, then the problem is stiff. We choose \( c = 1, \lambda = -20 \) and \( g(x) = \arctan(x) \). The exact solution is \( y(x) = \arctan(x) + e^{-20x} \). The methods are started with exact starting values. At each step the implicit equation (2-1) for \( y_{n+k} \) is solved analytically. The numerical results are given in Table 5 and Figure 4 where \( E_n \) denotes the relative error, that is \( E_n = |(y_n - y(x_n))y(x_n)^{-1}| \). One observes in Figure 4 that for \( h < 2 \) the methods behave as predicted by the classical theory (see, e.g. Henrici [21]); that is, the higher order method J5 is better than the lower order methods E4 and J4. Moreover, of the two methods of order 4 the one with the smaller error constant

\[ C = C_{p+1}/\sigma_1(1) \]

(see Henrici [21, p. 223]) is better. One has \( C = 1/270 \) for J4 and \( C = 7/1440 \).
### Table 5. Relative error $E_n$ of $J_4$, $J_5$ and $E_4$ as a function of $x$ for Example 5

<table>
<thead>
<tr>
<th>Method</th>
<th>$E_4$</th>
<th>$J_4$</th>
<th>$J_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$E_n$</td>
<td>$E_n$</td>
<td>$E_n$</td>
</tr>
<tr>
<td>$x_n$</td>
<td>$y(x_n)$</td>
<td>$E_n$</td>
<td>$E_n$</td>
</tr>
<tr>
<td>2</td>
<td>1.107</td>
<td>6.1(-2)</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>1.328</td>
<td>1.0(-3)</td>
<td>2.8(-2)</td>
</tr>
<tr>
<td>6</td>
<td>1.406</td>
<td>2.2(-5)</td>
<td>1.9(-3)</td>
</tr>
<tr>
<td>8</td>
<td>1.446</td>
<td>2.6(-7)</td>
<td>2.1(-4)</td>
</tr>
<tr>
<td>10</td>
<td>1.447</td>
<td>6.3(-8)</td>
<td>2.3(-5)</td>
</tr>
<tr>
<td>32</td>
<td>1.540</td>
<td>5.6(-11)</td>
<td>6.0(-10)</td>
</tr>
<tr>
<td>64</td>
<td>1.555</td>
<td>6.8(-13)</td>
<td>8.2(-12)</td>
</tr>
<tr>
<td>124</td>
<td>1.5627</td>
<td>1.7(-14)</td>
<td>1.5(-13)</td>
</tr>
<tr>
<td>126</td>
<td>1.5629</td>
<td>1.6(-14)</td>
<td>1.3(-13)</td>
</tr>
<tr>
<td>128</td>
<td>1.5630</td>
<td>1.4(-14)</td>
<td>1.2(-13)</td>
</tr>
</tbody>
</table>

The integer in parenthesis indicates powers of 10 by which the preceding numbers are to be multiplied.

### Table 6. Number of Newton iterations used while integrating with $J_4$ from $x = 0$ to $x = 48$ ($N =$ total number of iterations, $A = Nh/(48 - h) =$ average number of iterations per integration step)

<table>
<thead>
<tr>
<th>$h$</th>
<th>$2^{-7}$</th>
<th>$2^{-6}$</th>
<th>$2^{-5}$</th>
<th>$2^{-4}$</th>
<th>$2^{-3}$</th>
<th>$2^{-2}$</th>
<th>$2^{-1}$</th>
<th>1</th>
<th>2</th>
<th>4</th>
<th>8</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>12289</td>
<td>6145</td>
<td>3073</td>
<td>1537</td>
<td>961</td>
<td>573</td>
<td>285</td>
<td>142</td>
<td>70</td>
<td>45</td>
<td>24</td>
<td>13</td>
</tr>
<tr>
<td>$A$</td>
<td>2.0005</td>
<td>2.0009</td>
<td>2.002</td>
<td>2.004</td>
<td>2.5</td>
<td>3.0</td>
<td>3.0</td>
<td>3.02</td>
<td>3.04</td>
<td>4.09</td>
<td>4.8</td>
<td>6.5</td>
</tr>
</tbody>
</table>
for $E_4$. However, for $h > 2$ the order of damping at infinity seems to come into play. This change of behavior occurs in this example only for relatively large $h$; however, in the following example it occurs for some $h$ smaller than $2^{-7}$.

**Example 6.** The following stiff initial value problem arose from a chemistry problem (see Gear [18]).

$$
\begin{align*}
y_1'(x) &= -0.013y_2(x) - 1000y_1(x)y_2(x) - 2500y_1(x)y_3(x), \\
y_2'(x) &= -0.013y_2(x) - 1000y_1(x)y_2(x), \\
y_3'(x) &= -2500y_1(x)y_3(x),
\end{align*}
$$

(5-1)

with $y_1(0) = 0, y_2(0) = 1, y_3(0) = 1$. For $x = 2$ and $x = 48$ the exact solution is

$$
\begin{align*}
y_1(2) &= -0.3616933169289 \times 10^5, & y_1(48) &= -0.1945338956808 \times 10^5, \\
y_2(2) &= 0.9815029948230, & y_2(48) &= 0.6110474831446, \\
y_3(2) &= 1.018493388244, & y_3(48) &= 1.388950571516.
\end{align*}
$$

(5-2)

These values are correct to 1.5 units of the last given digit. The eigenvalues of the Jacobian (along the exact solution) are

$$\lambda_1(x) = 0, \quad \lambda_2(x) \in [-0.01, 0], \quad \lambda_3(x) \in [-4200, -3499] \quad \text{for } x \in [0, 48].$$

A constant step $h$ is used throughout the integration. The methods are started using the SSP-routine DRKGS with an error tolerance $10^{-14}$. The nonlinear equation (2-1) is solved using Newton’s method. As first approximation to $y_{i,n+2}$ the value $y_{i,n+1}/y_{i,n}$ has been used, where $y_{i,n}$ corresponds to $y_i(x_n)$. The Newton iteration was terminated as soon as the relative change in each component was less than $10^{-12}$. The number of Newton steps was always the same for all three methods. In Table 6 the total number of Newton iterations and the average number of Newton iterations used in one integration step is given.

In Figure 5 the largest of the relative errors in the three components are given as a function of $h = 2^n$ at $x = 2$ and $x = 48$. One should appreciate the fact that the relative error was always in all components approximately the same despite the fact that $y_1(x) \sim y_2(x), x \in [1, 48]$. For example, we found with $J_4, h = 2$
at \( x = 48 \) the relative errors \( 2.3 \times 10^{-9} \), \( 1.9 \times 10^{-9} \) and \( 0.8 \times 10^{-9} \) for the first, second and third component, respectively. Observe that the two methods with \( e = \frac{1}{2} \) behave in the same way, despite the fact that one is of error order 4 and the other of error order 5. Moreover, \( J4 \) with \( e = 1 \) behaves differently from \( E4 \) with \( e = \frac{1}{2} \); but both have error order 4. For example, to get a relative error of at most \( 10^{-8} \) at \( x = 48 \) the number of Newton iterations used by \( E4 \) is 20 times larger than the one used by \( J4 \). The calculations have been performed on an IBM 360 using double precision (i.e. 56-bit mantissa).
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