A General Method of Approximation. Part I
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Abstract. In this paper we study two families of functions, viz. $F$ and $H$, and show how to approximate the functions considered in the interval $[0, 1]$. The functions are assumed to be real when the argument is real.

We define

$$F = \{ f; \ (i) \ f(\frac{1}{2} + x) = f(\frac{1}{2} - x), \ (ii) \ f(0) = f(1) = 0, \ (iii) \ f(x) \text{ is analytic in a sufficiently large neighborhood of } x = 0 \},$$

$$H = \{ h; \ (i) \ h(\frac{1}{2} + x) = -h(\frac{1}{2} - x), \ (ii) \ h(0) = h(1) = 0, \ (iii) \ h(x) \text{ is analytic in a sufficiently large neighborhood of } x = 0 \}.$$

The approximations are defined in the interval $[0, 1]$ by

$$\min \int_0^1 \left( f(x) - \sum_{n=1}^{k} c_{n,k} [x(1-x)]^n \right)^2 x^q(1-x)^q \, dx,$$

and

$$\min \int_0^1 \left( h(x) - (1 - 2x) \sum_{n=1}^{k} c_{n,k} [x(1-x)]^n \right)^2 x^q(1-x)^q \, dx,$$

where $q \in \{0, 1, 2, \ldots \}$.

The associated matrices are analyzed using the theory of orthogonal polynomials, especially the Jacobi polynomials $G_n(p, q, x)$. We apply the general theory to the basic trigonometric functions $\sin(x)$ and $\cos(x)$.

Introduction. This paper traces its origin from a wish to determine simple, accurate and rapid approximations of the basic trigonometric functions $\sin(x)$ and $\cos(x)$. We encountered this problem when repeatedly applying the Box-Müller transformation for generating bivariate normally distributed pseudo-random variates. But as is often the case when starting with an analysis of a special example one discovers an underlying more general pattern. The method found by us in [6], when approximating $\sin(x)$ and $\cos(x)$, could thus be applied to a much wider class of functions; see [7].

When measuring the “distance” between the functions and their approximations we use the $L_2$-norm. The required coefficients can then be determined from the resulting linear equation system.

The calculation of accurate values of the required coefficients is difficult. The associated Hankel matrices are as usual almost singular. We solve this problem by explicit calculation of the inverse matrices. The necessary numerical values of the associated integrals are determined using high-precision techniques.
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Once recognized as "moment-matrices" the resulting Hankel matrices can be analyzed using the theory of orthogonal polynomials (especially the Jacobi-polynomials $G_n(p, q, x)$ with associated weight function $w(x) = (1 - x)^p q^q x^{-1}$, $x \in [0, 1]$). Empirically observed peculiarities can then be proved, and results can be generalized.

An even more thorough analysis of the methods used in [7] revealed that Bernstein polynomials were involved. That made it possible to further generalize the methods in [7]. The results thus found (see [8]) will be presented in part II.

The approximation method presented here consists of two parts. One can be solved once and for all (i.e., inversion of the associated matrices), the other part involves calculation of some integrals associated with the approximated functions.


a. The Symmetric Case. We state the main result of this section in the following

**Theorem 1.** Let $f(x)$ be a function with the following characteristics:
(i) $f(\frac{1}{2} + x) = f(\frac{1}{2} - x)$, $f(x)$ is real when $x$ is real,
(ii) $f(0) = f(1) = 0$,
(iii) $f(x)$ may be expanded in a Taylor series around $x = 0$, and the radius of convergence is greater than 1.

Then $f(x)$ has an expansion of the form $f(x) = \sum_{m=1}^{\infty} a_m [x(1 - x)]^m$ valid at least in the interval $[0, 1]$. Expressions for the coefficient $a_m$ are given by Eqs. (1.3), (1.6), and (1.9).

To prove Theorem 1 we expand $f(x)$ in a Taylor series around $x = \frac{1}{2}$, i.e.,

$$f(x) = \sum_{n=0}^{\infty} \frac{f^{(2n)}(\frac{1}{2})}{(2n)!} \left(x - \frac{1}{2}\right)^{2n},$$

where we have

$$(x - \frac{1}{2})^{2n} = \frac{1}{4^n} [1 - 4x(1 - x)]^n = \frac{1}{4^n} \sum_{k=0}^{n} \binom{n}{k} (-1)^k 4^k [x(1 - x)]^k.$$

Putting

$$f(x) = \sum_{m=1}^{\infty} a_m [x(1 - x)]^m,$$

we get

$$a_m = (-1)^m \sum_{v=m}^{\infty} \frac{f^{(2v)}(\frac{1}{2})}{(2v)!} \binom{v}{m} 4^{m-v}.$$

To proceed we also need the identity

$$(1 - x)^n + x^n = \sum_{k=0}^{[n/2]} \frac{n}{n-k} \binom{n-k}{k} (-1)^k [x(1-x)]^k.$$

(1.4) is easily proved using Lagrange's inversion formula; see [6, p. 13].

From (i) we conclude that

$$f(x) + f(1-x) = 2f(x).$$
Using (1.5) and the expansion in (1.4) we get

\[ 2f(x) = \sum_{n=1}^{\infty} \frac{f^{(n)}(0)}{n!} \sum_{k=0}^{\lfloor n/2 \rfloor} \frac{n}{n-k} \binom{n-k}{k} (-1)^k [x(1-x)]^k. \]

An alternative expression of the coefficient \( a_m \) is then

\[ a_m = \frac{1}{2} \sum_{n=2m}^{\infty} \frac{n}{n-m} \binom{n-m}{m} (-1)^m \frac{f^{(n)}(0)}{n!}. \]

Writing

\[ f(x) = \sum_{v=1}^{\infty} \frac{f^{(v)}(0)}{v!} x^v = \sum_{m=1}^{\infty} a_m [x(1-x)]^m \]

and identifying corresponding powers of \( x \), we get the equation system

\[ \frac{f^{(n)}(0)}{n!} = \sum_{v=0}^{\lfloor n/2 \rfloor} \binom{n-v}{n-2v} (-1)^v a_{n-v}, \quad n = 1, 2, 3, \ldots. \]

The solution of this equation system may be obtained using Lagrange's inversion formula. Thus

\[ a_m = \frac{1}{m!} \left. \frac{d^{m-1}}{dx^{m-1}} \left[ \frac{f(x)}{(1-x)^m} \right] \right|_{x=0}, \]

which may be written

\[ a_m = \sum_{v=0}^{m-1} \binom{m-1}{v} \frac{(m+1-v)!}{m!(m-1)!} f^{(m-v)}(0). \]

Now suppose that \( g(x) \) is any analytic function satisfying only the condition (iii). Then we may put \( f(x) = g(x - \frac{1}{2}) + g(\frac{1}{2} - x) - g(-\frac{1}{2}) - g(\frac{1}{2}). \) We notice that \( f(x) \) is symmetric around \( x = \frac{1}{2} \), and \( f(0) = f(1) = 0. \)

Example. We may expand

\[ e^{t(x^{1/2})} + e^{-t(x^{-1/2})} = e^{t/2} + e^{-t/2} + \sum_{m=1}^{\infty} a_m [x(1-x)]^m, \]

where the coefficients \( a_m \) satisfy the recurrence relation

\[ (n+2)(n+1)a_{n+2} = (2n+2)(2n+1)a_{n+1} + 4a_n, \]

with starting values \( a_0 = 2 \cosh(\frac{1}{2}t), a_1 = -2t \sinh(\frac{1}{2}t). \)

Another more general possibility is to consider

\[ f(x) = G(g(x), g(1-x)) - G(g(0), g(1)), \]

where \( G(x, y) \) is any regular and symmetric function (i.e. \( G(x, y) = G(y, x) \)). Evidently we have \( f(\frac{1}{2} + x) = f(\frac{1}{2} - x) \) and an expansion of the form

\[ f(x) = \sum_{m=1}^{\infty} a_m [x(1-x)]^m. \]

Suppose that \( g(x) \) satisfies a functional relation of the form \( g(1-x) = H(g(x), F(x)) \) where \( H(x, y) \) and \( F(x) \) are "simple" functions. Approximating in
the $L_2$-norm, as indicated in Section 2a, we get a relation of the form
\[ G(g(x), H(g(x), F(x))) - G(g(0), g(1)) \approx \sum_{n=1}^{k} c_{n,k}[x(1 - x)]^n. \]

If $G(x, y)$ and $H(x, y)$ are simple functions, we may sometimes solve the "identity" with respect to $g(x)$, which enables us to calculate $g(x)$ even if the function does not satisfy the conditions (i) and (ii).

**Example.** We put $G(x, y) = x + y$ and $g(x) = 1/\Gamma(1 + x)$. Then $g(x)$ satisfies the relation $g(x)g(1 - x) = \sin(\pi x)/\pi x(1 - x)$.

Approximating in the $L_2$-norm we get a relation of the form
\[ \frac{1}{\Gamma(1 + x)} + \frac{\Gamma(1 + x)\sin(\pi x)}{\pi x(1 - x)} \approx 2 + \sum_{n=1}^{k} c_{n,k}[x(1 - x)]^n. \]

b. The Antisymmetric Case. The theorem corresponding to Theorem 1 is

**Theorem 2.** Let $h(x)$ be a function satisfying the conditions
(i) $h(\frac{1}{2} + x) = -h(\frac{1}{2} - x)$, $h(x)$ is real when $x$ is real,
(ii) $h(0) = h(1) = 0$,
(iii) $h(x)$ may be expanded in a Taylor series around $x = 0$, and the radius of convergence is greater than 1.

Then $h(x)$ has an expansion of the form $h(x) = (1 - 2x)\sum_{m=1}^{\infty} b_m[x(1 - x)]^m$ valid at least in the interval $[0, 1]$. Different expressions for the coefficients $b_m$ are given by Eqs. (1.16) and (1.19).

To prove Theorem 2 we expand $h(x)$ in a Taylor series around $x = \frac{1}{2}$, i.e.,
\[ h(x) = \sum_{n=0}^{\infty} \frac{h^{(2n+1)}(\frac{1}{2})}{(2n+1)!}(x - \frac{1}{2})^{2n+1}, \]

where we have
\[ (x - \frac{1}{2})^{2n+1} = -\frac{1}{2}(1 - 2x)\sum_{k=0}^{n} \binom{n}{k}(-1)^k 4^k [x(1 - x)]^k. \]

Putting
\[ h(x) = (1 - 2x)\sum_{m=1}^{\infty} b_m[x(1 - x)]^m, \]

we get
\[ b_m = -\frac{1}{2}(-1)^m \sum_{v=m}^{\infty} \frac{h^{(2v+1)}(\frac{1}{2})}{(2v+1)!} \binom{v}{m} 4^{m-v}. \]

To proceed we will need an identity similar to (1.4), viz.
\[ (1 - x)^n - x^n = (1 - 2x)\sum_{k=0}^{\frac{(n-1)/2}{k}} \binom{n-k-1}{k}(-1)^k [x(1 - x)]^k. \]

(1.17) follows easily from (1.4) when differentiating with respect to $x$.

From (i) we conclude that
\[ h(x) - h(1 - x) = 2h(x). \]
Using (jjj) and (1.18) we get
\[ 2h(x) = -\sum_{n=1}^{\infty} \frac{h^{(n)}(0)}{n!} (1 - 2x) \sum_{k=0}^{[(n-1)/2]} \binom{n-k-1}{k} (-1)^k [x(1-x)]^k. \]

The coefficient \( b_m \) in the expansion (1.15) is then given by
\[ b_m = (-1)^{m+1} \frac{1}{2} \sum_{n=2m+1}^{\infty} \frac{h^{(n)}(0)}{n!} \binom{n-m-1}{m}. \]

Multiplying (1.15) with \((1 - 2x)\) we get, using Lagrange's inversion formula,
\[ 2A(x) = -\frac{1}{2} (1 - 2x) \sum_{k=0}^{\infty} \binom{-1}{-1} \frac{(-1)^k}{k!} x^k. \]

When the function \( g(x) \) does not satisfy the conditions (j) and (jj) we may put
\[ h(x) = g(x - \frac{1}{2}) - g(-x + \frac{1}{2}) + (1 - 2x)[g(\frac{1}{2}) - g(- \frac{1}{2})]. \] Then \( h(x) \) is antisymmetric around \( x = \frac{1}{2} \) and \( h(0) = h(1) = 0. \)

If (jj) is not satisfied, then we have \( h(0) = -h(1) \neq 0 \) (which is the case for \( h(x) = \cos(\pi x) \)). We may avoid this difficulty by substituting \( h(x) = h(x) - (1 - 2x)h(0). \)

Finally let
\[ h(x) = G(g(x), g(1 - x)) - (1 - 2x)G(g(0), g(1)), \]
where \( G(x, y) \) is a regular, antisymmetric function of \( x \) and \( y \). Assuming that \( G(x, y) \) is "regular enough", then \( h(x) \) satisfies the conditions (j), (jj), and (jjj). All the remarks occurring in the end of Section la are relevant also in this case.

c. The General Case. From a study of the proofs of Theorems 1 and 2 it is obvious that we may formulate

**Theorem 3.** Let \( g(x) \) be a function satisfying the conditions

(k) \( g(x) \) is neither symmetric nor antisymmetric but real when \( x \) is real,

(kk) \( g(0) = g(1) = 0, \)

(kkk) \( g(x) \) may be expanded in a Taylor series around \( x = 0, \) and the radius of convergence is greater than 1.

Then \( g(x) \) has an expansion of the form
\[ g(x) = \sum_{m=1}^{\infty} a_m [x(1-x)]^m + (1 - 2x) \sum_{m=1}^{\infty} b_m [x(1-x)]^m \]
valid at least in the interval \([0, 1]\). Expressions for the coefficients \( a_m \) and \( b_m \) are given by obvious generalizations of Eqs. (1.3) and (1.16).

When \( g(x) \) does not satisfy the condition (kk) we simply substitute
\[ g_1(x) = g(x) - [\frac{1}{2}(g(0) + g(1)) + \frac{1}{2}(g(0) - g(1))(1 - 2x)]. \]

2. Approximation in the \( L_2 \)-norm.

a. The Symmetric Case. Let \( f(x) \) be a function which satisfies the conditions (i), (ii), and (iii) in Section 1a. In many cases already the truncated series in Eq. (1.2) may be used for computational purposes. We may however improve this result by
approximating in the $L_2$-norm, i.e., we consider $\min D^2_r(w)$, where

\begin{equation}
D^2_r(w) = \int_0^1 \left\{ f(x) - \sum_{n=1}^{k} c_{n,k} \left[ x(1-x) \right]^n \right\}^2 x^q(1-x)^q \, dx
\end{equation}

and $q \in \{0, 1, 2, \ldots\}$.

The resulting linear equation system yielding the coefficients $c_{n,k}$ will be (with $r = 1, 2, \ldots, k$)

\begin{equation}
\sum_{n=1}^{k} c_{n,k} u_{n,r+q} = \int_0^1 f(x) \left[ x(1-x) \right]^{r+q} \, dx,
\end{equation}

where

\begin{equation}
\frac{1}{(2i + 2j + 1)(2i + 2j)}
\end{equation}

The inversion of the matrices $D_{n,s} = \{u_{i,j}\}$ (with $i = 0, 1, 2, \ldots, n; j = s, s + 1, \ldots, s + n; s \in \{0, 1, 2, \ldots\}$) will be treated in Sections 4 and 5.

A remaining problem, with many solutions, is how to determine numerical high precision values of the integrals

\begin{equation}
I_j = \int_0^1 f(x) \left[ x(1-x) \right]^j \, dx; \quad j = 1, 2, 3, \ldots.
\end{equation}

That problem will be treated in Section 3.

b. The Antisymmetric Case. Let $h(x)$ be a function satisfying the conditions (j), (jj), and (jjj) in Section 1b. We consider $\min D^2_r(w)$, where

\begin{equation}
D^2_r(w) = \int_0^1 \left\{ h(x) - (1 - 2x) \sum_{n=1}^{k} c_{n,k} \left[ x(1-x) \right]^n \right\}^2 x^q(1-x)^q \, dx
\end{equation}

and $q \in \{0, 1, 2, \ldots\}$.

The resulting linear equation system yielding the coefficients $c_{n,k}$ will be (with $r = 1, 2, \ldots, k$)

\begin{equation}
\sum_{n=1}^{k} c_{n,k} U_{n,r+q} = \int_0^1 h(x)(1-2x) \left[ x(1-x) \right]^{r+q} \, dx,
\end{equation}

where

\begin{equation}
= \frac{1}{(2i + 2j + 3)(2i + 2j + 1)} \left( \begin{array}{c}
2i + 2j \\
i + j
\end{array} \right).
\end{equation}

The inversion of the matrices $E_{n,t} = \{U_{i,j}\}$ (with $i = 0, 1, 2, \ldots, n; j = t, t + 1, \ldots, t + n; t \in \{0, 1, 2, \ldots\}$) will be treated in Sections 4 and 5.

In Section 3 we will consider different techniques to determine numerical values of the integrals

\begin{equation}
I'_j = \int_0^1 h(x)(1-2x) \left[ x(1-x) \right]^j \, dx; \quad j = 1, 2, \ldots.
\end{equation}
c. The General Case. Let the function \( g(x) \) satisfy the conditions (k), (kk), and (kkk) in Section 1c and consider \( \min D_2^q(w) \), where \( q \in \{0, 1, 2, \ldots \} \) and

\[
D_2^q(w) = \int_0^1 \left\{ g(x) - \sum_{n=1}^k \left( c_{n,k}' + (1 - 2x)C_{n,k} \right) \left[ x(1 - x) \right]^n \right\}^2 x^q(1 - x)^q \, dx.
\]

The resulting equation systems yielding the coefficients \( c_{n,k}' \) and \( C_{n,k} \) will be (with \( r = 1, 2, \ldots, k \))

\[
\sum_{n=1}^k c_{n,k} u_{n,r+q} = \int_0^1 g(x) \left[ x(1 - x) \right]^{r+q} \, dx
\]

and

\[
\sum_{n=1}^k C_{n,k} U_{n,r+q} = \int_0^1 g(x)(1 - 2x) \left[ x(1 - x) \right]^{r+q} \, dx.
\]

The equations (2.10) and (2.11) will be considered in detail in part II in connection with Bernstein polynomials.

d. Approximations in \( L_2 \) With Certain Restrictions. In many cases it is natural to consider \( \min D_1^q(w) \), \( \min D_2^q(w) \), and \( \min D_3^q(w) \) given certain restrictions. We may, e.g., consider

\[
\sum_{n=1}^k c_{n,k} \frac{1}{4^n} = f\left(\frac{1}{2}\right).
\]

When \( f(x) \) is a probability density function it is natural to consider

\[
\min \int_0^1 \left\{ f(x) - \sum_{n=1}^k c_{n,k} \left[ x(1 - x) \right]^n \right\}^2 x^q(1 - x)^q \, dx
\]

\[
\sum_{n=1}^k c_{n,k} \frac{1}{(2n + 1)\left(\frac{2n}{n}\right)} = 1.
\]

We will consider (2.12) and (2.13) in part II, when approximating \( f(x) = \sin(\pi x) \) with restrictions.

Another natural approximation technique would be to equalize all the moments. We then get the equation system

\[
\int_0^1 x^j f(x) \, dx = \sum_{n=1}^k c_{n,k} \frac{1}{(2n + j + 1)\left(\frac{2n}{n}\right)}; \quad j = 0, 1, 2, \ldots, k - 1.
\]
3. Calculation of the Associated Integrals. We will consider different techniques to determine numerical values of the associated integrals occurring in (2.4) and (2.8). We start with

a. The Symmetric Case. In some cases we may use a recursion formula for $I_j$ or a closed expression (See Application in Section 6, (6.22).) When it is easy to determine numerically the coefficients $a_m$ defined by (1.2), (e.g., by using a recursion formula) then

$$I_j = \sum_{m=1}^{\infty} a_m \frac{1}{(2m + 2j + 1)\binom{2m + 2j}{m + j}}.$$  \hspace{1cm} (3.1)

Expanding $f(x)$ in a Taylor series around $x = 0$, we get

$$I_j = \sum_{n=1}^{\infty} \frac{f^{(n)}(0)}{n!} \frac{1}{(n + 2j + 1)\binom{n + 2j}{j}}.$$  \hspace{1cm} (3.2)

Putting $u = x(1 - x)$ and making use of the symmetry, we get

$$I_j = \frac{1}{2^{2j+1}} \int_0^1 f\left(\frac{1}{2} - \frac{1}{2}(1 - u)^{1/2}\right) \frac{u^{j/2}}{(1 - u)^{1/2}} \, du.$$  \hspace{1cm} (3.3)

Making an obvious expansion of $f\left(\frac{1}{2} - \frac{1}{2}(1 - u)^{1/2}\right)$ in (3.3), we obtain

$$I_j = \sum_{n=0}^{\infty} \frac{f^{(2n)}(1/2)}{(2n)!} \frac{\binom{2n}{n}}{2^{2n-1} \binom{2n + 2j + 2}{n + j + 1} \binom{n + j + 1}{n + 1} (n + 1)}.$$  \hspace{1cm} (3.4)

In some cases we may also use a Fourier expansion. For reasons of symmetry we must have

$$f(x) = \beta_0 + \sum_{n=1}^{\infty} \left[ \alpha_n \sin((2n - 1)\pi x) + \beta_n \cos(2n\pi x) \right],$$  \hspace{1cm} (3.5)

where $\beta_0 + \sum_{n=1}^{\infty} \beta_n = 0$ and $x \in [0,1]$.

The expansion in (3.5) is of special importance when $\alpha_n$ and $\beta_n$ converge fast towards zero. That is, e.g., the case when $f(x) = \sin(2K(k)x, k); \text{ see [7, p. 25].}$

To calculate $I_j$, making use of the expansion (3.5), we must know how to calculate the integrals

$$S_{2n,j} = \int_0^1 \cos(2n\pi x) [x(1 - x)]^{j/2} \, dx$$  \hspace{1cm} (3.6)

and

$$T_{2n-1,j} = \int_0^1 \sin((2n - 1)\pi x) [x(1 - x)]^{j/2} \, dx.$$  \hspace{1cm} (3.7)

However $S_{2n,j}$ and $T_{2n-1,j}$ satisfy the recurrence relations

$$S_{2n,j} = \frac{j(j - 1)}{(2n\pi)^2} S_{2n,j-1} - \frac{j(j - 1)}{(2n\pi)^2} S_{2n,j-2}$$  \hspace{1cm} (3.8)
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\[ T_{2n-1,j} = \frac{2j(2j-1)}{(2n-1)^2 \pi^2} T_{2n-1,j-1} - \frac{j(j-1)}{(2n-1)^2 \pi^2} T_{2n-1,j-2}. \]

Starting values are given by

\[ S_{2n,0} = 0, \quad S_{2n,1} = -\frac{2}{(2n \pi)^2}, \]

\[ T_{2n-1,0} = \frac{2}{(2n-1)\pi}, \quad T_{2n-1,1} = \frac{4}{(2n-1)^3 \pi^3}. \]

\[ \text{c. The Antisymmetric Case.} \] We consider next the integrals \( I_j \) defined by (2.8). When it is easy to calculate the coefficients \( b_m \) in the expansion (1.15) we easily get

\[ I_j = \sum_{m=1}^{\infty} \frac{b_m}{(2m + 2j + 3)(2m + 2j + 1)} \left( \frac{2m + 2j}{m+j} \right). \]

But we may also use the expansion in (1.14). After a routine calculation we get

\[ I_j = -\sum_{n=0}^{\infty} \frac{h^{(2n+1)}(\frac{1}{2})}{(2n+1)!} \frac{\left( \frac{2n+2}{n+1} \right)}{2^{2n}(n+2)} \left( \frac{2n+2j+4}{n+j+2} \right) \left( \frac{n+j+2}{j} \right). \]

Expanding \( h(x) \) in a Taylor series around \( x = 0 \), we obtain

\[ I_j = \sum_{n=1}^{\infty} \frac{h^{(n)}(0)}{n!(n+2j+2)} \left[ \frac{1}{\binom{n+2j+1}{j+1}} - \frac{1}{\binom{n+2j+1}{j}} \right]. \]

Even in this case we may sometimes use a Fourier series. For reasons of asymmetry we must have

\[ h(x) = \sum_{n=1}^{\infty} \left[ \gamma_n \sin(2n\pi x) + \delta_n \cos((2n-1)\pi x) \right], \]

where \( \sum_{n=1}^{\infty} \delta_n = 0 \) and \( x \in [0,1] \).

To calculate \( I_j \), using the expansion (3.13), we must be able to calculate

\[ Q_{2n-1,j} = \int_0^1 (1 - 2x) \cos((2n - 1)\pi x) [x(1-x)]^j dx \]

and

\[ R_{2n,j} = \int_0^1 (1 - 2x) \sin(2n\pi x) [x(1-x)]^j dx. \]

However, \( Q_{2n-1,j} \) and \( R_{2n,j} \) satisfy the recurrence relations

\[ Q_{2n-1,j} = \frac{2j(2j+1)}{(2n-1)^2 \pi^2} Q_{2n-1,j-1} - \frac{j(j-1)}{(2n-1)^2 \pi^2} Q_{2n-1,j-2}. \]
and

\begin{equation}
R_{2n,j} = \frac{2j(2j + 1)}{(2n\pi)^2} R_{2n,j-1} - \frac{j(j-1)}{(2n\pi)^2} R_{2n,j-2}.
\end{equation}

Starting values are given by

\begin{align*}
Q_{2n-1,0} &= \frac{4}{(2n-1)^2\pi^2}, \quad Q_{2n-1,1} = \frac{24}{(2n-1)^4\pi^4} - \frac{2}{(2n-1)^2\pi^2}, \\
R_{2n,0} &= \frac{1}{n\pi}, \quad R_{2n,1} = \frac{3}{2n^3\pi^3}.
\end{align*}

4. Analysis of the Associated Matrices and Determinants. We now turn to the most difficult section of this paper, namely the analysis of the associated Hankel matrices occurring in (2.2) and (2.6). A well-known and well-analyzed example of a Hankel matrix is the Hilbert matrix \( H_n \) with general element \( h_{jk} = (j + k - 1)^{-1} \) (\( j, k = 1, 2, \ldots, n \)). Both the determinant \( \det H_n \) and the inverse matrix \( H_n^{-1} \) are exactly known. (See Savage and Lukacs [5].) The Hilbert matrix has a settled bad reputation in regard to numerical difficulties. The matrices occurring in (2.2) and (2.6) are no better.

Consider the finite square Hankel matrix \( D_{n,s} \) of order \((n + 1)\) defined by

\begin{equation}
D_{n,s} = \begin{pmatrix}
0,0 & 0,1 & \cdots & 0,s+n \\
1,0 & 1,1 & \cdots & 1,s+n \\
2,0 & 2,1 & \cdots & 2,s+n \\
\vdots & \vdots & \ddots & \vdots \\
n,0 & n,1 & \cdots & n,s+n
\end{pmatrix}; \quad s \in \{0, 1, 2, \ldots\},
\end{equation}

where

\begin{equation}
u_{i,j} = \int_0^1 [x(1-x)]^{i+j} dx = \frac{1}{(2i+2j+1)\binom{2i+2j}{i+j}}.
\end{equation}

We wish to calculate explicitly \( D_{n,s}^{-1} = \{d_{j,k}\} \) (\( j, k = 0, 1, \ldots, n \)) and \( D_{n,s} = \det(D_{n,s}) \). This may be done noting that the Hankel matrix \( D_{n,s} \) is also a moment matrix. To see this we rewrite the coefficients \( u_{i,j} \) in the following way, putting \( x(1-x) = z \),

\begin{align*}
u_{i,j} &= \int_0^1 [x(1-x)]^{i+j} dx = 2\int_0^{1/2} [x(1-x)]^{i+j} dx \\
&= \int_0^{1/4} \frac{z^{i+j-s}z^s}{(1/4 - z)^{1/2}} dz.
\end{align*}

The coefficients \( u_{i,j} \) may thus be interpreted as moments belonging to the weight function \( w(z) = z^s(1/4 - z)^{-1/2}; z \in [0, 1/4], \ i + j \geq s \).
Let $Q_{n,s}(x)$ and $q_{n,s}(x)$ be the associated orthogonal and orthonormal polynomials defined by the determinants (see, e.g., Cramér [3, p. 132])

\[
Q_{n,s}(x) = \begin{vmatrix}
    u_{0,s} & u_{0,s+1} & \cdots & u_{0,s+n} \\
    u_{1,s} & u_{1,s+1} & \cdots & u_{1,s+n} \\
    \vdots & \vdots & \ddots & \vdots \\
    u_{n-1,s} & \cdots & u_{n-1,s+n} & 1 \\
    1 & x & \cdots & x^n
\end{vmatrix},
\]

\[
q_{n,s}(x) = \frac{Q_{n,s}(x)}{(D_{n,s}D_{n-1,s})^{1/2}}; \quad D_{n,s} = \text{Det}(D_{n,s}).
\]

The polynomials $Q_{n,s}(x)$ and $q_{n,s}(x)$ satisfy the following equations, where $i \neq j$.

\[
0 = \int_0^1 Q_{i,s}(x)Q_{j,s}(x) \frac{x^i}{(1-x)^{1/2}} dx = \int_0^1 Q_{i,s} \left( \frac{x}{4} \right) Q_{j,s} \left( \frac{x}{4} \right) \frac{x^i}{(1-x)^{1/2}} dx.
\]

\[
1 = \int_0^1 q_{i,s}(x) \frac{x^i}{(1-x)^{1/2}} dx = \frac{1}{2^{s+1}} \int_0^1 q_{i,s} \left( \frac{x}{4} \right) \frac{x^i}{(1-x)^{1/2}} dx.
\]

The orthogonal polynomials associated with the weight function $w(x) = (1-x)^p - qx^{p+1}$ are known as Jacobi polynomials and are denoted by $G_n(p,q,x)$. They may be standardized so that the coefficients of $x^n$ equal 1 [1, p. 774]. The explicit expression is then

\[
G_n(p,q,x) = \frac{\Gamma(p+n)}{\Gamma(p+2n)} \sum_{m=0}^n (-1)^m \binom{n}{m} \frac{\Gamma(p+2n-m)}{\Gamma(q+n-m)} x^{n-m}.
\]

The normalizing constant $h_n$ in this case is determined by

\[
h_n = \int_0^1 G_n(p,q,x)w(x) dx = \frac{n! \Gamma(n+q) \Gamma(n+p) \Gamma(n+p-q+1)}{(2n+p) \Gamma^2(2n+p)}.
\]

Using (4.5) and (4.6), we may identify the polynomials and get

\[
G_n(s+\frac{1}{2},s+1,x) = \frac{4^n}{D_{n-1,s}} Q_{n,s} \left( \frac{x}{4} \right),
\]

\[
\frac{1}{2^{s+1/2}} q_{n,s} \left( \frac{x}{4} \right) = \frac{Q_{n,s}(x/4)}{2^{s+1/2}(D_{n,s}D_{n-1,s})^{1/2}} = \frac{1}{h_n^{1/2}} G_n(s+\frac{1}{2},s+1,x).
\]

An identification of the coefficients of $x^n$ in (4.10) yields

\[
\frac{1}{2^{2s+1}4^{2n}} \frac{D_{n-1,s}}{D_{n,s}} = \frac{(2n+s+\frac{1}{2})\Gamma^2(2n+s+\frac{1}{2})}{n! \Gamma(n+s+1) \Gamma(n+s+\frac{1}{2}) \Gamma(n+\frac{1}{2})}.
\]

We note the special case $s = 2$, which corresponds to $q = 0$ in (2.1) ($w(x) = x^q(1-x)^q = 1$). We get, after a little algebra,

\[
D_{n,2} = D_{n-1,2} \frac{1}{(2n+3) \left( \frac{4n+5}{2n+2} \right) \left( \frac{4n+4}{2n} \right)}.
\]
We will now show how to find explicit expressions of the elements of $D_{n,s}^{-1}$. Of special importance is the case $s = 2$, which we will use to find approximations of $\sin(\pi x)$ when $x \in [0, 1]$; see Section 6.

Some of the elements of $D_{n,s}^{-1}$ may be obtained quite easily. Let $D_{n,s}^{i,j}$ be the first minor obtained by deleting the $i$th row and the $j$th column of the determinant $D_{n,s}$. We expand the polynomial $Q_{n,s}(x)$ (defined by the determinant in (4.3)) with respect to the last row, i.e., with respect to powers of $x$. Then

$$Q_{n,s}(x) = \sum_{v=0}^{n} (-1)^{n+v} D_{n,s}^{n+1, v+1} x^v; \quad D_{n,s}^{n+1, n+1} = D_{n-1,s}.$$

Using (4.9) and (4.11), we get, upon identifying corresponding powers of $x$,

$$D_{n,s}^{n+1, k+1} = \frac{(2n + s + 1)4^{s+k+n}\Gamma(2n + s + \frac{1}{2})\Gamma(s + \frac{1}{2} + n + k)}{n!\Gamma(n + s + \frac{1}{2})\Gamma(n + \frac{1}{2})\Gamma(s + 1 + k)} \binom{n}{k}.$$

Now define

$$q_{n,s}(x) = \begin{bmatrix} q_{0,s}(x) \\ q_{1,s}(x) \\ q_{2,s}(x) \\ \vdots \\ q_{n,s}(x) \end{bmatrix} = \begin{bmatrix} z_{00} & 0 & 0 & \cdots & 0 \\ z_{10} & z_{11} & 0 & \cdots & 0 \\ z_{20} & z_{21} & z_{22} & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ z_{n0} & z_{n1} & z_{n2} & \cdots & z_{nn} \end{bmatrix} \begin{bmatrix} 1 \\ x \\ x^2 \\ \vdots \\ x^n \end{bmatrix}.$$

Putting

$$L_{n,s}^{-1} = \{ z_{ij} \},$$

we may use the Choleski factorization [6, p. 8] and get the important relation

$$D_{n,s}^{-1} = L_{n,s}^{-T} L_{n,s}^{-1}.$$

Let the general element of $D_{n,s}^{-1}$ be $d_{j,k}$ ($j, k = 0, 1, 2, \ldots, n$). Then

$$d_{j,k} = \sum_{r=\max(j, k)}^{n} z_{jr} z_{rk}.$$

We therefore have to determine the elements $z_{rk}$. This may be done using (4.4) and (4.15). After some calculation we get

$$z_{nk} = \left( \frac{n!\Gamma(n + s + 1)(4n + 2s + 1)}{\Gamma(n + s + \frac{1}{2})\Gamma(n + \frac{1}{2})} \right)^{1/2} 2^{2k+n+1} \Gamma(s + \frac{1}{2} + n + k) \binom{n}{k} (-1)^{n+k}.$$

Inserted in (4.19), this yields

$$d_{j,k} = \sum_{r=\max(j, k)}^{n} \frac{\Gamma(r + s + 1)(4r + 2s + 1)4^{k+j}\Gamma(s + \frac{1}{2} + r + k)\Gamma(s + \frac{1}{2} + r + j)}{\Gamma(r + s + \frac{1}{2})\Gamma(r + \frac{1}{2})\Gamma(s + 1 + k)\Gamma(s + 1 + j)\Gamma(r + 1 + j) k} \binom{r}{k} \binom{r}{j} (-1)^{j+k}.$$
For $s = 2$ the elements $d_{j,k}$ (and $d_{k,j}$) are given by

$$d_{j,k} = (-1)^{i+j} \sum_{r=\max(j,k)}^{n} (4r + 5)$$

\begin{align*}
&\left(\frac{r+k+2}{k+2}\right)\left(\frac{r+j+2}{j+2}\right)\left(\frac{2r+2k+4}{r+k+2}\right)\left(\frac{2r+2j+4}{r+j+2}\right)\left(\frac{(2r)(2r+4)}{r+2j+2}\right)\left(\frac{1}{r}\right)^{j+1}\left(\frac{1}{j}\right)^{k+1}.
\end{align*}

(Accurate values of $D^{-1}_{n,2}$ ($n = 0, 1, \ldots, 6$) and $D^{-1}_{n,2}$ ($n = 0, 1, \ldots, 9$) are given in [7, pp. 30–34].) In Table I we give the matrices $D^{-1}_{n,2}$ for $n = 0, 1, \ldots, 5$.

**Table I**

Table of the matrices $D^{-1}_{n,2}$

<table>
<thead>
<tr>
<th>$D^{-1}_{n,2}$</th>
<th>$D^{-1}_{n,2}$</th>
<th>$D^{-1}_{n,2}$</th>
<th>$D^{-1}_{n,2}$</th>
<th>$D^{-1}_{n,2}$</th>
<th>$D^{-1}_{n,2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$D^{-1}_{0,2}$</td>
<td>$D^{-1}_{1,2}$</td>
<td>$D^{-1}_{2,2}$</td>
<td>$D^{-1}_{3,2}$</td>
<td>$D^{-1}_{4,2}$</td>
<td>$D^{-1}_{5,2}$</td>
</tr>
</tbody>
</table>

In a similar way we consider the matrix $E_{n,t}$ defined by

$$E_{n,t} = \begin{pmatrix}
U_{0,t} & U_{0,t+1} & \cdots & U_{0,t+n} \\
U_{1,t} & U_{1,t+1} & \cdots & U_{1,t+n} \\
U_{2,t} & U_{2,t+1} & \cdots & U_{2,t+n} \\
\vdots & \vdots & \ddots & \vdots \\
U_{n,t} & U_{n,t+1} & \cdots & U_{n,t+n}
\end{pmatrix}, \quad t \in \{0, 1, \ldots\},$$

where

$$U_{i,j} = \int_{0}^{1} (1 - 2x)^{i} [x(1 - x)]^{i+j} \, dx = \frac{1}{(2i + 2j + 3)(2i + 2j + 1)}\binom{2i + 2j}{i + j}.$$
Let the general element of $E_{n,2}^{-1}$ be $e_{j,k}(j, k = 0, 1, 2, \ldots, n)$. We may then prove, in a similar way as for $D_{n,2}^{-1}$, that

$$e_{j,k} = (-1)^{j+k} \sum_{r = \max(j, k)}^{n} \binom{4r + 7}{r + 1} \binom{2r + 2j + 6}{r + j + 3} \binom{r + k + 3}{r + j + 2} \binom{r + j + 3}{r + 2} \binom{r + 2}{r + 1}.$$  \hspace{1cm} (4.24)

(Accurate values of $E_{n,2}^{-1}$ ($n = 0, 1, \ldots, 4$) and $E_{n,2}^{-1}$ ($n = 0, 1, \ldots, 9$) are given in [7, pp. 35–40].)

In Table II we give the matrices $E_{n,2}^{-1}$ for $n = 0, 1, \ldots, 5$. Those interested in details may read Wrigge, Fransen and Borenius [6, pp. 20–22, 26–28].

<table>
<thead>
<tr>
<th>Table II</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Table of the matrices $E_{n,2}^{-1}$</strong></td>
</tr>
<tr>
<td>$E_{1,2}^{-1}$ =</td>
</tr>
<tr>
<td>$E_{2,2}^{-1}$ =</td>
</tr>
<tr>
<td>$E_{3,2}^{-1}$ =</td>
</tr>
<tr>
<td>$E_{4,2}^{-1}$ =</td>
</tr>
<tr>
<td>$E_{5,2}^{-1}$ =</td>
</tr>
</tbody>
</table>

The result of this section may be summed up in

**Theorem 4.** Let $u_{it} = \int_0^1 [x(1 - x)]^{i + j} \, dx$ and $U_{it} = \int_0^1 (1 - 2x)^2 [x(1 - x)]^{i + j} \, dx$. Define the matrices $D_{n,s} = \{(u_{iti})\}, i = 0, 1, 2, \ldots, n; j = s, s + 1, \ldots, s + n$, and $E_{n,t} = \{(U_{iti})\}, i = 0, 1, \ldots, n; j = t, t + 1, \ldots, t + n; s, t \in \{0, 1, 2, \ldots, n\}$. Let $d_{j,k}^{s,t}$ and
be the general elements of $D_{n,s}^{-1}$ and $E_{n,t}^{-1}$, with $j, k = 0, 1, 2, \ldots, n$. Then

\[
d_{j,k} = \sum_{r=\max(j,k)}^{n} \frac{\Gamma(r + s + 1)(4r + 2s + 1)4^{k+j}}{\Gamma(r + s + 1/2)\Gamma(r + k)\Gamma(s + 1 + k)\Gamma(s + 1 + j)r!} \times \binom{s+j}{j} (-1)^{k+j},
\]

\[
e_{j,k} = \sum_{r=\max(j,k)}^{n} \frac{\Gamma(r + t + 1)(4r + 2t + 3)4^{k+j}}{\Gamma(r + t + 3/2)\Gamma(t + 3/2 + r + k)\Gamma(t + 3/2 + r + j)r!} \times \binom{s+j}{j} (-1)^{k+j}.
\]

Define the determinants $D_{n,s} = \text{Det}(D_{n,s})$ and $E_{n,t} = \text{Det}(E_{n,t})$. Then

\[
D_{n,s} = \frac{n!\Gamma(n + s + 1)\Gamma(n + 1/2)\Gamma(n + 1/2)}{2^{2s+1}4^{2n}(2n + s + 1/2)\Gamma^2(2n + s + 1/2)} D_{n-1,s},
\]

\[
E_{n,t} = \frac{n!\Gamma(n + t + 1)\Gamma(n + t + 3/2)\Gamma(n + 3/2)}{2^{2t+1}4^{2n}(2n + t + 3/2)\Gamma^2(2n + t + 3/2)} E_{n-1,t}.
\]

5. Calculation of Determinants and Inverse Matrices. The determinants $D_{n,2}$ and $E_{n,2}$ are calculated using the formulae

\[
D_{n,2} = \prod_{r=0}^{n} \left(2r + 3\right)\left(4r + 5\right)\left(4r + 4\right),
\]

\[
E_{n,2} = \prod_{r=0}^{n} \left(r + 2\right)\left(4r + 7\right)\left(4r + 5\right).
\]

See [6, p. 22].

When calculating the inverse matrices we may choose one of several methods. We may, e.g., use a recursion technique (i.e., Householder's method).

Let $C_{n,2}$ denote any one of the square matrices $D_{n,2}$ and $E_{n,2}$ of order $(n + 1)$. We start making a partition of $C_{n,2}$, i.e.,

\[
C_{n,2} = \begin{bmatrix} C_{n-1,2} & \hat{e}_n \\ \hat{e}^T_n & \gamma_n \end{bmatrix}.
\]

Here $\hat{e}_n$ is a column vector (of order $n$) and $\gamma_n$ a rational number. Denoting $C_{n,2} = \text{det}(C_{n,2})$, we finally get the recursion formula

\[
C_{n,2}^{-1} = \begin{bmatrix} C_{n-1,2}^{-1} & 0 \\ \frac{-C_{n-1,2}^{-1}}{C_{n,2}} & 0 \end{bmatrix} + \begin{bmatrix} \frac{-C_{n-1,2}^{-1}}{C_{n,2}} & 0 \\ 0 & 0 \end{bmatrix} \cdot \begin{bmatrix} \hat{e}_n C_{n-1,2}^{-1} & 0 \\ -\hat{e}_n^T C_{n-1,2}^{-1} & 1 \end{bmatrix}.
\]

(See e.g. F. Ayres [2, pp. 56–58].)

Thus we may start with $C_{1,2}^{-1} = D_{1,2}$ or $E_{1,2}^{-1}$. A repeated use of (5.4) then yields the matrices $D_{k,2}^{-1}$ and $E_{k,2}^{-1}$ ($k = 2, 3, \ldots, n$). (See [7, pp. 29–40], where $n = 9$.)

Alternatively, we may also use the formulae (4.22) and (4.24) which give explicit expressions of the general elements of $D_{k,2}^{-1}$ and $E_{k,2}^{-1}$.

But we can do better. The drawback of the recursion method given by (5.4) is that to calculate, e.g., $D_{6,2}^{-1}$, we have to calculate all $D_{k,2}^{-1}$ with $k \leq 5$. Therefore a direct method is to be preferred. Such a method may be obtained by a clever use of the Christoffel-Darboux formula [1, p. 785], which applied to the orthonormal functions
\( q_{n,s}(x) \) \text{(Eq. (4.4))} may be stated as

\[
(5.5) \quad \sum_{m=0}^{n} q_{m,s}(x)q_{m,s}(y) = \frac{z_{n,n}}{z_{n+1,n+1}^{x-y}} \left[ q_{n+1,s}(x)q_{n,s}(y) - q_{n,s}(x)q_{n+1,s}(y) \right].
\]

Multiplying both sides of (5.5) with \((x - y)\) and identifying the coefficients of \(x^jy^k\), we get

\[
(5.6) \quad d^{n,s}_{j-1,k} - d^{n,s}_{j,k-1} = \frac{z_{n,n}}{z_{n+1,n+1}} \left( z_{n+1,j}z_{n,k} - z_{n,j}z_{n+1,k} \right),
\]

where we have written \(d_{j,k} = d^{n,s}_{j,k}\) to point out the dependence of the parameters \(n\) and \(s\). Putting \(s = 2\), we get

\[
(5.7) \quad d_{j-1,k} - d_{j,k-1} = (-1)^{k+j}
\]

The corresponding formula for \(e_{j,k}\) \text{(with} \(t = 2\)) is

\[
(5.8) \quad e_{j-1,k} - e_{j,k-1} = (-1)^{k+j}
\]

The calculation of \(d_{j,k}\) may be given by

\textbf{Algorithm D.} Let the general matrix element of \(D^{-1}_{n,2}\) be \(d_{j,k}\) \((j, k = 0, 1, 2, \ldots, n)\). The steps in the calculation of \(d_{j,k}\) are then as follows:

I. \(d_{n,k+1} = -\frac{2(n-k)(2n+2k+5)}{(k+1)(k+3)}d_{n,k}; \quad k = 0, 1, 2, \ldots, n - 1\).

Starting values are given by

\[
d_{n,0} = (-1)^n \frac{(4n+5)(4n+4)(2n+2)(2n+2)(n+2)}{(2n)}.
\]

II. Calculate the elements of the lower right-half of the matrix using

\[
d_{j-1,k} - d_{j,k-1} = (-1)^{k+j}
\]

\[
\times \frac{(k-j)(n+1)(n+3)(\binom{n}{j})(\binom{n}{k}) (2n+2j+4)(2n+2k+4)(n+j+2)(n+k+2)}{2(n+1-j)(n+1-k)(2n+4)(2n)}.
\]

III. Calculate \(d_{j,0} = d_{0,j}\) \((j = 0, 1, 2, \ldots, n)\) using

\[
d_{j,0} = (-1)^j \frac{\Pi_{i=1}^{j+1}(2n+3+2i)(2n+4-2i)}{4(j+3)!j!}.
\]

IV. Use step II to calculate the elements of the upper left-half of the matrix.

V. In all steps we make use of the symmetry \(d_{j,k} = d_{k,j}\).
A similar scheme of calculation exists for the elements $e_{j,k}$ of the matrix $E_{n,2}^{-1}$, viz,

**Algorithm E.** Let the general matrix element of $E_{n,2}^{-1}$ be $e_{j,k}$ ($j, k = 0, 1, 2, \ldots, n$). The steps in the calculation of $e_{j,k}$ are then as follows:

I. 

$$e_{n,k+1} = -\frac{2(n-k)(2n+2k+7)}{(k+1)(k+3)} e_{n,k}, \quad k = 0, 1, 2, \ldots, n-1.$$ 

Starting values are given by

$$e_{n,0} = (-1)^n \frac{(4n+7)(4n+6)(2n+3)(n+3)}{(2n+2)(2n+3)}.$$ 

II. Calculate the elements of the lower right-half of the matrix using

$$e_{j-1,k} - e_{j,k} = (-1)^{k+j}$$ 

$$\times \frac{(k-j)(n+1)^2\binom{n}{j}\binom{2n+2j+6}{n+j+3}\binom{2n+2k+6}{n+k+3}}{2(n+1-j)(n+1-k)}.$$ 

III. Calculate $e_{j,0} = e_{0,j}$ using

$$e_{j,0} = (-1)^j \frac{\prod_{i=1}^{j+1}(2n+5+2i)(2n+4-2i)}{4j!(j+3)!}.$$ 

IV. Use step II to calculate the elements of the upper left-half of the matrix.

V. In all steps we make use of the symmetry $e_{j,k} = e_{k,j}$.

We managed to find still another method to calculate the elements of $D_{n,2}^{-1}$ and $E_{n,2}^{-1}$ making use of a special partition technique. The great advantage of this method is that we can describe both cases with one formula using an idempotent number $\beta$ (i.e. $\beta^2 = \beta$). This result may be summarized in

**Theorem 5.** Let $C_{n,2}^{-1}$ denote any one of the matrices $D_{n,2}^{-1}$ and $E_{n,2}^{-1}$, and let the general element of $C_{n,2}^{-1}$ be $y_{j,k}$ ($j, k = 0, 1, 2, \ldots, n$). Then

$$y_{j,k} = (-1)^{j+k} \frac{\prod_{i=1}^{j+1}(2n+3+2\beta+2i)(2n+4-2i)}{2(j+k+1)!(j+k+3)!k!(k+2)!} x_{j,k},$$

where

$$x_{j,k} = \sum_{v=0}^{k} R_v T_v (j-k+1+2v)$$

$$\times \prod_{i=v+1}^{k} (j+1+i)(j+3+i) \prod_{i=0}^{v-1} (k-i)(k+2-i)$$

and

$$R_m = \prod_{i=j+2}^{j+1+m} (2n+3+2\beta+2i)(2n+4-2i);$$

$$T_m = \prod_{i=2}^{k+1-m} (2n+1+2\beta+2i)(2n+6-2i).$$

The case $\beta = 0$ corresponds to $D_{n,2}^{-1}$, and the case $\beta = 1$ corresponds to $E_{n,2}^{-1}$. 

(The products in Theorem 5 are interpreted as 1 if the upper index is less than the lower.)

6. Application. In this section we will apply our method to the case \( f(x) = \sin(\pi x) \), \( f(x) = \cos(2\pi x) \) and \( h(x) = \sin(2\pi x) \), \( h(x) = \cos(\pi x) \); \( x \in [0, 1] \). (In [7, pp. 23–26] we successfully approximated the Jacobian elliptic function \( \text{sn}(2K(k)x, k) \) for \( 0 \leq k \leq 0.25 \).) Consider the expansions

\[
\sin(\pi x) = \sum_{n=1}^{\infty} a_n [x(1-x)]^n;
\]
(see Lyusternik et al. [4, p. 82]) and

\[
\sin(2\pi x) = (1 - 2x) \sum_{n=1}^{\infty} b_n [x(1-x)]^n.
\]

We will also need the coefficients \( A_n \) defined by

\[
\sin^2(\pi x) = \sum_{n=2}^{\infty} A_n [x(1-x)]^n.
\]

Since \( d^2\sin(\pi x)/dx^2 = -\pi^2 \sin(\pi x) \), we get, differentiating (6.1) twice and identifying the coefficients of \([x(1-x)]^n\), the recurrence relation

\[
(n + 2)(n + 1)a_{n+2} = (2n + 2)(2n + 1)a_{n+1} - \pi^2 a_n; \quad a_1 = a_2 = -1.
\]

Exact and approximate values of \( a_i \) (\( i = 1(1)10 \) and \( i = 1(1)20 \)) are given in [6, p. 35] and [7, p. 41]. Note that \( a_n \) converges fast towards zero. We have, e.g., \( a_{20} \approx 9.1 \times 10^{-29} \). We solve the recurrence relation (6.4) using (1.9). Thus

\[
a_{n+2} = \frac{\pi}{2n+2} \sum_{v=0}^{n} \left( \frac{2n + 2v + 2}{2v + 1} \right) \left( \frac{-1)^{n-v}}{(2n - 2v)!} \right) a_n \right.
\]

and

\[
a_{n+2} = \frac{\pi}{2n+2} \sum_{v=0}^{n} \left( \frac{2n + 2v + 2}{2v + 1} \right) \left( \frac{-1)^{n-v}}{(2n - 2v)!} \right) a_n \right.
\]

Using (1.3) we obtain

\[
a_n = (-1)^n \sum_{k=n}^{\infty} \pi^{2k} \left( \frac{k}{n} \right) \left( \frac{-1)^{n-k}}{(2k)!} \right) \left( \frac{4^{n-k}}{(2k)!} \right).
\]

(1.6) yields the alternative form

\[
a_n = \frac{(-1)^n}{2 \cdot n!} \sum_{k=n}^{\infty} \left( \frac{(-1)^{k+1}}{(2k)!} \right) \pi^{2k+1} \left( \frac{k}{n} \right).
\]

To obtain a recurrence relation for the coefficients \( b_n \) we use the coefficients \( A_n \) defined by (6.3). We note that

\[
\frac{d^2}{dx^2} \sin^2(\pi x) = 2\pi^2 - 4\pi^2 \sin^2(\pi x).
\]

Then

\[
(n + 2)(n + 1)A_{n+2} = (2n + 2)(2n + 1)A_{n+1} - 4\pi^2 A_n;
\]

\[
A_2 = \pi^2, \quad A_3 = 2\pi^2.
\]
Differentiating (6.3) with respect to $x$ and identifying coefficients, we get

\[ b_{n-1} = \frac{n}{\pi} A_n. \]

$b_n$ thus satisfies the recurrence relation

\[ n(n + 1)b_{n+1} = 2n(2n + 1)b_n - 4\pi^2 b_{n-1}; \quad b_1 = 2\pi, \quad b_2 = 6\pi. \]

Using (1.8), we get

\[ A_{2n+1} = \frac{\pi}{2n+1} \sum_{v=1}^{n} \left( \frac{2n + 2v - 1}{2v - 1} \right) \frac{(-1)^{n-v}(2\pi)^{2n-2v+1}}{(2n - 2v + 1)!} \]

and

\[ A_{2n+2} = \frac{\pi}{2n+2} \sum_{v=0}^{n} \left( \frac{2n + 2v + 1}{2v} \right) \frac{(-1)^{n-v}(2\pi)^{2n-2v+1}}{(2n - 2v + 1)!}. \]

From (6.10), (6.12), and (6.13) we get finite expressions for $b_{2n}$ and $b_{2n+1}$.

The expansions for $\cos(\pi x)$ and $\cos(2\pi x)$ are deduced in a similar way. We put

\[ A_{2n} = \sum_{n=0}^{\infty} \left[ x(1 - x) \right]^{n} \]

and

\[ A_{2n+1} = \sum_{n=0}^{\infty} \left[ x(1 - x) \right]^{n}. \]

Differentiating (6.1) with respect to $x$, we get

\[ \beta_{n-1} = n\alpha_n/\pi. \]

Using (6.4), it is easy to prove that $\beta_n$ satisfies the recurrence relation

\[ n(n + 1)\beta_{n+1} = 2n(2n + 1)\beta_n - \pi^2 \beta_{n-1}; \quad \beta_0 = 1, \quad \beta_1 = 2. \]

A differentiation of (6.15) with respect to $x$ yields

\[ b_{n-1} = -n\alpha_n/2\pi. \]

Using (6.11), we get the recurrence relation

\[ (n + 2)(n + 1)\alpha_{n+2} = (2n + 2)(2n + 1)\alpha_{n+1} - 4\pi^2 \alpha_n; \quad \alpha_0 = 1, \quad \alpha_1 = 0. \]

We next turn our interest to approximations in $L_2$, i.e., we consider $\min D_1^2(w)$ and $\min D_2^2(w)$, where

\[ D_1^2(w) = \int_0^1 \left( \sin(\pi x) - \sum_{n=1}^{k} c_{n,k}[x(1-x)]^{n} \right)^2 dx \]

and

\[ D_2^2(w) = \int_0^1 \left( \sin(2\pi x) - (1 - 2x) \sum_{n=1}^{k} c_{n,k}[x(1-x)]^{n} \right)^2 dx. \]

The associated integrals

\[ I_j = \int_0^1 \sin(\pi x)[x(1-x)]^j dx \]
and

\[ I_j = \int_0^1 (1 - 2x) \sin(2\pi x) [x(1 - x)]^j \, dx \]

are calculated from the recurrence formulae

\[
(6.22) \quad I_j = \frac{2j(2j - 1)}{\pi^2} I_{j-1} - \frac{j(j - 1)}{\pi^2} I_{j-2}; \quad I_0 = \frac{2}{\pi}, \quad I_1 = \frac{4}{\pi^3},
\]

and

\[
(6.23) \quad I'_j = \frac{2j(2j + 1)}{4\pi^2} I'_{j-1} - \frac{j(j - 1)}{4\pi^2} I'_{j-2}; \quad I'_0 = \frac{1}{\pi}, \quad I'_1 = \frac{3}{2\pi^3}.
\]

Solving the equation systems (2.2) and (2.6) by inverting the matrices as described in Sections 4 and 5 we may formulate

**Theorem 6.** Let \( x \in [0, 1] \), then we have the approximations

\[
\sin(\pi x) \approx \begin{cases} 
3.141583993[x(1 - x)] + 3.141891945[x(1 - x)]^2 \\
+ 1.112123058[x(1 - x)]^3 + 0.219850867[x(1 - x)]^4 
\end{cases}
\]

and

\[
\sin(\pi x) \approx \begin{cases} 
3.141592715257[x(1 - x)] + 3.141589575603[x(1 - x)]^2 \\
+ 1.115524716287[x(1 - x)]^3 + 0.204430015076[x(1 - x)]^4 \\
+ 0.024416348195[x(1 - x)]^5.
\end{cases}
\]

The absolute errors are less than \( 8 \times 10^{-8} \), respectively \( 4 \times 10^{-10} \).

The corresponding relations for \( \sin(2\pi x) \) are formulated in

**Theorem 7.** Let \( x \in [0, 1] \), then we have the approximations

\[
\sin(2\pi x) \approx \begin{cases} 
(1 - 2x)\{6.281856[x(1 - x)] + 18.902201[x(1 - x)]^2 \\
+ (1 - 2x)\{20.829857[x(1 - x)]^3 + 16.439719[x(1 - x)]^4\}
\end{cases}
\]

and

\[
\sin(2\pi x) \approx \begin{cases} 
(1 - 2x)\{6.283217166[x(1 - x)] + 18.847760765[x(1 - x)]^2 \\
+ (1 - 2x)\{21.523970874[x(1 - x)]^3 \\
+ (1 - 2x)\{12.922874461[x(1 - x)]^4 + 6.154478369[x(1 - x)]^5\}.
\end{cases}
\]

The absolute errors are less than \( 10^{-5} \), respectively \( 2 \times 10^{-7} \).

To carry through the corresponding approximations for \( \cos(\pi x) \) and \( \cos(2\pi x) \) we must calculate the integrals

\[
(6.24) \quad I_j = \int_0^1 [\cos(2\pi x) - 1] \, [x(1 - x)]^j \, dx
\]

and

\[
(6.25) \quad I'_j = \int_0^1 (1 - 2x) [\cos(\pi x) - (1 - 2x)] \, [x(1 - x)]^j \, dx.
\]
We introduce the complementary integrals $J_j$ and $J'_j$ defined by

\[(6.26) \quad J_j = \int_0^1 \cos(2\pi x)[x(1-x)]^j \, dx\]

and

\[(6.27) \quad J'_j = \int_0^1 (1-2x)\cos(\pi x)[x(1-x)]^j \, dx.\]

The integrals $J_j$ and $J'_j$ satisfy the recurrence relations

\[(6.28) \quad J_j = \frac{2j(2j-1)}{4\pi^2} J_{j-1} - \frac{j(j-1)}{4\pi^2} J_{j-2}\]

and

\[(6.29) \quad J'_j = \frac{2j(2j+1)}{\pi^2} J'_{j-1} - \frac{j(j-1)}{\pi^2} J'_{j-2}.\]

Starting values are given by

\[J_0 = 0, \quad J_1 = -\frac{1}{2\pi^2}, \quad J'_0 = \frac{4}{\pi^2}, \quad J'_1 = \frac{24}{\pi^4} - \frac{2}{\pi^2}.\]

We finally get the following expressions for the integrals $I_j$ and $I'_j$

\[(6.30) \quad I_j = J_j - \frac{1}{(2j+1)\binom{2j}{j}}; \quad I'_j = J'_j - \frac{1}{(2j+3)(2j+1)\binom{2j}{j}}.\]

The approximations for $\cos(\pi x)$ are given in

**Theorem 8.** Let $x \in [0, 1]$, then

\[\cos(\pi x) \approx \begin{cases} (1-2x)\left\{1 + 1.999999230[x(1-x)] + 1.065228532[x(1-x)]^2\right\} \\ + (1-2x)\left\{0.260400939[x(1-x)]^3 + 0.038640515[x(1-x)]^4\right\} \end{cases}\]

and

\[\cos(\pi x) \approx \begin{cases} (1-2x)\left\{1 + 2.00000004489[x(1-x)] + 1.065197545425[x(1-x)]^2\right\} \\ + (1-2x)\left\{0.260796014285[x(1-x)]^3 + 0.036638801083[x(1-x)]^4\right\} \\ + (1-2x)0.003502999395[x(1-x)]^5 \end{cases}.\]

The absolute errors are less than $0.6 \times 10^{-8}$, respectively $0.3 \times 10^{-10}$.

We have found the approximations of $\cos(2\pi x)$ of less value and prefer to compute $\cos(2\pi x)$ from the formula $\cos(2\pi x) = 2\cos^2(\pi x) - 1$, thereby using Theorem 8 to compute $\cos(\pi x)$.
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