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Abstract. An expansion in terms of powers of \( m^{-1} \) is given for integrals of the form

\[ \int_0^1 f(x)\tilde{w}(mx) \, dx, \]

where \( m \) is a positive integer, \( \tilde{w}(mx) \) is an integrable rapidly oscillating function with period \( m^{-1} \), and \( f(x) \) is a smooth function.

1. Introduction. Asymptotic expansions in terms of powers of \( m^{-1} \) of the Fourier coefficients

\[ \int_0^1 f(x)\cos(2\pi mx) \, dx \quad \text{and} \quad \int_0^1 f(x)\sin(2\pi mx) \, dx, \]

of a smooth function \( f(x) \) are well known. For example, they are discussed in [5] and [6]. The purpose of this note is to derive similar asymptotic expansions for integrals with more general periodic rapidly oscillating factors in the integrand. Such integrals occur as energy integrals in the study of elastic properties of composite materials [2].

Let \( w \) be a real function belonging to \( L^1[0,1] \), and let it be extended by periodicity to all of \( \mathbb{R} \) with the extended function denoted by \( \tilde{w} \). It will be assumed that the moments of \( w \),

\[ \mathcal{M}_k(w) = \int_0^1 y^k w(y) \, dy, \quad k \geq 0, \]

are known. We shall consider integrals of the form

\[ I^m(f) = \int_0^1 f(x)\tilde{w}(mx) \, dx, \]

where \( m \) is a positive integer and \( f(x) \) is smooth.

The following result on the limiting value of \( I^m(f) \) is classical [2, p. 9].

**Proposition 1.1.** If \( w \in L^1[0,1] \) and \( f \in L^\infty[0,1] \), then

\[ \lim_{m \to \infty} I^m(f) = \mathcal{M}_0(w) \int_0^1 f(x) \, dx. \]

It is natural to search for an asymptotic expansion of \( I^m(f) \) in terms of powers of \( m^{-1} \). Such an expansion is developed in Section 3. Section 2 is devoted to preliminary results.
2. Expansions of Euler-Maclaurin Type. When the integral of a product is expanded using integration by parts, certain auxiliary functions and their mean values arise naturally as in [4, p. 210]. In this section these are introduced and are represented in terms of Bernoulli functions and Bernoulli numbers. The Bernoulli numbers are denoted by $B_n$, the Bernoulli polynomials by $B_n(x)$, and the Bernoulli functions, the periodic extensions from $[0,1)$ to all of $\mathbb{R}$ of the polynomials $B_n(x)$, are denoted by $\overline{B}_n(x)$, [1, p. 804].

**Definition 2.1.** Set $p_0(y) = w(y)$ and $\alpha_0 = \mathcal{M}_0(w)$. For $y \in [0,1]$, define recursively for $j \geq 0$,

\begin{align*}
(2.1) & \quad p_{j+1}(y) = \int_0^y \left[ \alpha_j - p_j(u) \right] du, \\
(2.2) & \quad \alpha_{j+1} = \int_0^1 p_{j+1}(y) dy.
\end{align*}

Clearly,

\begin{align*}
(2.3) & \quad p_j(0) = 0 = p_j(1), \quad j \geq 1,
\end{align*}

and

\begin{align*}
(2.4) & \quad p_j^{(i)}(y) = (-1)^{i-1} \left[ \alpha_{j-i} - p_{j-i}(y) \right], \quad 1 \leq i \leq j.
\end{align*}

**Proposition 2.2.** If $g \in C^{k+1}[0,1]$, then

\begin{equation}
\int_0^1 g(y)w(y) dy = \sum_{j=0}^k \alpha_j \int_0^1 g^{(j)}(y) dy + \int_0^1 p_{k+1}(y) g^{(k+1)}(y) dy.
\end{equation}

**Proof.** For $0 \leq j \leq k$, in view of (2.1), (2.2), and (2.3), integration by parts yields

\begin{equation*}
\int_0^1 \left[ \alpha_j - p_j(y) \right] g^{(j)}(y) dy = - \int_0^1 p_{j+1}(y) g^{(j+1)}(y) dy.
\end{equation*}

Thus,

\begin{equation*}
\sum_{j=0}^k \int_0^1 \left[ \alpha_j - p_j(y) \right] g^{(j)}(y) dy = - \sum_{j=0}^k \int_0^1 p_{j+1}(y) g^{(j+1)}(y) dy.
\end{equation*}

After cancelling terms common to both sides, this last equation simplifies to (2.5). 

This expression for the integral of a product of two functions can also be developed using similar ideas from [4, p. 210].

Formula (2.5) for $w(y) = \cos y$ (or $\sin y$) is well known and was used in [5] and [6].

**Proposition 2.3.** The coefficients $\alpha_k$ are related to the moments $\mathcal{M}_k$ by the formula

\begin{equation}
\alpha_k = \sum_{j=0}^k \frac{B_{k-j}}{j!(k-j)!} \mathcal{M}_j, \quad k \geq 0.
\end{equation}

**Proof.** Consider formula (2.5) with $g(y) = B_k(y)$. From [3, p. 48], this gives

\begin{equation*}
\int_0^1 B_k(y) w(y) dy = \alpha_k k!.
\end{equation*}

Formula (2.6) now follows by substituting for $B_k(y)$ the expression [4, p. 6]

\begin{equation*}
B_k(y) = \sum_{j=0}^k \frac{k!}{j!(k-j)!} B_{k-j} y^j.
\end{equation*}

Numerical values of the coefficients in (2.6) for $0 \leq k \leq 5$ are shown in Table 1.1.
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Table 1.1

<table>
<thead>
<tr>
<th>$\alpha_k$ in terms of the $M_j$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_0 = M_0$</td>
</tr>
<tr>
<td>$\alpha_1 = -\frac{1}{2}M_0 + M_1$</td>
</tr>
<tr>
<td>$\alpha_2 = \frac{1}{12}M_0 - \frac{1}{2}M_1 + \frac{1}{6}M_2$</td>
</tr>
<tr>
<td>$\alpha_3 = \frac{1}{12}M_1 - \frac{1}{2}M_2 + \frac{1}{6}M_3$</td>
</tr>
<tr>
<td>$\alpha_4 = -\frac{1}{720}M_0 + \frac{1}{24}M_2 - \frac{1}{12}M_3 + \frac{1}{24}M_4$</td>
</tr>
<tr>
<td>$\alpha_5 = -\frac{1}{720}M_1 + \frac{1}{12}M_3 - \frac{1}{48}M_4 + \frac{1}{120}M_5$</td>
</tr>
</tbody>
</table>

It is also easy to obtain a recursive relation between the coefficients $\alpha_j$ and the moments $M_j$ which might be useful in some situations. These formulas are given in the next proposition.

**Proposition 2.4.** The coefficients $\alpha_k$ are related to the moments $M_j$ by the following formulas:

For $k$ odd,

$$
\alpha_k = -2^{-k} \left[ \frac{1}{k!} \sum_{j=0}^{k} (-2)^j \binom{k}{j} M_j + \sum_{j=0}^{(k-3)/2} \frac{2^{2j+1}}{(k-2j)!} \alpha_{2j+1} \right].
$$

For $k$ even,

$$
\alpha_k = 2^{-k} \left[ \frac{1}{k!} \sum_{j=0}^{k} (-2)^j \binom{k}{j} M_j - \sum_{j=0}^{(k-2)/2} \frac{2^{2j}}{(k-2j+1)!} \alpha_{2j} \right].
$$

**Proof.** Let $g(y) = (y - \frac{1}{2})^k$. On the one hand, by expanding the binomial power, the integral on the left in (2.5) can be expressed as

$$
\int_0^1 w(y) \left( y - \frac{1}{2} \right)^k dy = \sum_{j=0}^{k} \binom{k}{j} \left( -\frac{1}{2} \right)^{k-j} M_j.
$$

On the other hand, for this choice of $g(y)$, the expansion on the right in (2.5) reduces to

$$
\sum_{j=0}^{k} \alpha_j \int_0^1 g^{(j)}(y) dy = \sum_{j=0}^{k} \alpha_j \frac{k!}{(k-j+1)!} 2^{j-k-1}(1 + (-1)^{k-j}).
$$

Equating the expressions on the right in (2.9) and (2.10), solving the resulting equation for $\alpha_k$, and considering the separate cases of $k$ odd and $k$ even, will yield formulas (2.7) and (2.8) respectively. $\Box$

**Proposition 2.5.** The functions $p_k(y)$ have the following integral representations

$$
p_k(y) = \alpha_k + \frac{(-1)^k}{k!} \int_0^1 \overline{B}_k(y-u) \left[ \alpha_0 - w(u) \right] du.
$$

**Proof.** The arguments in [4, pp. 15–17] remain valid under the more general hypothesis that the function $f$ has a derivative of order $r$ in $L^1[0,1]$, because the operations of integration by parts are justified also in this case. Thus, from [4, p. 17]
with \( \nu = k \) and \( f \) replaced by \( p_k \), and using (2.3) and (2.4),
\[
\frac{1}{k!} \int_0^1 p_k^{(k+1)}(u) B_k(y - u) \, du = -p_k(y) + \int_0^1 p_k(u) \, du.
\]
In view of (2.4) and (2.2), formula (2.11) follows immediately. \( \square \)

**Proposition 2.6.** The functions \( p_k(y) \) are given in terms of the coefficients \( \alpha_j \) by the formula
\[
(2.12) \quad p_k(y) = \sum_{j=0}^{k} \alpha_{k-j} \frac{(-1)^{j-1}}{j!} y^j + \frac{(-1)^k}{(k-1)!} \int_0^y (y - u)^{k-1} w(u) \, du.
\]

**Proof.** The proof is by induction on \( k \).

Note first that
\[
\int_0^y \int_0^u (u - v)^{k-1} w(v) \, dv \, du = \frac{1}{k} \int_0^y (y - u)^k w(u) \, du.
\]

Formula (2.12) is easily verified for \( k = 1 \).

If (2.12) holds for some \( k > 1 \), then
\[
p_{k+1}(y) = \int_0^y \left[ \alpha_k - p_k(u) \right] \, du
\]
\[
= \sum_{j=1}^{k+1} \alpha_{k+1-j} \frac{(-1)^{j-1}}{j!} y^j + \frac{(-1)^k}{(k-1)!} \int_0^y (y - u)^{k-1} w(u) \, dv \, du
\]
Thus (2.12) is valid for \( k + 1 \).

### 3. The Asymptotic Expansion Formula

In this section an asymptotic expansion formula is established for integrals of the form (1.1). Let \( m \) be a positive integer and set \( x_i = i/m \) for \( 0 \leq i \leq m \).

**Theorem 3.1.** If \( w \in L^1[0,1] \) and \( f \in C^{k+1}[0,1] \), then
\[
(3.1) \quad \int_0^1 f(x) \tilde{w}(mx) \, dx = \sum_{j=0}^{k} m^{-j} \alpha_j \int_0^1 f^{(j)}(x) \, dx + R_{k+1,m},
\]
where for \( k \geq 1 \),
\[
(3.2) \quad |R_{k+1,m}| \leq 8(2\pi m)^{-k} \|w\|_1 \|\xi(k + 1)\|_{\infty} \|f^{(k+1)}\|_{\infty},
\]
with \( \xi(k + 1) \) the Riemann zeta function, and for \( k = 0 \),
\[
(3.3) \quad |R_{1,m}| \leq 2 m^{-1} \|w\|_1 \|f^{(1)}\|_{\infty}.
\]

**Proof.** First write
\[
\int_0^1 f(x) \tilde{w}(mx) \, dx = \sum_{i=0}^{m-1} \int_{x_i}^{x_{i+1}} f(x) \tilde{w}(mx) \, dx.
\]

Making the change of variable \( y = m(x - x_i) \), setting \( g_i(y) = f(x_i + m^{-1}y) \), and using the definition of \( \tilde{w}(mx) \), we obtain
\[
(3.4) \quad \int_0^1 f(x) \tilde{w}(mx) \, dx = \sum_{i=0}^{m-1} m^{-1} \int_0^1 g_i(y) w(y) \, dy.
\]
Since \( g_i(y) \in C^{k+1}[0,1] \) and \( g_i^{(j)}(y) = m^{-j}f^{(j)}(x_i + m^{-1}y) \), from (2.5),
\[
\int_0^1 g_i(y)w(y) \, dy = \sum_{j=0}^{k} \alpha_j \int_0^1 g_i^{(j)}(y) \, dy + \int_0^1 p_{k+1}(y)g_i^{(k+1)}(y) \, dy.
\]

Changing the variable of integration back to \( x \) yields
\[
\int_0^1 g_i(y)w(y) \, dy = \sum_{j=0}^{k} \alpha_j m^{-j} \int_{x_i}^{x_i+1} f^{(j)}(x) \, dx \quad + \quad m^{-k} \int_{x_i}^{x_i+1} p_{k+1}(m(x-x_i))f^{(k+1)}(x) \, dx.
\]

(3.5)

Let the function \( p_{k+1} \) be extended from \([0,1]\) to all of \( \mathbb{R} \) by periodicity, with the extended function denoted by \( \tilde{p}_{k+1} \). Substituting (3.5) into (3.4) then yields
\[
\int_0^1 f(x)w(mx) \, dx = \sum_{j=0}^{k} \alpha_j m^{-j} \int_0^1 f^{(j)}(x) \, dx \quad + \quad m^{-k} \int_{x_i}^{x_i+1} \tilde{p}_{k+1}(mx)f^{(k+1)}(x) \, dx.
\]

The bound (3.3) is immediate.

To establish the bound (3.2), note that
\[
|p_{k+1}(y)| = \left| \int_0^y \left[ \alpha_k - p_k(v) \right] \, dv \right| \leq \frac{1}{k!} \int_0^y \int_0^1 B_k(v-u)[\alpha_0 - w(u)] \, du \, dv \leq \frac{1}{k!} \int_0^y |\alpha_0 - w(u)| \left| \int_0^1 B_k(v-u) \, dv \right| \, du.
\]

Using the Fourier series representation for \( B_k \) [1, p. 805], it follows that
\[
\int_0^y \left| B_k(v-u) \right| \, dv \leq 4k!(2\pi)^{-k+1} \sum_{j=1}^{\infty} \frac{1}{j^{k+1}}.
\]

Thus,
\[
|p_{k+1}(y)| \leq 8(2\pi)^{-(k+1)} \gamma(k+1)\|w\|_1,
\]
which completes the proof. \( \square \)

**Corollary 3.2.** If \( f \in C^\infty[0,1] \) and if there exists a constant \( C \) such that \( \|f^{(k)}\|_\infty \leq C \) for all \( k > 0 \), then for \( m > 1 \),
\[
\int_0^1 f(x)w(mx) \, dx = \sum_{j=0}^{\infty} m^{-j}\alpha_j \int_0^1 f^{(j)}(x) \, dx.
\]

For functions \( f(x) \) whose derivatives at 0 and 1 are readily computed, it would be tempting to use the finite series
\[
\alpha_0 \int_0^1 f(x) \, dx + \sum_{j=1}^{k} m^{-j}\alpha_j \left[ f^{(j-1)}(1) - f^{(j-1)}(0) \right],
\]
as an approximation of $I^m(f)$. However, in the absence of an acceptable bound on the remainder $R_{k+1,m}$, this can be dangerous. Indeed, in general situations, it is not uncommon to have $R_{k+1,m}$ diverge as $k \to \infty$. An excellent discussion of the pitfalls in using asymptotic expansions directly in numerical integration is given by Lyness in [5].

The form of the asymptotic expansion for the case of an oscillating factor which comes from a function originally defined on $[0, Y]$ and a smooth factor defined on $[c, d]$ is given in the following corollary.

**Corollary 3.3.** Let $\tilde{w} \in L^1[0, Y]$, $f \in C^{k+1}[c, d]$, and let $\alpha_j$ and $p_j$ be generated via (2.1) and (2.2) with $w(y/Y) = \tilde{w}(y)$. Then

$$\int_c^d f(x)\tilde{w}(mx) \, dx = \sum_{j=0}^k \left( \frac{Y}{m} \right)^j \alpha_j \int_c^d f^{(j)}(x) \, dx + \left( \frac{Y}{m} \right)^{k+1} \int_c^d \tilde{p}_{k+1}(x) f^{(k+1)}(x) \, dx,$$

where $\tilde{w}$ is the periodic extension of $\tilde{w}$ from $[0, Y]$ to $\mathbb{R}$ and

$$\tilde{p}_{k+1}(x) = p_{k+1}\left( \frac{m}{Y}(x - c) - i \right)$$

for $c + iY/m \leq x \leq c + (i + 1)Y/m$.

Finally, we note that the expansion formula (3.1) is related very closely to the corresponding formula that results when $w$ is replaced by its image under the orthogonal projection of $L^2[0,1]$ onto the subspace of polynomials on $[0,1]$ of degree at most $k$. To see this, let $\Pi_k$ denote the orthogonal projection. Then $\Pi_k w$ can be written as

$$(\Pi_k w)(y) = \sum_{j=0}^k \gamma_{k,j} \left( y - \frac{1}{2} \right)^j.$$  

Since

$$\left( (\Pi_k w)(y), \left( y - \frac{1}{2} \right)^i \right) = \left( w(y), \left( y - \frac{1}{2} \right)^i \right) \quad \text{for } 0 \leq i \leq k,$$

the coefficients $\gamma_{k,j}$ are related to the moments $\mathcal{M}_j(w)$ by the system (see (2.9))

$$\sum_{j=0}^k \gamma_{k,j} \int_0^1 \left( y - \frac{1}{2} \right)^{i+j} \, dy = \left( -\frac{1}{2} \right)^i \sum_{j=0}^i (-2)^j \binom{i}{j} \mathcal{M}_j(w), \quad 0 \leq i \leq k.$$  

Also, for $0 \leq j \leq k$,

$$\mathcal{M}_j(\Pi_k w) = \int_0^1 y^j (\Pi_k w)(y) \, dy = \int_0^1 y^j w(y) \, dy = \mathcal{M}_j(w).$$

In view of the linear relation between $\alpha_j$ and $\mathcal{M}_j$, it follows that the quantities $\alpha_j$ derived from $\Pi_k w$ agree with those derived from $w$, i.e., $\alpha_j(\Pi_k w) = \alpha_j(w)$. Thus from (2.5),

$$\int_0^1 (\Pi_k w)(y) g(y) \, dy = \sum_{j=0}^k \alpha_j \int_0^1 g^{(j)}(y) \, dy + \int_0^1 \tilde{p}_{k+1}(y) g^{(k+1)}(y) \, dy.$$
where $\tilde{p}_{k+1}$ is derived from $\Pi_k w$ just as $p_{k+1}$ is derived from $w$. This shows that the functions $\tilde{w}$ and $\Pi_k w$ produce identical expansions (3.1) except for the remainder terms, which are different, though of the same order in $m^{-1}$.
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