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Abstract. This paper deals with the approximation of the biharmonic equation in a square domain with Dirichlet boundary conditions. Two types of discrete problems are presented, the numerical analysis is performed, and estimates for the error between the exact and approximate solutions are given.

1. Introduction

We are interested in the spectral discretization of the following biharmonic equation:

\[ \Delta^2 u = f \quad \text{in } \Omega, \]

where \( \Omega \) is a square domain, when it is provided with Dirichlet boundary conditions, i.e., the values of \( u \) and of its normal derivative are prescribed on the whole boundary of the domain. This equation is known as the plate problem. As another important application of our results, we quote the Stokes equations which govern the flow of a stationary incompressible viscous fluid: indeed, the incompressibility condition is equivalent to the existence of a stream function which, in the two-dimensional case, is a solution of problem (1.1). Using this formulation allows for satisfying exactly the incompressibility equation while avoiding the drawback of spurious modes on the pressure (we refer to [5] for a review of spectral methods for the Stokes problem in the primitive variables of velocity and pressure). This leads to a low-cost discretization, since only one scalar unknown is computed, and the velocity can easily be recovered from the stream function by a standard spectral derivation process. The method can be extended to handle the nonlinear terms of the full Navier-Stokes equations in a natural way.

The discretizations which we propose for problem (1.1) are of spectral type, i.e., the approximate solution is sought in a finite-dimensional space of polynomials of high degree. This space seems especially appropriate to treat high-order problems, since it consists of infinitely differentiable functions, in contrast to finite element discrete spaces (this property has already been used in the case of Fourier series, see, e.g., [16, 11]). We propose here two kinds of spectral discretizations. The first method is of collocation type, which means that equation (1.1) is enforced in a finite number of points, called collocation points,
which form a tensorized grid. In each direction, the coordinates of these points are chosen as the nodes of a one-dimensional quadrature formula, so that a variational formulation of the discrete problem can be derived in a natural way and the Lagrange interpolation operator in the points of the grid has optimal approximation properties. Consequently, the nodes are the zeros of one of the derivatives of a Legendre polynomial. In order to use the most accurate quadrature formula, while taking the boundary conditions into account, we construct the collocation nodes from a generalized Gauss-type formula which was studied in detail in [2]. The second method is no longer a pure collocation method, but still involves quadrature formulas of the same type. The numerical analysis of the discrete problem proves that the approximation has an infinite order of accuracy for smooth solutions. Numerical tests, performed by Koutchmy [12], are in complete agreement with the results of this paper.

Only for the sake of brevity, the analysis will be presented for two-dimensional domains and homogeneous boundary conditions: the extension to the case of a cube is straightforward, the complete analysis for inhomogeneous conditions is given in [1]. Modified discrete problems can be derived by replacing the Legendre polynomials by Jacobi ones in the definition of the quadrature formulas; we also refer to [1, Appendix] for details.

The outline of the paper is as follows. Some basic notation concerning the continuous problem and the polynomial approximation are given in §2. In §3, we propose a collocation method and give a bound for the error between the exact and discrete solutions. However, this error is not of optimal order; that is why we propose in §4 another discretization which is no longer of collocation type but leads to optimal error estimates. Conclusions are given in §5.

2. Notation and basic results

The domain $\Omega$ is the open square $\Lambda^2$, where $\Lambda$ stands for the interval $(-1, 1)$. The generic point in $\Omega$ is written $x = (x, y)$. We denote by $\Gamma_j$, $j = 1, 2, 3, 4$, the four edges of the square, starting from the west and turning counterclockwise. The extremities of the edge $\Gamma_j$ are the corners $a_{j-1}$ and $a_j$ (with the conventional notation $a_0 = a_4$), while $n_j$ stands for the unit outward normal to $\Gamma_j$ (with also $n_5 = n_1$) and $\tau_j$ for the unit vector orthogonal to $n_j$, turning counterclockwise.

2.1. The continuous problem.

**Notation.** For any bounded domain $\mathcal{O}$ of $\mathbb{R}^d$ with a Lipschitz-continuous boundary, we associate with each positive integer $m$ the Sobolev space $H^m(\mathcal{O})$ of all functions in $L^2(\mathcal{O})$ such that their partial derivatives of order $\leq m$ belong to $L^2(\mathcal{O})$. It is provided with the usual norm $\| \cdot \|_{m, \mathcal{O}}$. The closure of the space of infinitely differentiable functions with a compact support in $\mathcal{O}$ is denoted by $H_0^m(\mathcal{O})$, and its dual space by $H^{-m}(\mathcal{O})$; the duality pairing is denoted by the symbol $\langle \cdot, \cdot \rangle$. We recall that the usual seminorm $| \cdot |_{m, \mathcal{O}}$ is a norm on $H_0^m(\mathcal{O})$, equivalent to the norm $\| \cdot \|_{m, \mathcal{O}}$, and we denote by $\| \cdot \|_{-m, \mathcal{O}}$ the corresponding norm on $H^{-m}(\mathcal{O})$. For any nonnegative real number $s$, the space $H^s(\mathcal{O})$ is defined by Hilbert interpolation of index $[s] + 1 - s$ between $H_0^{[s]+1}(\mathcal{O})$ and $H^{[s]}(\mathcal{O})$ (where $[s]$ stands for the integral part of $s$); it is provided with the norm $\| \cdot \|_{s, \mathcal{O}}$. We refer to [13] for properties of Sobolev spaces.
For given data \( f \), we are interested in the approximation of the following fourth-order equation:

\[
\Delta^2 u = f \quad \text{in } \Omega,
\]

provided with the Dirichlet boundary conditions

\[
u = \frac{\partial u}{\partial n_j} = 0 \quad \text{on } \Gamma_j, \quad J = 1, 2, 3, 4.
\]

To write the variational formulation of problem (2.1)—(2.2), we define on \( H^2(\Omega) \times H^2(\Omega) \) the bilinear form

\[
a(u, v) = \int_\Omega \Delta u \Delta v \, dx.
\]

Thus, problem (2.1)—(2.2) is clearly equivalent to the following one:

\[
\text{find } u \text{ in } H^2_0(\Omega) \text{ such that } \forall v \in H^2_0(\Omega), \quad a(u, v) = (f, v).
\]

Since the form \( a(\cdot, \cdot) \) is elliptic on \( H^2_0(\Omega) \), for any \( f \) in \( H^{-2}(\Omega) \), problem (2.1)—(2.2) admits a unique solution in \( H^2(\Omega) \). Moreover, this solution satisfies

\[
\|u\|_{2, \Omega} \leq c\|f\|_{-2, \Omega}.
\]

2.2. Polynomial approximation results.

**Notation.** For any interval or square domain \( \mathcal{D} \), and for any nonnegative integer \( n \), \( P_n(\mathcal{D}) \) stands for the space of all polynomials on \( \mathcal{D} \) with degree \( \leq n \) with respect to each variable. We denote by \( P^0_n(\mathcal{D}) \) the subspace \( P_n(\mathcal{D}) \cap H^1_0(\mathcal{D}) \) and by \( P^0_0(\mathcal{D}) \) the subspace \( P^0_n(\mathcal{D}) \cap H^1_0(\mathcal{D}) \).

A basis of the space of all polynomials on \( \Lambda \) is given by the family of Legendre polynomials \( (L_n)_{n\geq0} \): the polynomial \( L_n \), \( n \geq 0 \), is orthogonal to any polynomial \( L_m \), \( m \neq n \), in \( L^2(\Lambda) \), it has degree \( n \) and satisfies \( L_n(1) = 1 \). We recall [7, §1.13] some properties which will be of constant use. Each polynomial \( L_n \), \( n \geq 0 \), satisfies the differential equation

\[
(1 - \zeta^2) L_n' \zeta + n(n + 1) L_n(\zeta) = 0
\]

and the integral equation

\[
\int L_n \, d\zeta = \frac{1}{2n + 1} (L_{n+1} - L_{n-1}), \quad n \geq 1,
\]

where \( \int L_n \, d\zeta \) stands for the primitive of \( L_n \) which vanishes at \( \pm 1 \). The sequence of polynomials \( (L_n)_{n\geq0} \) is given by the recursion formula

\[
\begin{align*}
(n + 1) L_{n+1}(\zeta) &= (2n + 1) \zeta L_n(\zeta) - n L_{n-1}(\zeta), \\
L_0(\zeta) &= 1 \quad \text{and} \quad L_1(\zeta) = \zeta.
\end{align*}
\]

For a fixed positive integer \( M \), we denote by \( \Pi^2 M_0 \) the orthogonal projection operator from \( H^2_0(\Omega) \) onto \( P^0_0(\Omega) \). We recall the following estimate of the approximation error [3], which is valid for any real numbers \( r \) and \( s \) such that \( 0 \leq r \leq 2 \leq s \):

\[
\forall \varphi \in H^s(\Omega) \cap H^2_0(\Omega), \quad \|\varphi - \Pi^2 M_0 \varphi\|_{r, \Omega} \leq c M^{r-s} \|\varphi\|_{s, \Omega}.
\]
Let us fix two integers \( m \geq 0 \) and \( M \geq m \). We denote by \( \xi_j^{M,m} \), \( 1 \leq j \leq M - m \), the zeros of the polynomial \( d^m L_M / d \xi^m \) in increasing order. It is proved in [2, §2] that there exist positive weights \( p_j^{M,m} \), \( 1 \leq j \leq M - m \), and \( p_0^{M,m,k} \), \( 0 \leq k \leq m - 1 \), such that the quadrature formula

\[
\int_{-1}^{1} \Phi(\xi) d\xi \simeq \sum_{j=1}^{M-m} \Phi(\xi_j^{M,m}) p_j^{M,m} + \sum_{k=0}^{m-1} \left( \frac{d^k \Phi}{d \xi^k}(-1) + (-1)^k \frac{d^k \Phi}{d \xi^k}(1) \right) p_0^{M,m,k}
\]

is exact for all polynomials of \( P_{2M-1}(\Lambda) \). This formula, which is the cornerstone of the discretization method, is the Gauss-Lobatto formula with end points of multiplicity \( m \). It is studied in [2] in a more general case and an efficient way of computing its nodes and weights is described in this paper (see also [9]). In what follows, formula (2.10) will be used for \( m \) equal to 1, 2, and 3.

We recall that the points \( \xi_j^{M,m} \), \( 1 \leq j \leq M - m \), are also the nodes of a plain Gauss quadrature formula for the measure \( (1 - \xi^2)^m d\xi \). Consequently, it follows from [14] that, for \( m \) equal to 1, 2, or 3, if \( i_j^M \) denotes the Lagrange interpolation operator at these nodes (with values in \( P_{M-m-1}(\Lambda) \)), the following estimate holds for any real number \( s > 1/2 \) and for any function \( \phi \) such that \( (1 - \xi^2) \phi \) belongs to \( H^s(\Lambda) \):

\[
\| (1 - \zeta^2)(\phi - i_j^M \phi) \|_{0,\Lambda} \leq c N^{-s} \| (1 - \xi^2) \phi \|_{s,\Lambda}.
\]

Then, denoting by \( J_j^M \) the Lagrange interpolation operator on the grid made of the points \( (\xi_j^{M,m}, \xi_k^{M,m}) \), \( 1 \leq j, k \leq M - m \), we derive the following estimate by a tensorization argument: for any real number \( s > 1 \) and for any function \( f \) such that \( (1 - x^2)(1 - y^2) f \) belongs to \( H^s(\Omega) \),

\[
\| (1 - x^2)(1 - y^2)(f - J_j^M f) \|_{0,\Omega} \leq c N^{-s} \| (1 - x^2)(1 - y^2) f \|_{s,\Omega}.
\]

3. The collocation method

This section is divided in two parts: the first contains the statement of the discrete problem, the second its numerical analysis.

3.1. The discrete problem. In order to define the discrete problem, we always assume that the function \( f \) is continuous on \( \Omega \). We fix an integer \( N \geq 4 \). We consider the points \( \xi_j^{N-1,2} \), \( 1 \leq j \leq N - 3 \), and the weights \( p_j^{N-1,2} \), \( 1 \leq j \leq N - 3 \), \( p_0^{N-1,2,0} \), and \( p_0^{N-1,2,1} \) of §2, which we denote respectively by \( \xi_j \) and \( p_j \), \( p_0 \) and \( p_0^* \) for the sake of brevity. Then, we set

\[
\Xi_N = \{ (\xi_j, \xi_k), \ 1 \leq j, k \leq N - 3 \}.
\]

We also set

\[
\Xi_{N1} = \{ (-1, \xi_j), \ 1 \leq j \leq N - 3 \}, \quad \Xi_{N2} = \{ (\xi_j, -1), \ 1 \leq j \leq N - 3 \}, \\
\Xi_{N3} = \{ (1, \xi_j), \ 1 \leq j \leq N - 3 \}, \quad \Xi_{N4} = \{ (\xi_j, 1), \ 1 \leq j \leq N - 3 \}.
\]
We now formulate our discrete problem: find \( u_N \) in \( P_N(\Omega) \) such that
\[
\Delta^2 u_N(x) = f(x), \quad x \in \Xi_N,
\]
and
\[
u_N(x) = \frac{\partial u_N}{\partial n_J}(x) = 0, \quad x \in \Xi_N, \quad J = 1, 2, 3, 4,
\]
\[
\frac{\partial u_N}{\partial n_J}(a_J) = \frac{\partial u_N}{\partial n_{J+1}}(a_J) = 0, \quad J = 1, 2, 3, 4.
\]
This problem gives rise to a linear system of \((N + 1)^2\) equations in \((N + 1)^2\) unknowns: indeed, \((N + 1)^2\) is the dimension of \( P_N(\Omega) \), and there are \((N - 3)^2\) equations at the interior of the domain, plus \(2(N - 3)\) on each edge, plus four at each corner.

In order to write a variational formulation of problem (3.3)-(3.5), we define a bilinear form \((\cdot, \cdot)_N\) : for any functions \( \varphi \) and \( \psi \) with continuous derivatives on \( \Lambda \), we set
\[
(\varphi, \psi)_N = \sum_{j=1}^{N-3} \varphi(\xi_j)\psi(\xi_j)\rho_j + (\varphi(-1)\psi(-1) + \varphi(1)\psi(1))\rho_0
\]
\[
+ ((\varphi\psi)'(-1) - (\varphi\psi)'(1))\rho_0^*.
\]
Similarly, we define a bilinear form on \( C^1(\Omega) \times C^1(\Omega) \) in the following way: the quantity \( (u, v)_N \), which approximates the integral \( \int_{\Omega} uv \, dx \), is obtained by replacing the integrals with respect to each variable by the discrete formula (2.10) applied to the function \( uv \). This is simpler to understand than to write out; note, however, that whenever one of the two functions \( u \) and \( v \) belongs to \( H^2_0(\Omega) \), the definition reduces to
\[
(u, v)_N = \sum_{j=1}^{N-3} \sum_{k=1}^{N-3} u(\xi_j, \xi_k)v(\xi_j, \xi_k)\rho_j\rho_k.
\]
Next, we set
\[
a_N(u, v) = (\Delta^2 u, v)_N.
\]
Our first result is stated in the following proposition.

**Proposition 3.1.** Problem (3.3)-(3.5) is equivalent to the following variational problem:
\[
\text{find } u_N \text{ in } P^0_0(\Omega) \text{ such that }
\forall v_N \in P^0_0(\Omega), \quad a_N(u_N, v_N) = (f, v_N)_N.
\]

**Proof.** First, note that conditions (3.4)-(3.5) are equivalent to the fact that \( u_N \) belongs to \( P^0_0(\Omega) \): indeed, on each edge \( \Gamma_J \), \( J = 1, 2, 3, 4 \), \( u_N \) is a polynomial of degree \( \leq N \), it vanishes in \( N - 1 \) points, and its derivative vanishes at the two extremities. Second, choosing \( v_N \) equal to the only polynomial in \( P^0_0(\Omega) \) which is equal to 1 at \( (\xi_j, \xi_k) \) and vanishes at any other point of \( \Xi_N \).
for a fixed pair \((j, k)\), \(1 \leq j, k \leq N - 3\), we see that (3.8) implies (3.3). Conversely, since these polynomials form a basis of \(P_{N-3}^0(\Omega)\), (3.3) implies (3.8). □

The following subsection is devoted to the numerical analysis of problem (3.8).

### 3.2. Numerical analysis

First note that, for any polynomials \(u_N, v_N\) in \(P_{N-3}^0(\Omega)\), we have

\[
\begin{align*}
  a_N(u_N, v_N) &= \left( \frac{\partial^4 u_N}{\partial x^4}, u_N \right)_N + 2 \left( \frac{\partial^4 u_N}{\partial x^2 \partial y^2}, v_N \right)_N + \left( \frac{\partial^4 u_N}{\partial y^4}, v_N \right)_N,
\end{align*}
\]

so that the exactness of the quadrature formula (2.10) on \(P_{2N-3}(\Lambda)\) gives

\[
\begin{align*}
  a_N(u_N, v_N) &= \int_{-1}^{1} \left( \frac{\partial^2 u_N}{\partial x^2}(x, \cdot), \frac{\partial^2 v_N}{\partial x^2}(x, \cdot) \right)_N \, dx
  + 2 \left( \frac{\partial^2 u_N}{\partial x^2 \partial y^2}, v_N \right)_N
  + \int_{-1}^{1} \left( \frac{\partial^2 u_N}{\partial y^2}(\cdot, y), \frac{\partial^2 v_N}{\partial y^2}(\cdot, y) \right)_N \, dy.
\end{align*}
\]

The proof of the continuity and of the ellipticity of the form \(a_N(\cdot, \cdot)\) requires two lemmas. The first can be found in [1, Lemma 2.3], the proof of the second is rather technical and is given in [2, Corollary V.2] in the more general case of weighted measures.

**Lemma 3.2.** The following inequality holds for any polynomial \(\varphi_N\) in \(P_N^0(\Lambda)\):

\[
\|\varphi_N\|_{0,\Lambda}^2 \leq \langle \varphi_N, \varphi_N \rangle_N \leq c \|\varphi_N\|_{0,\Lambda}^2.
\]

**Lemma 3.3.** The following inequality holds for any polynomial \(\varphi_N\) in \(P_N^0(\Lambda)\):

\[
cN^{-1} \|\varphi_N\|_{0,\Lambda}^2 \leq \langle \varphi_N, \varphi_N \rangle_N \leq c' \|\varphi_N\|_{0,\Lambda}^2.
\]

We are now in a position to prove the following proposition.

**Proposition 3.4.** The form \(a_N(\cdot, \cdot)\) satisfies the following properties of continuity:

\[
\forall u_N \in P_{N-3}^0(\Omega), \forall v_N \in P_{N-3}^0(\Omega), \quad a_N(u_N, v_N) \leq c \|u_N\|_{2,\Omega} \|v_N\|_{2,\Omega},
\]

and of ellipticity

\[
\forall u_N \in P_{N-3}^0(\Omega), \quad a_N(u_N, u_N) \geq cN^{-1} \|u_N\|_{2,\Omega}^2.
\]

**Proof.** Using (3.9) together with Lemma 3.3, we first deduce that

\[
\begin{align*}
  a_N(u_N, v_N) &\leq c \left\| \frac{\partial^2 u_N}{\partial x^2} \right\|_{0,\Omega} \left\| \frac{\partial^2 v_N}{\partial x^2} \right\|_{0,\Omega} + 2 \left( \frac{\partial^4 u_N}{\partial x^2 \partial y^2}, v_N \right)_N \\
  &\quad + c \left\| \frac{\partial^2 u_N}{\partial y^2} \right\|_{0,\Omega} \left\| \frac{\partial^2 v_N}{\partial y^2} \right\|_{0,\Omega}
\end{align*}
\]

and

\[
\begin{align*}
  a_N(u_N, u_N) &\geq cN^{-1} \left\| \frac{\partial^2 u_N}{\partial x^2} \right\|_{0,\Omega}^2 + 2 \left( \frac{\partial^4 u_N}{\partial x^2 \partial y^2}, u_N \right)_N + cN^{-1} \left\| \frac{\partial^2 u_N}{\partial y^2} \right\|_{0,\Omega}^2.
\end{align*}
\]
To estimate the middle term, we apply Lemma 3.2 in each direction, so that
\[
\left< \frac{\partial^4 u_N}{\partial x^2 \partial y^2}, v_N \right>_N \leq c \left\| \frac{\partial^2 u_N}{\partial x \partial y} \right\|_{0, \Omega} \left\| \frac{\partial^2 v_N}{\partial x \partial y} \right\|_{0, \Omega},
\]
and similarly
\[
\left< \frac{\partial^4 u_N}{\partial x^2 \partial y^2}, u_N \right>_N \geq c \left\| \frac{\partial^2 u_N}{\partial x \partial y} \right\|^2_{0, \Omega}.
\]
Hence, we have proved on the one hand that
\[
a_N(u_N, v_N) \leq c \|u_N\|_{2, \Omega} \|v_N\|_{2, \Omega},
\]
which is the continuity property, and on the other hand that
\[
a_N(u_N, u_N) \geq cN^{-1} \left( \left\| \frac{\partial^2 u_N}{\partial x^2} \right\|^2_{0, \Omega} + \left\| \frac{\partial^2 u_N}{\partial x \partial y} \right\|^2_{0, \Omega} + \left\| \frac{\partial^2 u_N}{\partial y^2} \right\|^2_{0, \Omega} \right),
\]
which is the desired ellipticity property. □

The ellipticity property is not optimal, since the ellipticity constant is not independent of \(N\). However, this result cannot be improved. Indeed, take the function
\[
u_N(x, y) = \phi(x)\psi(y),
\]
where \(\phi\) is the polynomial \((1 - \zeta^2)^2L''_{n-1}\) and where \(\psi\) is any polynomial of \(P^0_{N-2}(\Lambda)\) satisfying
\[
\|\psi\|_{0, \Lambda} \leq c \quad \text{and} \quad |\psi|_{2, \Lambda} \geq cN^4.
\]
It can be checked [1, Counterproposition 3.5] that
\[
a_N(u_N, u_N) \leq cN^{-1}\|u_N\|^2_{2, \Omega}.
\]
Note also that another collocation method is proposed in [8], where the collocation grid is built from the nodes of the usual Gauss-Lobatto formula; however a similar counterexample proves that, for this method, the constant of ellipticity is \(\leq cN^{-2}\).

The first consequence of Proposition 3.4 is

**Theorem 3.5.** For any continuous function \(f\) on \(\Omega\), problem (3.3)–(3.5) has a unique solution \(u_N\) in \(P^0_N(\Omega)\).

Another consequence is the abstract error estimate
\[
\|u - u_N\|_{2, \Omega} \leq cN \left( \inf_{u_N \in P^0_N(\Omega)} \left( \|u - u_N\|_{2, \Omega} + \sup_{w_N \in P^0_N(\Omega)} \frac{(a - a_N)(u_N, w_N)}{\|w_N\|_{2, \Omega}} \right) + \sup_{w_N \in P^0_N(\Omega)} \frac{(f, w_N) - (f, w_N)_N}{\|w_N\|_{2, \Omega}} \right).
\]

To estimate the terms on the right-hand side, we make use of properties (2.9) and (2.12).
Theorem 3.6. Assume that the solution $u$ of problem (2.1)-(2.2) belongs to $H^\sigma(\Omega)$ for a real number $\sigma \geq 2$, and that the data $f$ are such that the function $(1 - x^2)(1 - y^2)f$ belongs to $H^p(\Omega)$ for a real number $p > 1$. The following error estimate between $u$ and the solution $u_N$ of problem (3.3)-(3.5) holds:

$$
\|u - u_N\|_{2, \Omega} \leq c(N^{3-\sigma}\|u\|_{\sigma, \Omega} + N^{1-p}\|(1 - x^2)(1 - y^2)f\|_{\rho, \Omega}).
$$

Proof. In (3.15), we choose $v_N$ equal to $\Pi_{N-3}^2 u$, so that $(a - a_N)(u_N, v_N)$ is equal to 0 and, by (2.9),

$$
\|u - u_N\|_{2, \Omega} \leq cN^{2-\sigma}\|u\|_{\sigma, \Omega}.
$$

Moreover, using the exactness of the quadrature formula, we have for any $w_N$ in $P_N(\Omega)$,

$$
\langle f, w_N \rangle - \langle f, w_N \rangle_N = \langle f - \mathcal{F}_{N-1}^2 f, w_N \rangle.
$$

Recalling [13, Chapter 1, Theorem 11.3] that the mapping

$$
w \mapsto (1 - x^2)^{-1}(1 - y^2)^{-1} w
$$

is continuous from $H_0^2(\Omega)$ into $L^2(\Omega)$, we can write

$$
\langle f, w_N \rangle - \langle f, w_N \rangle_N \leq c\|(1 - x^2)(1 - y^2)(f - \mathcal{F}_{N-1}^2 f)\|_{0, \Omega}\|w_N\|_{2, \Omega},
$$

whence, by virtue of (2.12),

$$
\langle f, w_N \rangle - \langle f, w_N \rangle_N \leq cN^{-p}\|(1 - x^2)(1 - y^2)f\|_{\rho, \Omega}\|w_N\|_{2, \Omega}.
$$

This completes the proof of the theorem. \qed

From a numerical point of view, the $L^2(\Omega)$-norm of the error is also of great interest. The next proposition gives a better bound for this norm.

Proposition 3.7. If the assumptions of Theorem 3.6 are satisfied, the following error estimate between $u$ and the solution $u_N$ of problem (3.3)-(3.5) holds:

$$
\|u - u_N\|_{0, \Omega} \leq c(N^{1-\sigma}\|u\|_{\sigma, \Omega} + N^{-p}\|(1 - x^2)(1 - y^2)f\|_{\rho, \Omega}).
$$

Proof. The proof relies on an Aubin-Nitsche duality argument, since we have

$$
\|u - u_N\|_{0, \Omega} = \sup_{g \in L^2(\Omega)} \frac{\langle u - u_N, g \rangle}{\|g\|_{0, \Omega}}.
$$

For any $g$ in $L^2(\Omega)$, we consider the solution $z$ of the problem

$$
\begin{cases}
\Delta^2 z = g & \text{in } \Omega, \\
z = \partial z/\partial n = 0 & \text{on } \partial \Omega,
\end{cases}
$$

and we have the regularity estimate [10, Theorem 7.2.2.3] (see also the following remark)

$$
\|z\|_{4, \Omega} \leq c\|g\|_{0, \Omega}.
$$

Next, we compute

$$
\langle u - u_N, g \rangle = a(u - u_N, z) = a(u - u_N, z - \Pi_{N-3}^2 z) - \langle f, \Pi_{N-3}^2 z \rangle + \langle f, \Pi_{N-3}^2 z \rangle_N,
$$
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so that

\[
\langle u - u_N, g \rangle \leq c \left( \| u - u_N \|_2,\Omega \| z - \Pi^2_{N-3} z \|_2,\Omega \\
+ \| (1 - x^2)(1 - y^2)(f - J^2_{N-1} f) \|_{0,\Omega} \\
\times \left( \sup_{z_N \in \mathcal{P}_N^0(\Omega)} \| (1 - x^2)^{-1}(1 - y^2)^{-1} z_N \|_{0,\Omega} \right) \| \Pi^2_{N-3} z \|_{2,\Omega} \right).
\]

Applying (3.16), (2.9), and (2.12), together with (3.18) and (3.19), gives the result. \( \Box \)

**Remark.** By using the techniques of [10, Theorem 7.2.2.3], [4, §11], it can be checked that the mapping \( f \mapsto u \), where \( u \) is the solution of problem (2.1)–(2.2), is continuous from \( H^s(\Omega) \) into \( H^{s+4}(\Omega) \) for any real number \( s < s_0 = 0.739 \ldots \). This proves the convergence of the solution of the discrete problem towards the exact one in the \( H^2(\Omega) \)-norm when \( N \) tends to \( +\infty \), whenever \( f \) belongs to \( H^p(\Omega), p > 1 \); indeed, we have at least the estimates

\[
\| u - u_N \|_{2,\Omega} \leq c N^{-\inf\{1.739, p-1\}} \| f \|_{p,\Omega},
\]

\[
\| u - u_N \|_{0,\Omega} \leq c N^{-\inf\{3.739, p\}} \| f \|_{p,\Omega}.
\]

4. ANOTHER DISCRETIZATION

Our conclusion in the previous section was that the collocation method is simple to formulate and very natural; however the lack of ellipticity of the discrete problem leads to nonoptimal error estimates. The aim of this last section is to propose another spectral technique to discretize problem (2.1)–(2.2), which is no longer of collocation type but leads to optimal estimates in any dimension. As before, we first describe the discrete problem and then present its numerical analysis.

4.1. The discrete problem. The idea in constructing the discrete problem relies on the variational formulation (2.4) and consists in replacing the integrals which appear in this formulation by the quadrature formula (2.10) with \( M \) equal to \( N \) and \( m \) equal to either 1 or 3. For any sufficiently smooth functions \( \varphi \) and \( \psi \) on \( \Lambda \), we define the discrete product \( (\varphi , \psi)_{N,m} \) by replacing \( M \) by \( N \) and \( \Phi \) by the product \( uv \) in the quadrature formula (2.10). To state the approximation of problem (2.1)–(2.2), we also need a discrete scalar product \( \langle \cdot , \cdot \rangle_{N,m} \) on \( \mathcal{P}^{2m-2}(\Omega) \times \mathcal{P}^{2m-3}(\Omega) \), which we define by replacing each integral in the scalar product of \( L^2(\Omega) \) by the quadrature formula (2.10). For functions \( u \) and \( v \) which both vanish at \( \pm 1 \) together with their first \( (m - 1)/2 \) derivatives, this can simply be written as:

\[
\langle u , v \rangle_{N,m} = \sum_{j=1}^{N-m} \sum_{k=1}^{N-m} u(\xi_j^N, m, \xi_k^N, m) v(\xi_j^N, m, \xi_k^N, m) \rho_j^N, m \rho_k^N, m.
\]

Next, we set

\[
a_{N,m}(u, v) = \langle \Delta u , \Delta v \rangle_{N,m}.
\]
For any continuous function $f$ on $\overline{\Omega}$, the discrete problem is written as follows:

\[
\text{find } u_N \text{ in } P_N^0(\Omega) \text{ such that } \forall v_N \in P_N^0(\Omega), \quad a_{N,m}(u_N, v_N) = (f, v_N)_{N,m}.
\]

This discrete problem for $m = 1$ has already been considered in [15], but with the zeros of $L_N'$ replaced by the zeros of the derivative of the Chebyshev polynomial of degree $N$ and the $\rho_j^{N,1}$, $1 \leq j \leq N - 1$, replaced by the corresponding Gauss-Lobatto Chebyshev weights, so that its numerical analysis requires a variational formulation of the continuous problem in weighted Sobolev spaces.

**Remark.** Problem \((4.3)\) is no longer a collocation system. Indeed, in the case $m = 1$, the number of interior grid points is no longer equal to the dimension of the space of test functions, i.e., it is equal to $(N - 1)^2$ instead of $(N - 3)^2$. In the case $m = 3$, we are going to write the $(N - 3)^2$ equations which are satisfied by the values of $u_N$ at the nodes $(\xi_j^{N,3}, \xi_k^{N,3})$, $1 \leq j, k \leq N - 3$. For this, we choose $v_N$ equal to the unique polynomial of $P_N(\Omega)$ which vanishes in any point of the grid but not in $(\xi_j^{N,3}, \xi_k^{N,3})$. This leads to the equations

\[
\begin{align*}
\Delta^2 u_N(\xi_j^{N,3}, \xi_k^{N,3}) &= f(\xi_j^{N,3}, \xi_k^{N,3}) - \lambda_j(\Delta^2 u_N - f)(\xi_j^{N,3}, \pm 1) \\
&- \lambda_k(\Delta^2 u_N - f)(\pm 1, \xi_k^{N,3}) \\
&- \lambda_j \lambda_k(\Delta^2 u_N - f)(\pm 1, \pm 1),
\end{align*}
\]

where the symbol $\pm 1$ stands for a summation on the value in $-1$ and the value in $+1$. The $\lambda_j$, $1 \leq j \leq N - 3$, can be computed explicitly as functions of the $\rho_j^{N,3}$ and $\xi_j^{N,3}$. Hence, problem \((4.3)\) can be interpreted as a “quasi-collocation” one. Note also that, in the case $m = 3$, the associated mass matrix is diagonal, which allows for an efficient discretization algorithm for the corresponding time-dependent problem.

4.2. **Numerical analysis.** In view of the variational formulation of problem \((4.3)\), the numerical analysis relies on the continuity and ellipticity of the form $a_{N,m}(\cdot, \cdot)$. As in §3, using the exactness of the quadrature formula and integrating by parts, we note that, for any polynomials $u_N$ and $v_N$ in $P_N^0(\Omega)$,

\[
a_{N,m}(u_N, v_N) = \int_{-1}^{1} \left( \frac{\partial^2 u_N}{\partial x^2}, \frac{\partial^2 v_N}{\partial x^2} \right)_{N,m} dx \\
+ 2 \int_{-1}^{1} \int_{-1}^{1} \left( \frac{\partial^2 u_N}{\partial x \partial y} \right) \left( \frac{\partial^2 v_N}{\partial x \partial y} \right) dx dy \\
+ \int_{-1}^{1} \left( \frac{\partial^2 u_N}{\partial y^2}, \frac{\partial^2 v_N}{\partial y^2} \right)_{N,m} dy.
\]

Thus, the properties of the form $a_{N,m}(\cdot, \cdot)$ are a straightforward consequence of the following lemma, which is well known in the case $m = 1$ (see [6, §3]). Here, for the sake of completeness, we give a general proof for any odd value of the parameter $m$. 
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Lemma 4.1. For odd values of a positive integer \( m \), the following inequality holds for any polynomial \( \varphi_N \) in \( \mathbf{P}_N(\Lambda) \):
\[
\|\varphi_N\|^2_{0, \Lambda} \leq (\varphi_N, \varphi_N)_N, m \leq c\|\varphi_N\|^2_{0, \Lambda} .
\]

Proof. Since the quadrature formula is exact on \( \mathbf{P}_{2N-1}(\Lambda) \), we see by using the expansion of \( \varphi_N \) in the basis \( (L_n)_{0 \leq n \leq N} \) that it suffices to prove the result for \( \varphi_N = L_N \). Next, we note that the polynomial
\[
\psi_N = L_N^2 + (-1)^m \frac{1}{N^2(N-1)^2 \cdots (N-m+1)^2} (1 - \zeta^2)^m \left( \frac{d^m L_N}{d \zeta^m} \right)^2
\]
is of degree \( \leq 2N - 1 \). Hence, applying the quadrature formula to \( \psi_N \) and using its exactness, yields
\[
(L_N, L_N)_N, m - \|L_N\|^2_{0, \Lambda} = (-1)^m \frac{1}{N^2(N-1)^2 \cdots (N-m+1)^2} \left( \left( \frac{d^m L_N}{d \zeta^m} \right)_N, m \right)^2 .
\]

Since the nodes of the quadrature formula are the zeros of \( d^m L_N / d \zeta^m \), we obtain
\[
(L_N, L_N)_N, m - \|L_N\|^2_{0, \Lambda} = (-1)^m+1 \frac{1}{N^2(N-1)^2 \cdots (N-m+1)^2} \left( \left( \frac{d^m L_N}{d \zeta^m} \right)_N, m \right)^2 .
\]

To compute the right-hand side, we check by induction on \( m \) that
\[
\left( \frac{d^m}{d \zeta^m} \right) \left( (1 - \zeta^2)^m \frac{d^m L_n}{d \zeta^m} \right) = (-1)^m (n-m+1)(n-m+2) \cdots (n+m-1)(n+m)L_n .
\]

Integrating by parts gives
\[
(L_N, L_N)_N, m - \|L_N\|^2_{0, \Lambda} = (-1)^m+1 \frac{(N+1)(N+2) \cdots (N+m)}{N(N-1) \cdots (N-m+1)} \|L_N\|^2_{0, \Lambda} .
\]

This proves the two inequalities of the lemma. □

Proposition 4.2. The form \( a_{N, m}(\cdot, \cdot) \) satisfies the following properties of continuity
\[
\forall u_N \in \mathbf{P}_N^{00}(\Omega), \quad \forall v_N \in \mathbf{P}_N^{00}(\Omega), \quad a_{N, m}(u_N, v_N) \leq c\|u_N\|_2, \Omega \|v_N\|_2, \Omega
\]
and of ellipticity
\[
\forall u_N \in \mathbf{P}_N^{00}(\Omega), \quad a_{N, m}(u_N, u_N) \geq c\|u_N\|^2_2, \Omega .
\]

Remark. The equation (4.8) explains why we do not use the quadrature formula with \( m = 2 \) in our discretization. Indeed, if the same discrete problem were considered with \( m = 2 \), the ellipticity constant would tend to 0 when \( N \) tends to \( +\infty \), so that the error estimates could not be optimal, in contrast to the following results.

The well-posedness result is now a straightforward consequence of Proposition 4.2.
Theorem 4.3. For any continuous function $f$ on $\overline{\Omega}$, problem (4.3) has a unique solution $u_N$ in $P^0(\Omega)$.

We are now in a position to prove the error estimate.

Theorem 4.4. Assume that the solution $u$ of problem (2.1)--(2.2) belongs to $H^\sigma(\Omega)$ for a real number $\sigma \geq 2$, and that the data $f$ are such that the function $(1 - x^2)(1 - y^2)f$ belongs to $H^\rho(\Omega)$ for a real number $\rho > 1$. The following error estimate between $u$ and the solution $u_N$ of problem (4.3) holds:

$$\|u - u_N\|_{2,\Omega} \leq c(N^{2-\sigma}\|u\|_{\sigma,\Omega} + N^{-\rho}\|(1 - x^2)(1 - y^2)f\|_{\rho,\Omega}).$$

Proof. Exactly as in §3, we have

$$\|u - u_N\|_{2,\Omega} \leq c\left(\inf_{v_N \in P_0^0(\Omega)} \left(\|u - v_N\|_{2,\Omega} + \sup_{w_N \in P_0^0(\Omega)} \frac{(a - a_{N,m})(u_N, w_N)}{\|w_N\|_{2,\Omega}}\right)\right)$$

$$+ \sup_{w_N \in P_0^0(\Omega)} \frac{(f, w_N) - (f, w_N)_{N,m}}{\|w_N\|_{2,\Omega}}.$$

Choosing $v_N = \Pi_{N-1}^2 u$ cancels the second term and gives the estimate

$$\|u - u_N\|_{2,\Omega} \leq cN^{2-\sigma}\|u\|_{\sigma,\Omega}.$$
expense of the number of interior nodes. Numerical simulation (in progress) may decide what choice is better among these two optimal methods.

The previous analysis is extended in [1] to inhomogeneous boundary conditions, i.e., when conditions (2.2) are replaced by

\[ u = g_j \quad \text{and} \quad \frac{\partial u}{\partial n_j} = h_j \quad \text{on } \Gamma_j, \quad J = 1, 2, 3, 4. \]

Indeed, assume that the functions \( g_j \) (resp. \( h_j \)), \( J = 1, 2, 3, 4 \), belong to \( H^{3/2}(\Gamma_j) \) (resp. \( H^{1/2}(\Gamma_j) \)), that they are continuous on \( \Gamma_j \) and differentiable in \( a_{j-1} \) and \( a_j \), and that the following compatibility conditions hold:

\[
\begin{aligned}
g_j(a_j) &= g_{j+1}(a_j), & \frac{dg_j}{d\tau_j}(a_j) &= h_{j+1}(a_j), & J = 1, 2, 3, 4. \\
h_j(a_j) &= -\frac{dg_{j+1}}{d\tau_{j+1}}(a_j), & \frac{dh_j}{d\tau_j}(a_j) &= -\frac{dh_{j+1}}{d\tau_{j+1}}(a_j),
\end{aligned}
\]

Then the discrete problem is set up as follows: find \( u_N \) in \( P_N(\Omega) \) satisfying (3.3) (resp. the variational equation in (4.3)) together with the boundary equations

\[ u_N(x) = g_j(x) \quad \text{and} \quad \frac{\partial u_N}{\partial n_j}(x) = h_j(x), \quad x \in \Xi_{N_j}, \quad J = 1, 2, 3, 4, \]

\[ \frac{\partial u_N}{\partial n_{j+1}}(a_j) = h_{j+1}(a_j), \quad \frac{\partial^2 u_N}{\partial n_j \partial n_{j+1}}(a_j) = \frac{dh_j}{d\tau_j}(a_j), \quad J = 1, 2, 3, 4. \]

It is proven in [1, §§3 and 4] that this problem has a unique solution and the error estimates of Theorems 3.6 and 4.4 are still valid in this case.
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