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Abstract. The paper presents a detailed theory of the finite element approximations of two-dimensional transonic potential flow. We consider the boundary value problem for the full potential equation in a general bounded domain \( \Omega \) with mixed Dirichlet-Neumann boundary conditions. In the discretization of the problem we proceed as usual in practice: the domain \( \Omega \) is approximated by a polygonal domain, conforming piecewise linear triangular elements are used, and the integrals are evaluated by numerical quadratures. Using a new version of entropy compactification of transonic flow and the theory of finite element variational crimes for nonlinear elliptic problems, we prove the convergence of approximate solutions to the exact physical solution of the continuous problem, provided its existence can be shown.

Introduction

The investigation of transonic flow represents a very interesting part of fluid dynamics, both from physical and mathematical points of view. The interest resides in specific phenomena in high-speed gas flow and in the character of equations describing transonic flow.

Although transonic flow problems play an extremely important role in the design of high-speed airplanes, turbomachines, and compressors, the fundamental general questions concerning the existence and uniqueness of solutions are still open. Some results in this direction were obtained, e.g., by DiPerna [11], Morawetz [29], and Feistauer, Mandel, and Nečas [15, 16, 17, 18, 32]. The publications [15, 16, 32] emphasize the importance of the second law of thermodynamics represented as an entropy condition; in [11, 17, 18, 29] the viscosity method is studied.

In contrast to the lack of theoretical results there exists a series of methods for the simulation of various types of transonic flow. Here we shall deal with the numerical solution of the transonic flow model based on the full potential equation.

Most numerical methods for the solution of transonic potential flow use finite differences, upwinding in the density and line relaxation, and often apply...
multigrid techniques ([1, 8, 25]). As an extension of this approach, the finite element method on structured meshes combined again with upwinding in the density and line relaxation can be considered ([9, 10]).

Remarkable results were obtained by Glowinski, Pironneau, Bristeau, Periaux, Perrier, and Poirier ([24, 5, 22, 23]), who use the finite element method on unstructured meshes, least squares, and conjugate gradients. The entropy condition, which is incorporated into the minimization problem as a penalty functional, separates physical solutions from unphysical ones ([24, 4]). The convergence of this method for the case of polygonal domains was proved in Berger [3].

In this paper we shall study the finite element approximation of the transonic flow problem in a general bounded plane domain \( \Omega \) described by the full potential equation with mixed Dirichlet-Neumann boundary conditions. In the discretization of the problem we proceed as usual in practice: the domain \( \Omega \) with a piecewise curved boundary is approximated by a polygonal one, conforming piecewise linear triangular elements are used, and the integrals are evaluated by numerical quadratures. This means, according to Strang ([34]), that we commit the fundamental variational crimes. In order to improve the results of numerical calculations, we introduce a more involved version of the entropy condition.

Using Berger's generalization ([3]) of the entropy compactification results obtained by Feistauer, Mandel, and Nečas ([15, 16, 27]), and the theory of finite element variational crimes for nonlinear elliptic problems by Feistauer, Ženíšek, Sobotíková ([19, 20, 21]), we shall present a detailed analysis for the convergence of entropic approximate solutions to an exact physical solution of the transonic potential flow problem. Special attention will be paid to the complete investigation of the convergence of the least squares method with entropic penalization.

1. Continuous problem

1.1. Some fundamental concepts. We shall deal with two-dimensional models of stationary, adiabatic, homentropic, compressible, irrotational flows described by the full potential equation

\[
\sum_{i=1}^{2} \frac{\partial}{\partial x_i} \left( b(x) \rho(|\nabla u|^2) \frac{\partial u}{\partial x_i} \right) = 0 \quad \text{in } \Omega.
\]

Here, \( \Omega \subset \mathbb{R}^2 \) is a bounded domain that represents the region filled by the fluid, \( u \) is the velocity potential, and \( \rho \) is the density given by the relation

\[
\rho(s) = \rho_0 \left( 1 - \frac{\kappa - 1}{2a_0^2} s \right)^{1/(\kappa - 1)}, \quad s \in \left[ 0, \frac{2a_0^2}{\kappa - 1} \right],
\]

where \( \rho_0 > 0 \) and \( a_0 > 0 \) are the density and speed of sound, respectively, at zero velocity, and \( \kappa > 1 \) is the Poisson adiabatic constant. The velocity field is given by \( v = \nabla u = (\partial u/\partial x_1, \partial u/\partial x_2) \). If the flow is plane, then \( b \equiv 1 \). In other two-dimensional models (flow in a fluid layer of variable thickness, axially symmetric flow; cf., e.g., [13, 28, 1]) the function \( b \) depends on \( x = (x_1, x_2) \in \Omega \).
We usually add to equation (1.1.1) mixed Dirichlet-Neumann boundary conditions

\[(1.1.3) \quad (a) \quad u|_{\Gamma_D} = u_D, \quad (b) \quad b(x)\rho(|\nabla u|^2) \frac{\partial u}{\partial n}|_{\Gamma_N} = q_N,\]

where \(\frac{\partial}{\partial n}\) is the derivative in the direction of the outer unit normal to \(\partial \Omega\) and \(u_D, q_N\) are given functions. We assume that

\[(1.1.4) \quad \partial \Omega = \overline{\Gamma_D} \cup \overline{\Gamma_N}, \quad \Gamma_D \cap \Gamma_N = \emptyset,\]

where the sets \(\Gamma_D\) and \(\Gamma_N\) are formed by a finite number of open arcs (i.e., arcs without their end points) and \(\overline{\Gamma_D}, \overline{\Gamma_N}\) denote the closures of \(\Gamma_D\) and \(\Gamma_N\), respectively.

We assume that the velocity potential \(u\) is a single-valued function in \(\Omega\). This is true, e.g., if the domain \(\Omega\) is simply connected. In multiply connected domains (flow past profiles) the situation becomes more complicated, owing to the fact that \(u\) is a multivalued function. We must incorporate the so-called Kutta-Joukowski trailing condition. For simplicity we do not consider this case.

The study of the boundary value problem (1.1.1), (1.1.3, a–b) is fraught with difficulties caused by the nonlinearity of equation (1.1.1) and the fact that it is of mixed type: equation (1.1.1) is

\[
\text{elliptic for } \quad |\nabla u|^2 < \frac{2a_0^2}{\kappa + 1} \quad (\text{subsonic flow}),
\]

\[
\text{parabolic for } \quad |\nabla u|^2 = \frac{2a_0^2}{\kappa + 1} \quad (\text{sonic flow}),
\]

\[
\text{hyperbolic for } \quad |\nabla u|^2 > \frac{2a_0^2}{\kappa + 1} \quad (\text{supersonic flow}).
\]

We say that the flow in \(\Omega\) is transonic, if there are two nonempty subsets \(\Omega_1, \Omega_2 \subset \Omega\) such that the flow is subsonic in \(\Omega_1\) and supersonic in \(\Omega_2\). The boundary between \(\Omega_1\) and \(\Omega_2\) is not known in advance and depends on the solution of equation (1.1.1). This boundary is usually formed by sonic lines and shock waves (or briefly shocks), characterized by jumps in the velocity and density. This means that the velocity potential \(u\) is not continuously differentiable in \(\Omega\).

Across the shock \(\Gamma\) we consider the Rankine-Hugoniot transition conditions

\[(1.1.6) \quad (a) \quad \left| \frac{\partial u}{\partial t} \right|^- = \left| \frac{\partial u}{\partial t} \right|^+ \quad \text{on } \Gamma,
\]

\[
(b) \quad \rho(|\nabla u|^2) \frac{\partial u}{\partial n}^- = \rho(|\nabla u|^2) \frac{\partial u}{\partial n}^+ \quad \text{on } \Gamma,
\]

where \(-\) or \(+\) denotes the quantities in front of, or behind, the shock wave (with respect to the flow direction), respectively. By vertical bars and \(\frac{\partial}{\partial t}\) and \(\frac{\partial}{\partial n}\) we denote here the derivatives with respect to the tangential and normal directions to the shock, respectively.

The fact that transonic flow with shock waves is an irreversible process requires the incorporation of the second law of thermodynamics into our model. We express it as the entropy condition

\[(1.1.7) \quad |\nabla u|^2^- > |\nabla u|^2^+ \quad \text{on } \Gamma,\]
which means that the velocity must decrease across the shock wave.

We remark that the transition across the shock is connected with an increase of the entropy and a rise of the vorticity. Therefore, the model of irrotational and homentropic flows can only be used provided the quantity \( |\nabla u|^2 \) does not exceed \( 2a_0^2/(\kappa + 1) \) too much. Then only so-called weak shocks occur, and the entropy increase as well as the vorticity production across the shock are negligible. This allows us to modify the function \( \rho(s) \) given in (1.1.2) close to the point \( 2a_0^2/(\kappa + 1) \) and to extend it onto the interval \([0, +\infty)\) in such a way that

\[
\begin{align*}
(a) \quad \rho & \in C^1([0, +\infty)), \\
(b) \quad \rho(s) &= \rho_0 \left(1 - \frac{\kappa - 1}{2a_0^2} s\right)^{1/(\kappa - 1)} \quad \text{for } s \in [0, s_1] \\
(c) \quad 0 < \rho_\infty \leq \rho(s) \leq \rho_0, \\
       |\rho'(s)(1 + s)| &\leq c_0, \\
       \rho'(s) &\leq 0 \quad \text{for all } s \in [0, +\infty). 
\end{align*}
\]

Here, \( \rho_0, \rho_\infty, c_0 > 0 \) are constants.

Of course, if \( u \) is a solution of equation (1.1.1) with the modified density \( \rho \) satisfying (1.1.8), then the corresponding velocity field \( v = \nabla u \) has physical sense, provided

\[
|\nabla u|^2 \leq s_1.
\]

1.2. Formulation of the problem. In the following we shall assume that the boundary \( \partial \Omega \) is Lipschitz continuous and piecewise of class \( C^3 \). By the symbols \( C^k(\Omega), C^\infty(\Omega), L^p(\Omega), W^k,p(\Omega), \) etc. we shall denote the well-known spaces of continuously differentiable functions, Lebesgue and Sobolev spaces of measurable functions, equipped with their usual norms (see, e.g., [26, 31, 6]). We set \( C^\infty(\Omega) = \{v \in C^\infty(\Omega); \supp v \subset \Omega\} \), where \( \supp v = \{x; v(x) \neq 0\} \) is the support of \( v \). Beside the norm in \( W^{1,2}(\Omega) \),

\[
\|u\|_{W^{1,2}(\Omega)} = \left(\int_\Omega (u^2 + |\nabla u|^2) \, dx\right)^{1/2},
\]

we shall use the seminorm

\[
|u|_{W^{1,2}(\Omega)} = \left(\int_\Omega |\nabla u|^2 \, dx\right)^{1/2}.
\]

The concept of the above spaces will also be employed for other open sets, and we shall use a similar notation.

By meas we shall denote the two-dimensional Lebesgue measure.

1.2.3. Assumptions on data. (A) There exists a domain \( \tilde{\Omega} \subset \mathbb{R}^2 \) and constants \( b_1, b_2 \) such that

\[
\tilde{\Omega} \subset \tilde{\Omega}, \quad b \in C^1(\tilde{\Omega}), \quad 0 < b_1 \leq b \leq b_2 < +\infty \quad \text{in } \tilde{\Omega};
\]
(B) \( q_N : \overline{\Gamma}_N \rightarrow \mathbb{R}^1 \), \( q_N \in L^\infty(\Gamma_N) \), \( q_N \) is piecewise of the class \( C^2 \) on \( \overline{\Gamma}_N \); if \( \Gamma_D = \emptyset \), then
\[
\int_{\partial \Omega} q_N dS = 0;
\]
(C) \( u_D : \overline{\Gamma}_D \rightarrow \mathbb{R}^1 \), \( u_D = u^*|_{\Gamma_D} \), where \( u^* \in W^{1, \infty}(\mathbb{R}^2) \) (the restriction \( u^*|_{\Gamma_D} \) is meant to be in the sense of traces on \( \partial \Omega \)); if \( \Gamma_D = \emptyset \), we set \( u^* \equiv 0 \).

1.2.4. Classical formulation. For simplicity, let us assume that \( \Omega \) is a simply connected domain (e.g., in the form of a channel) and that there exists only one shock wave in \( \Omega \) represented by a smooth arc \( \Gamma \) such that \( \Omega = \Omega^- \cup \Omega^+ \), where \( \Omega^- \), \( \Omega^+ \) are disjoint nonempty domains. Let us consider the flow direction from \( \Omega^- \) to \( \Omega^+ \). Then we can introduce

1.2.5. Definition. A function \( u : \overline{\Omega} \rightarrow \mathbb{R}^1 \) is a classical solution of the transonic flow problem in \( \Omega \), if

1. \( u \in C^0(\overline{\Omega}) \),
2. \( u|_{\Omega^\pm} \in C^2(\Omega^\pm) \),
3. \( u \) satisfies (1.1.1) in \( \Omega^- \cup \Omega^+ \) and (1.1.3, a–b) on \( \partial \Omega \),
4. \( u \) satisfies (1.1.6, b).

We say that \( u \) is a physical solution, if it satisfies (1.1.7) on \( \Gamma \) and (1.1.9) in \( \Omega^- \cup \Omega^+ \).

Let us note that (1.1.6, a) is automatically satisfied if (1) and (2) hold.

1.2.6. Weak formulation. Let us introduce the spaces

\[
\mathcal{V} = \{ v \in C^\infty(\overline{\Omega}) ; \text{supp} v \subset \Omega \cup \Gamma_N \} \quad \text{if} \quad \Gamma_D \neq \emptyset ,
\]
(1.2.7)
(\text{b}) \( \mathcal{V} = \left\{ v \in C^\infty(\overline{\Omega}) ; \int_{\Omega} v \, dx = 0 \right\} \quad \text{if} \quad \Gamma_D = \emptyset \)

and set
\[
V = \overline{\mathcal{V}}^{W^{1,2}(\Omega)} = \text{the closure of } \mathcal{V} \text{ in } W^{1,2}(\Omega).
\]

1.2.9. Lemma. We have

(a) \( V = \{ v \in W^{1,2}(\Omega) ; v|_{\Gamma_D} = 0 \} \) if \( \Gamma_D \neq \emptyset \).
(b) \( V = \{ v \in W^{1,2}(\Omega) ; \int_{\Omega} v \, dx = 0 \} \) if \( \Gamma_D = \emptyset \).

The proof of case (a) can be found in [12]; in case (b) we use regularization (cf. [26], [31]). □

1.2.10. Lemma. There exists a constant \( \hat{c} > 0 \) such that
\[
\| u \|_{W^{1,2}(\Omega)} \leq \hat{c} |u|_{W^{1,2}(\Omega)} \quad \forall u \in V.
\]
Hence, \( | \cdot |_{W^{1,2}(\Omega)} \) is a norm in \( V \) equivalent to the norm \( \| \cdot \|_{W^{1,2}(\Omega)} \).

The proof follows from Friedrichs’ or Poincaré’s inequality in the case 1.2.9, (a) or (b), respectively (cf. [31]). □

Further, let us define the forms
\[
a(u, v) = \int_{\Omega} bp(|\nabla u|^2) \nabla u \cdot \nabla v \, dx , \quad u, v \in W^{1,2}(\Omega),
\]
\[
L(v) = \int_{\Gamma_N} q_N v \, dS , \quad v \in W^{1,2}(\Omega),
\]
which are linear with respect to \( v \).
1.2.13. Lemma. There exist constants $c, \alpha > 0$ such that for all $u, v, w \in W^{1,2}(\Omega)$

(a) $|a(u, v)| \leq c\|u\|_{W^{1,2}(\Omega)}\|v\|_{W^{1,2}(\Omega)}$

(b) $a(v, v) \geq \alpha\|v\|_{W^{1,2}(\Omega)}^2$

(c) $|a(u, w) - a(v, w)| \leq c|u - v|_{W^{1,2}(\Omega)}\|w\|_{W^{1,2}(\Omega)}$

(d) $|L(v)| \leq c\|v\|_{W^{1,2}(\Omega)}$

Hence, the functions $a(u, \cdot)$ ($u \in W^{1,2}(\Omega)$) and $L$ are continuous linear functionals on $W^{1,2}(\Omega)$.

The proof follows from properties (1.1.8) of the function $\rho$ and assumptions 1.2.3 (A), (B). See, e.g., [3]. \(\square\)

The weak formulation of the problem can be derived in a standard way. Starting from the classical solution in the sense of Definition 1.2.5, we multiply (1.1.1) by an arbitrary $v \in V$, integrate over $\Omega$, apply Green's theorem, and use (1.1.3, b), (1.1.6, b), (1.2.8), and Lemma 1.2.9. We obtain the following problem: Find $u: \Omega \rightarrow \mathbb{R}$ such that

(1.2.14)

(a) $u \in W^{1,2}(\Omega)$,

(b) $u - u^* \in V$,

(c) $a(u, v) = L(v) \quad \forall v \in V$.

We call $u$ a weak solution of problem (1.1.1), (1.1.3, a–b), (1.1.6, a–b).

It is easy to show that problems 1.2.5 (1)–(4) and (1.2.14, a–c) are formally equivalent. This means that the classical solution $u$ satisfies (1.2.14, a–c) and conversely, a weak solution satisfying conditions (1), (2) of 1.2.5 is a classical solution. However, the concept of a weak solution is more general, and it can also be used for transonic flow with several shock waves.

1.2.15. Weak formulation of the entropy condition. In order to get a physical weak solution, it is necessary that this solution fulfills condition (1.1.9) and satisfies, in addition, the entropy condition (1.1.7) in a suitable sense.

Glowinski and Pironneau ([24, 5, 22, 23]) originally suggested an equivalent form of the entropy condition (1.1.7), which reads

(1.2.16) $-\int_{\Omega} \nabla u \cdot \nabla v \, dx \leq K \int_{\Omega} v \, dx \quad \forall v \in C_0^\infty(\Omega)^+$.

Here, $K \geq 0$ is a suitable constant and

(1.2.17) $C_0^\infty(\Omega)^+ = \{ v \in C_0^\infty(\Omega) \, ; \, v \geq 0 \text{ in } \Omega \}$.

This condition has a very strong compactifying property, as has been pointed out in [15, 16, 32]. Nevertheless, its discrete analogue on unstructured meshes causes sometimes instabilities near the solid wall boundary, where the supersonic pocket occurs. Therefore, it was suggested to apply condition (1.2.16) with test functions from $C^\infty(\bar{\Omega})^+$ instead of $C_0^\infty(\Omega)^+$. However, this modification is no longer consistent with the original (1.1.7) and moreover, in our numerical experiments we observed that its discretization causes convergence problems of the numerical scheme on the inflow and outflow boundary.

In order to overcome these various difficulties, we shall develop a new approach, which has good properties both from the theoretical and numerical point of view.
We assume that the Neumann boundary $\Gamma_N$ is split into two parts $\Gamma_N^0$ and $\Gamma_N^1$ satisfying
\begin{equation}
(1.2.18)
\Gamma_N = \Gamma_N^0 \cup \Gamma_N^1, \quad \Gamma_N^0 \cap \Gamma_N^1 = \emptyset,
q_N|_{\Gamma_N^0} \equiv 0, \quad q_N|_{\Gamma_N^1} \neq 0.
\end{equation}
We assume that $\Gamma_N^0$ and $\Gamma_N^1$ are unions of a finite number of open arcs.

In order to reformulate condition (1.1.7), we introduce the following sets:
\begin{equation}
(1.2.19) \mathcal{E}^+ = \{ v \in C^\infty(\overline{\Omega}) ; \text{supp} v \subset \Omega \cup \Gamma_N^0, \, v \geq 0 \text{ in } \Omega \},
\end{equation}
\begin{equation}
(1.2.20) E^+ = \overline{\mathcal{E}^+}^{W^{1,2}(\Omega)}.
\end{equation}
Using the techniques from [12], we can show that
\begin{equation}
(1.2.21) E^+ = \{ v \in W^{1,2}(\Omega) ; v|_{\Gamma_N \cup \Gamma_N^0} = 0, \, v \geq 0 \text{ in } \Omega \}.
\end{equation}
Now the modified entropy condition has the form
\begin{equation}
(1.2.22) - \int_{\Omega} \nabla u \cdot \nabla v \, dx \leq K \int_{\Omega} v \, dx \quad \forall v \in \mathcal{E}^+.
\end{equation}
In view of (1.2.20), we can also use $v \in E^+$ as test functions in (1.2.22). Further, it is evident that (1.2.22) implies (1.2.16). If we assume regularity of the solution $u$ and the shock wave $\Gamma$ mentioned in Definition 1.2.5, then by virtue of (1.2.18) it is possible to prove the equivalence of (1.2.22) and (1.1.7).

In view of the above considerations we define in $W^{1,2}(\Omega)$ the closed convex subset of admissible functions
\begin{equation}
(1.2.23) \varphi_{s_1,K} \left\{ u \in W^{1,\infty}(\Omega) ; \| \nabla u \|_{L^\infty(\Omega)}^2 \leq s_1, \right. \end{equation}
\begin{equation}
\left. - \int_{\Omega} \nabla u \cdot \nabla v \, dx \leq K \int_{\Omega} v \, dx \quad \forall v \in \mathcal{E}^+ \right\}
\end{equation}
and introduce the following
\begin{equation}
1.2.24. \text{Definition.} \text{ We say that } u: \overline{\Omega} \to \mathbb{R}^1 \text{ is a weak physical solution of the transonic flow problem, if it satisfies (1.2.14, a–c) and, moreover, } u \in \varphi_{s_1,K} \text{ for some } K \geq 0.
\end{equation}

2. Discrete problem

2.1. Triangulations and finite element spaces. Let us consider systems
\begin{equation}
\{ \Omega_h \}_{h \in (0, h_0)} \quad (h_0 > 0)
\end{equation}
of polygonal approximations of $\Omega$ and triangulations
\begin{equation}
\{ \mathcal{T}_h \}_{h \in (0, h_0)}
\end{equation}
of $\Omega_h$ with the following properties:
\begin{enumerate}
\item[(a)] the vertices of $\Omega_h$ lie on $\partial \Omega$,
\item[(b)] $\mathcal{T}_h$ is formed by a finite number of closed triangles,
\item[(c)] $\Omega_h = \bigcup_{T \in \mathcal{T}_h} T$,
\end{enumerate}
\begin{equation}
(2.1.1)
\item[(d)] if $T_1, \, T_2 \in \mathcal{T}_h$, then either $T_1 \cap T_2 = \emptyset$ or $T_1 \cap T_2$ is a common vertex or a common side of $T_1, \, T_2$,
\item[(e)] if $T \in \mathcal{T}_h$, then at most two vertices of $T$ lie on $\partial \Omega$.
\end{enumerate}
We denote by \( \sigma_h = \{ P_1, \ldots, P_{N_h} \} \) the set of all vertices of \( \mathcal{T}_h \) and let

\begin{enumerate}[(a)]
\item \( \sigma_h \subset \bar{\Omega}, \sigma_h \cap \partial \Omega_h \subset \partial \Omega, \)
\item \( \Gamma_D \cap \bar{\Gamma}_N, \Gamma_N^0 \cap \bar{\Gamma}_N^1 \subset \sigma_h, \)
\item the points of \( \partial \Omega \), where either the condition of \( C^3 \)-smoothness of \( \partial \Omega \) or the condition of \( C^2 \)-smoothness of \( q_N \) are not satisfied, are elements of \( \sigma_h \).
\end{enumerate}

(2.1.2)

By \( h_T \) and \( \partial_T \) we shall denote the length of the maximal side and the magnitude of the minimal angle of \( T \in \mathcal{T}_h \), respectively. We set

\[
(2.1.3) \quad h = \max_{T \in \mathcal{T}_h} h_T, \quad \partial_T = \min_{T \in \mathcal{T}_h} \partial_T.
\]

We shall assume that the system \( \{\mathcal{T}_h\}_{h \in (0, h_0)} \) is regular. This means that there exists \( \theta_0 \) such that

\[
(2.1.4) \quad \theta_h \geq \theta_0 > 0 \quad \forall h \in (0, h_0).
\]

By \( \bar{\Gamma}_D_h, \bar{\Gamma}_N_h, \bar{\Gamma}_N^0, \) and \( \bar{\Gamma}_N^1 \) we denote the approximation of \( \bar{\Gamma}_D, \bar{\Gamma}_N, \bar{\Gamma}_N^0, \) and \( \bar{\Gamma}_N^1 \), respectively.

Approximate solutions to problem (1.2.14, a–c) will be sought in the finite-dimensional space of conforming piecewise linear elements

\[
(2.1.5) \quad X_h = \{ v_h ; v_h \in C^0(\overline{\Omega}_h), v_h \text{ is affine on each } T \in \mathcal{T}_h \}.
\]

The space \( V \) will be approximated by

\[
(2.1.6) \quad V_h = \begin{cases} v_h \in X_h ; v_h |_{\Gamma_D_h} = 0 & \text{if } \Gamma_D \neq \emptyset, \\ v_h \in X_h ; v_h(P_i) = 0 \forall P_i \in \sigma_h \cap \bar{\Gamma}_D & \text{if } \Gamma_D = \emptyset, \\ \int_{\Omega_h} v_h \, dx = 0 \end{cases}
\]

(2.1.7)

By \( w_h, i = 1, \ldots, N_h \), we denote the basis functions in \( X_h \) with the property \( w_h(P_j) = \delta_{ij}, i, j = 1, \ldots, N_h \).

We further denote by \( r_h : \sigma_h \rightarrow X_h \) the operator of the Lagrange interpolation:

\[
(2.1.7) \quad r_h v \in X_h, \quad (r_h v)(P_i) = v(P_i) \quad \forall P_i \in \sigma_h \quad \text{for } v : \sigma_h \rightarrow \mathbb{R}^1.
\]

2.2. Finite element discretization of the problem. Let the form \( a(u, v) \) be approximated by

\[
(2.2.1) \quad \bar{a}_h(u, v) = \int_{\Omega_h} b \rho |(\nabla u)|^2 \nabla u \cdot \nabla v \, dx, \quad u, v \in W^{1,2}(\Omega_h).
\]

In order to approximate \( L(v) \), we shall introduce an approximation \( q_{N_h} : \bar{\Gamma}_N_h \rightarrow \mathbb{R}^1 \) of \( q_N \). Let \( x_1^S, x_2^S \) be the local Cartesian coordinates in the neighborhood of a side \( S \subset \partial \Omega_h \) of a triangle \( T \in \mathcal{T}_h \) adjacent to \( \partial \Omega_h \) such that \( x_1^S \) and \( x_2^S \) are measured in the tangential and normal direction to \( S \), respectively. Now (provided \( h \in (0, h_0) \) and \( h_0 \) is sufficiently small), the arc \( \Sigma \subset \partial \Omega \) approximated by the side \( S \), can be expressed by the graph of a function \( x_2^S = \)
\( \varphi_h^S(x_1^S), \ x_1^S \in [0, s(S)] \) \( (s(S) = \) the length of \( S \) \). Then for \( S \subset \Gamma_{N_h} \) and \( \Sigma \subset \Gamma_N \) we define \( q_{N_h}|_S \) as
\[
q_{N_h}(x_1^S) = q_N(x_1^S, \varphi_h^S(x_1^S))
\]
and put
\[
(2.2.3) \quad \tilde{L}_h(v_h) = \int_{\Gamma_{N_h}} q_{N_h}v \, dS, \quad v \in W^{1,2}(\Omega_h).
\]
We note that from the assumption that \( \partial \Omega \) is Lipschitz continuous and piece-wise of class \( C^3 \) it follows that (cf. [14, §3.3])
\[
|\varphi_h^S(x_1^S)| \leq ch^2, \quad x_1^S \in [0, s(S)].
\]
Here and in the sequel, \( c \) denotes a \textit{generic constant} independent of \( h \), which can have different values at different places.

From the Sobolev imbedding theorems ([6, 26, 31]) it follows that
\[
W^{1,p}(\Sigma) \subset C^{0}(\Sigma) \quad \text{for} \ p \in (2, \infty).
\]
Therefore, each \( v \in W^{1,r}(\Sigma) \) is for \( r > 2 \) defined on the set \( \sigma_h \), and we can construct its Lagrange interpolant \( r^v \).

The approximation of the Dirichlet boundary data \( u^* \in W^{1,\infty}(\mathbb{R}^2) \) is given by
\[
(2.2.6) \quad u_h^* = r_h u^* \in X_h.
\]
Now we could already formulate the discrete problem of (1.2.14, a–c). However, in practice the integrals in (2.2.1) and (2.2.3) are evaluated by \textit{numerical integration}. We write
\[
(a) \quad \int_{T \in \mathcal{T}_h} F \, dx = \sum_{T \in \mathcal{T}_h} \int_T F \, dx,
\]
\[
(b) \quad \int_{T} F \, dx \approx \text{meas}(T) \sum_{k=1}^{k_T} \omega_{T,k} F(x_{T,k}) \quad \text{if} \ F \in C^0(T).
\]
Here, \( x_{T,k} \in T \) and \( \omega_{T,k} \in \mathbb{R}^1 \). We shall assume that
\[
(a) \quad \omega_{T,k} > 0,
\]
\[
(b) \quad \sum_{k=1}^{k_T} \omega_{T,k} = 1.
\]
Similarly, we evaluate integrals over \( \Gamma_{N_h} \):
\[
(a) \quad \int_{\Gamma_{N_h}} F \, dS = \sum_{S \subset \Gamma_{N_h}} \int_S F \, dS,
\]
\[
(b) \quad \int_{S} F \, dS \approx s(S) \sum_{j=1}^{k_S} \beta_{S,j} F(x_{S,j}) \quad \text{if} \ F \in C^0(S),
\]
where \( x_{S,j} \in S, \ \beta_{S,j} \in \mathbb{R}^1 \) and \( S \subset \Gamma_{N_h} \) is a side of a triangle \( T \in \mathcal{T}_h \). We assume that
\[
(2.2.9, b) \quad \text{order of the integration formulas} \ (2.2.7, b) \text{ and} \ (2.2.9, b) \geq 1.
\]
If we approximate the forms $\hat{a}_h$ and $\tilde{L}_h$ by means of (2.2.7, a–b) and (2.2.9, a–b), then for $u_h, v_h \in X_h$ we get

(a) $ah(u_h, v_h) = \sum_{T \in \mathcal{T}_h} \text{meas}(T) \rho(|(\nabla u_h|_T)|^2) \nabla u_h|_T \cdot \nabla v_h|_T \sum_{j=1}^{k_T} \omega_{T,j} b(x_{T,j}),$

(b) $L_h(v_h) = \sum_{S \subseteq \mathcal{F}_h} s(S) \sum_{j=1}^{k_S} \beta_{s,j} q_{N_h}(x_{S,j}) v_h(x_{S,j}).$

(2.2.11)

Note that if all $x_{T,j} \in \mathcal{T}_h$ and $x_{S,j} \in \mathcal{T}_h \cap \bar{\mathcal{F}_N}$, then for practical computations it is not necessary to extend the function $b$ outside of $\Omega$ and to introduce the approximation $q_{N_h}$ of $q_N$.

From the results of [20, Theorems 2.2.4 and 2.2.7] it is known that because of (1.1.8), 1.2.3, (2.2.8), and (2.2.10), the following estimates hold:

(2.2.12) $|a_h(u_h, v_h) - \hat{a}_h(u_h, v_h)| \leq ch(1 + \|u_h\|_{W^{1,2}(\Omega_h)}) \|v_h\|_{W^{1,2}(\Omega_h)}$

\[ \forall u_h, v_h \in X_h, \forall h \in (0, h_0), \]

(2.2.13) $|L_h(v_h) - \tilde{L}_h(v_h)| \leq ch\|v_h\|_{W^{1,2}(\Omega_h)} \forall v_h \in X_h, \forall h \in (0, h_0).$

In view of later considerations we shall add to $L_h$ a continuous linear perturbation functional $\mathcal{K}_h : V_h \to \mathbb{R}^1$ which has the property

(2.2.14) $\lim_{h \to 0} \left\{ \sup_{v_h \in V_h \setminus 0} \frac{|\mathcal{K}_h(v_h)|}{\|v_h\|_{W^{1,2}(\Omega_h)}} \right\} = 0.$

(Its form will be specified later.)

Now we come to

2.2.15. **Discrete problem.** Find $u_h : \overline{\Omega}_h \to \mathbb{R}^1$ such that

(a) $u_h \in X_h,$

(b) $u_h - u^*_h \in V_h,$

(c) $a_h(u_h, v_h) = L_h(v_h) + \mathcal{K}_h(v_h) \forall v_h \in V_h.$

Using the same techniques as in [19, 21], we can prove the solvability of problem (2.2.16, a–c):

2.2.17. **Theorem.** For each $h \in (0, h_0)$ there exists at least one solution $u_h$ of problem (2.2.16, a–c) which satisfies the estimate

$\|u_h\|_{W^{1,2}(\Omega_h)} \leq c, \quad h \in (0, h_0),$

with $c$ independent of $h$.

In the discretization of the entropy condition (1.2.22) we can proceed in a natural way, leading to

(2.2.18) $- \int_{\Omega_h} \nabla u_h \cdot \nabla v_h \, dx \leq K \int_{\Omega_h} v_h \, dx$

\[ \forall v_h \in E_h^+ = \{ v_h \in X_h : v_h|_{\bar{\Gamma}_h \cup \bar{\mathcal{F}_N}_h} = 0 \text{ and } v_h \geq 0 \text{ in } \overline{\Omega}_h \}. \]
However, it will be convenient to generalize this condition in the following way:

2.2.19. Definition. Let $K \geq 0$ be an arbitrary fixed constant. A function $u_h \in X_h$ satisfies the discrete entropy condition, if

$$
(2.2.20) \quad - \int_{\Omega_h} \nabla u_h \cdot \nabla v_h \, dx \leq K \int_{\Omega_h} v_h \, dx + \gamma(h) \|v_h\|_{L^\infty(\Omega_h)} \quad \forall v_h \in E_h^+,
$$

where $\gamma : (0, h_0) \to [0, +\infty)$ and

$$
(2.2.21) \quad \lim_{h \to 0^+} \gamma(h) = 0.
$$

2.2.22. Definition. We say that $u_h : \overline{\Omega_h} \to \mathbb{R}^1$ is a physical approximate solution of the transonic flow problem if it satisfies (2.2.16, a–c) (where $\mathcal{H}_h$ has property (2.2.14)) and

$$
(2.2.23) \quad u_h \in \phi_{s_1, K, h} := \{ \varphi_h \in X_h ; \| \nabla \varphi_h \|_{L^\infty(\Omega_h)} \leq s_1 \text{ and } \varphi_h \text{ satisfies the discrete entropy condition (2.2.20)} \}.
$$

Let us remark that Theorem 2.2.17 does not guarantee the existence of a solution that satisfies, in addition, the discrete entropy condition and the uniform pointwise estimate for the gradient. Therefore, we shall reformulate the discrete problem in a suitable way which takes these features into account.

2.3. Least squares method with penalization. In this subsection we shall reformulate the problem of finding a physical approximate solution as a minimization problem. This approach was introduced by Glowinski and Pironneau in their paper [24]. (Cf. also [3, 4, 5, 22, 23].) Instead of seeking the solution $u_h$ of (2.2.16, a–c) satisfying (2.2.23), we shall solve an appropriate minimization problem.

Let us denote $A_i = \text{meas(supp} w_{i,h})$, $i = 1, \ldots, N_h$. Further, we define the set

$$
(2.3.1) \quad \hat{\sigma}_h = \{ P_i \in \sigma_h : P_i \notin \overline{D} \cup \overline{\Gamma}_N \}.
$$

Now we introduce the positive functional $\mathcal{J}_h : X_h \to \mathbb{R}^1$ by

$$
(2.3.2) \quad \mathcal{J}_h(\varphi_h) := \frac{1}{2} \int_{\Omega_h} |\nabla \xi_h(\varphi_h)|^2 \, dx + \mu \frac{1}{2} \sum_{P_i \in \hat{\sigma}_h} \frac{1}{A_i^e} \left( \int_{\Omega_h} \nabla \varphi_h \cdot \nabla w_{i,h} \, dx - K \int_{\Omega_h} w_{i,h} \, dx \right)^+, \n$$

where $\mu > 0$, $K \geq 0$, $\varepsilon > 0$ are arbitrary but fixed constants and $(t)^+ = \max(t, 0)$ for $t \in \mathbb{R}^1$. The function $\xi_h := \xi_h(\varphi_h)$ is defined as a solution of the discrete weak Poisson problem

$$
(2.3.3) \quad \begin{array}{l}
\xi_h \in V_h, \\
\int_{\Omega_h} \nabla \xi_h \cdot \nabla v_h \, dx = a_h(\varphi_h, v_h) - L_h(v_h) \quad \forall v_h \in V_h.
\end{array}
$$
The functional $\mathcal{J}_h$ can be considered as a cost functional with (2.3.3) as the corresponding state equation. Note that the function $\xi_h(\varphi_h)$ is a weighted residual of the expression $a_h(\varphi_h, \psi_h) - L_h(\psi_h)$. Clearly, if $\mathcal{J}_h(\varphi_h) = 0$ for some $\varphi_h \in u_h^* + V_h := \{u_h \in X_h; u_h = u_h^* + z_h, z_h \in V_h\}$, then $\xi_h(\varphi_h) = 0$, and $\varphi_h$ is a solution of (2.2.16, a-c) with $\mathcal{R}_h \equiv 0$.

In order to incorporate the discrete entropy condition (2.2.18), Glowinski and Pironneau introduced the penalty functional $\mathcal{P}_h : X_h \to \mathbb{R}$

$$
(2.3.4) \quad \mathcal{P}_h(\varphi_h) := \mu \sum_{P_k \in \partial_h} \frac{1}{A_i^e} \left[ (- \int_{\Omega_h} \nabla \varphi_h \cdot \nabla w_h \, dx - K \int_{\Omega_h} w_h \, dx)^2 \right].
$$

However, they considered the case $\varepsilon \equiv 1$ and $\sigma_h = \sigma_h \cap \Omega_h$. It had been observed in Berger's paper [3] that the case $\varepsilon > 1$ leads to a convergence problem, provided $\Omega$ is a polygonal domain. Without the incorporation of $\mathcal{P}_h$ into the functional $\mathcal{J}_h$ one obtains nonphysical solutions with expansion shocks as a minimizer of $\mathcal{J}_h$ (see Glowinski and Pironneau [24] and Berger, Warnecke, and Wendland [4]).

We now define a family of functions $\{u_h\}_{h \in (0, h_0)}$ by the solution of the discrete minimization problem

$$
(2.3.5) \quad \mathcal{J}_h(u_h) := \min_{\varphi_h \in u_h^* + V_h, \|\nabla \varphi_h\|_{L^\infty(\Omega_h)} \leq s_2} \mathcal{J}_h(\varphi_h).
$$

Here, $s_2 \in [0, \infty)$ is an arbitrary but fixed constant. The functional $\mathcal{J}_h$ is continuous, and its minimum over the finite-dimensional closed bounded set $K_{s_2, h} := \{\varphi_h; \varphi_h \in u_h^* + V_h, \|\nabla \varphi_h\|_{L^\infty(\Omega_h)} \leq s_2\}$ is obtained in at least one element $u_h \in K_{s_2, h}$.

For our further considerations we shall introduce the following definition and mention some results which will be used later.

2.3.6. Definition. We say that the family $\{T_h\}$ of triangulations is quasiuniform if each triangle $T \in T_h$ contains a circle of radius $c_1 h$ and if it is contained in a circle of radius $c_2 h$. Here, $c_1$ and $c_2$ are constants independent of $h$ and $T$.

The following estimates can be derived for a quasiuniform family of triangulations (cf., e.g., [6]):

$$
(2.3.7) \quad \|\nabla w_h\|_{L^\infty(\Omega_h)} \leq \frac{c}{h}, \quad i = 1, \ldots, N_h,
$$

$$
(2.3.8) \quad ch^2 \leq A_i \leq Ch^2, \quad i = 1, \ldots, N_h,
$$

$$
(2.3.9) \quad N_h \leq \frac{c}{h^2}.
$$

Here, $c$, $C$ are positive constants independent of $h$.

Now we shall prove that the family $\{u_h\}$ defined by (2.3.5) satisfies an estimate which already looks similar to the entropy condition (2.2.20). The technique of the proof is similar to the one for Theorem 4.1 in Berger [3].

2.3.10. Theorem. Let $\{T_h\}_{h \in (0, h_0)}$ be a quasiuniform family of triangulations, or more generally, let $\{T_h\}$ be such that (2.3.9) holds. Then the family
\( \{u_h\}_{h \in (0, h_0)} \) of solutions of the minimization problem (2.3.5) satisfies the inequality

\[
- \int_{\Omega_h} \nabla u_h \cdot \nabla v_h \, dx \leq K \int_{\Omega_h} v_h \, dx + c \sqrt{\mathcal{P}_h(u_h)} h^{\epsilon-1} \|v_h\|_{L^\infty(\Omega_h)} \\
\forall v_h \in E_h^+.
\]

(The constant \( c > 0 \) is independent of \( h \).)

**Proof.** Let \( v_h \in E_h^+ \). Then, by the definition of \( \mathcal{P}_h(u_h) \) and the Cauchy inequality, we obtain

\[
- \int_{\Omega_h} \nabla u_h \cdot \nabla v_h \, dx - K \int_{\Omega_h} v_h \, dx \\
= \sum_{P_i \in \partial_h} v_h(P_i) \left( - \int_{\Omega_h} \nabla u_h \cdot \nabla w_{h_i} \, dx - K \int_{\Omega_h} w_{h_i} \, dx \right) \\
\leq \sum_{P_i \in \partial_h} v_h(P_i) \left( - \int_{\Omega_h} \nabla u_h \cdot \nabla w_{h_i} \, dx - K \int_{\Omega_h} w_{h_i} \, dx \right)^+ \\
\leq \|v_h\|_{L^\infty(\Omega_h)} \sum_{P_i \in \partial_h} \left( - \int_{\Omega_h} \nabla u_h \cdot \nabla w_{h_i} \, dx - K \int_{\Omega_h} w_{h_i} \, dx \right)^+ \\
\leq \|v_h\|_{L^\infty(\Omega_h)} \sqrt{N_h} \left\{ \sum_{P_i \in \partial_h} \frac{A_i^e}{A_i^\epsilon} \left( - \int_{\Omega_h} \nabla u_h \cdot \nabla w_{h_i} \, dx - K \int_{\Omega_h} w_{h_i} \, dx \right)^+ \right\}^{1/2} \\
\leq \|v_h\|_{L^\infty(\Omega_h)} \sqrt{N_h} \max_{i=1, \ldots, N_h} A_i^{\epsilon/2} \sqrt{\frac{2}{\mu} \mathcal{P}_h(u_h)}.
\]

Using (2.3.8) and (2.3.9), we immediately obtain (2.3.11). \( \Box \)

2.3.12. **Remark.** If \( \Gamma_D = \emptyset \) or \( u^* = 0 \), then it is easy to prove that \( \mathcal{P}_h(u_h) \) is uniformly bounded by a constant independent of \( h \) (see [3, Lemma 4.1]). Hence, (2.3.11) implies that for these cases

\[
- \int_{\Omega_h} \nabla u_h \cdot \nabla v_h \, dx \leq K \int_{\Omega_h} v_h \, dx + c h^{\epsilon-1} \|v_h\|_{L^\infty(\Omega_h)} \\
\forall v_h \in E_h^+
\]

is valid, and for \( \epsilon > 1 \) the solutions of the minimization problem (2.3.5) satisfy the discrete entropy condition (2.2.20), (2.2.21).

3. **Convergence**

Here we shall deal with the convergence of the approximate finite element solutions \( u_h \) of the transonic flow problem to an exact solution, provided \( h \to 0 \). The main tools are the compactification properties of the entropy condition (discovered by Feistauer, Mandel, Nečas [15, 16, 27] and generalized by Berger [3]) and the analysis of the finite element variational crimes for nonlinear elliptic problems by Feistauer, Ženíšek, Sobotíková [19, 20, 21].

3.1. **Preliminaries.** In the sequel we shall consider a family \( \{T_h\}_{h \in (0, h_0)} \) of triangulations of the domains \( \Omega_h \) and assume that \( h_0 > 0 \) is sufficiently small.
We set
\[(3.1.1)\quad \omega_h = \Omega - \overline{\Omega}, \quad \tau_h = \Omega_h - \overline{\Omega}.
\]
By [14, Lemma 3.3.4],
\[(3.1.2)\quad \text{meas}(\omega_h \cup \tau_h) \leq ch^2.
\]
If $T \in \mathcal{T}_h$ is a boundary element, i.e., an element adjacent to $\partial \Omega_h$ with vertices $P_1^T, P_2^T \in \partial \Omega$ and $P_3^T \in \Omega_h \cap \Omega$, then by $T^{id}$ we shall denote the curved triangle with two straight sides $P_1^TP_2^T, P_2^TP_3^T$ and one curved side $\sum_T \subset \partial \Omega$ with endpoints $P_1^T, P_2^T$. We call $T^{id}$ ideal element associated with $T$.

If we replace all boundary triangles in $\mathcal{T}_h$ by their associated ideal elements, we obtain the ideal triangulation $\mathcal{T}_h^{id}$ of the domain $\Omega$, associated with $\mathcal{T}_h$.

Let $v_h \in X_h$. We define its natural extension $\overline{v}_h \in C(\overline{\Omega}_h \cup \overline{\Omega})$ as $\overline{v}_h = v_h$ on $\Omega_h$ and $\overline{v}_h|_{T^{id}} = p|_{T^{id}}$, where $p$ is the polynomial of order $\leq 1$ satisfying $p|_T = v_h|_T$. It is evident that $\overline{v}_h \in W^{1,p}(\Omega)$ for $p \in [1, \infty]$ (cf. Ciarlet [6, Theorem 2.1.1]).

In [20, Lemma 3.3.13], the following estimate for the approximation $\tilde{L}_h$ of the form $L$ was proved:
\[(3.1.3)\quad |\tilde{L}_h(v_h) - L(\overline{v}_h)| \leq ch^{3/2}\|v_h\|_{W^{1,2}(|\omega_h|)}, \quad v_h \in X_h, \quad h \in (0, h_0).
\]
Further, by a technique analogous to [20, Lemma 3.3.12], we prove that
\[(3.1.4)\quad \|\overline{v}_h\|_{W^{1,p}(\omega_h \cup \tau_h)} \leq ch^{1/p}\|v_h\|_{W^{1,p}(\Omega_h)},
\]
\[(3.1.5)\quad \|\overline{v}_h\|_{L^p(\omega_h \cup \tau_h)} \leq ch^{2/p}\|v_h\|_{W^{1,p}(\Omega_h)},
\]
\[\forall v_h \in X_h, \quad \forall h \in (0, h_0), \quad \forall p \in [1, \infty].\]

Here and in the following, the constant $c$ is independent of $h$ and $v_h$, but it can depend on $p$ in general. For the proof of (3.1.5) we need the uniform theorem on traces in $W^{1,p}(\Omega_h)$, which is a consequence of similar arguments as in [14, Theorem 3.3.6] and [26, Chapter 6]: For $p \in [1, \infty]$ there exists a constant $c > 0$ such that
\[(3.1.6)\quad \|v\|_{L^p(\partial \Omega_h)} \leq c\|v\|_{W^{1,p}(\Omega_h)}, \quad v \in W^{1,p}(\Omega_h), \quad h \in (0, h_0).
\]

3.1.7. Lemma. We have
\[(3.1.7)\quad \|v_h\|_{W^{1,2}(\Omega_h)} \leq c\|v_h\|_{W^{1,2}(\Omega_h)} \quad \forall v_h \in V_h, \quad \forall h \in (0, h_0)
\]
with $c$ independent of $v_h$ and $h$.

Proof. In the case $\Gamma_D \neq \emptyset$ (cf. (2.1.6, a)) the assertion is a consequence of the discrete form of Friedrichs' inequality ([35]).

Let $\Gamma_D = \emptyset$. Then $V_h$ is defined by (2.1.6, b). For $v_h \in V_h$, let us set
\[(3.1.8)\quad \overline{v}_h = v_h - \frac{1}{\text{meas}(\Omega)} \int_{\Omega} \overline{v}_h \, dx.
\]
It is evident that $\overline{v}_h \in V$ (see (1.2.9, b)) and, by virtue of Lemma 1.2.10,
\[(3.1.9)\quad \|\overline{v}_h\|_{W^{1,2}(\Omega)} \leq c^2 \|v_h\|_{W^{1,2}(\Omega)}.
\]
Now, using the relation
\[(3.1.10)\quad \|v_h\|_{W^{1,2}(\Omega)}^2 = \|v_h\|_{W^{1,2}(\Omega)}^2 + |\overline{v}_h|_{W^{1,2}(\omega_h)}^2 - |v_h|_{W^{1,2}(\tau_h)}^2,
\]
we have
\[(3.1.11)\quad \|v_h\|_{W^{1,2}(\Omega)} \leq c\|v_h\|_{W^{1,2}(\Omega)} \quad \forall v_h \in V_h, \quad \forall h \in (0, h_0),
\]
with $c$ independent of $v_h$ and $h$.
similar relations for \( \| \overline{v}_h \|_{L^2(\Omega)}^2 \) and \( \int_\Omega \overline{v}_h \, dx \), estimates (3.1.4), (3.1.5), and (2.1.6, b), we find that

\[
\| \overline{v}_h \|_{L^2(\Omega)}^2 \geq \frac{1}{2} \left( \| \overline{v}_h \|_{L^2(\Omega)}^2 - c \left( \int_{\omega_h \cup \tau_h} |\overline{v}_h| \, dx \right)^2 \right)
\]

(3.1.11)

\[
\geq \frac{1}{2} (\| v_h \|_{L^2(\Omega_h)}^2 - c h^2 \| v_h \|_{W^{1,2}(\Omega_h)}^2),
\]

\[
|\overline{v}_h|_{W^{1,2}(\Omega)}^2 \leq |v_h|_{W^{1,2}(\Omega_h)}^2 + c h \| v_h \|_{W^{1,2}(\Omega_h)}^2,
\]

\[
|\overline{v}_h|_{W^{1,2}(\Omega)}^2 \geq |v_h|_{W^{1,2}(\Omega_h)}^2 - c h \| v_h \|_{W^{1,2}(\Omega_h)}^2.
\]

From (3.1.10) and (3.1.11) we get

\[
(\frac{1}{2} - c h) \| v_h \|_{W^{1,2}(\Omega_h)}^2 \leq \tilde{c}^2 (|v_h|_{W^{1,2}(\Omega_h)}^2 + c h \| v_h \|_{W^{1,2}(\Omega_h)}^2),
\]

which immediately yields (3.1.8), provided \( h \in (0, h_0) \) and \( h_0 > 0 \) is sufficiently small. \( \Box \)

In the same way as in [21] we define the ideal interpolation \( I_{\text{id}}^h : C^0(\overline{\Omega}) \to W^{1,p}(\Omega) \). The construction of the interpolant \( I_{\text{id}}^h v \) to \( v \in C(\overline{\Omega}) \) is described in [21, Definition 5.1.1], and is based on [20, Lemma 3.3.4] and the results from Zlámal [36]. For our further considerations the following property is important.

If \( T \in \mathcal{T}_h \) is a boundary triangle with vertices \( P_1, P_2 \in \partial \Omega \), \( T_{\text{id}} \) is the ideal element associated with \( T \), and \( \Sigma \subseteq \partial \Omega \) is the curved side of \( T_{\text{id}} \) with end points \( P_1, P_2 \), then we have the implication

(3.1.12) \[ v(P_1^T) = v(P_2^T) = 0 \Rightarrow I_{\text{id}}^h v = 0 \quad \text{on } \Sigma. \]

If we proceed in the same way as in the proof of [36, Theorem 2], where we set \( k = 2 \) and work in \( W^{k,p}(\Omega) \) \( (p \in [1, \infty]) \) instead of \( W^{k,2}(\Omega) \), we get the estimate

(3.1.13) \[ \| I_{\text{id}}^h \overline{v}_h - \overline{v}_h \|_{W^{1,p}(\Omega_h)} \leq c h \| v_h \|_{W^{1,p}(\Omega_h)} \quad \forall v_h \in X_h \forall h \in (0, h_0). \]

From (3.1.12), (1.2.21), (2.2.18), and the construction of \( I_{\text{id}}^h \) (see [21, Definition 5.1.1] and [20, Lemma 3.3.4]) we can see that

(3.1.14) \[ v_h \in E^+_h \Rightarrow I_{\text{id}}^h v_h \in E^+. \]

Further, for \( v_h \in V_h \), define \( \hat{v}_h \in V \) in the following way:

(a) \[ \hat{v}_h = I_{\text{id}}^h \overline{v}_h \quad \text{if } \Gamma_D \neq \varnothing, \]

(b) \[ \hat{v}_h = \overline{v}_h - \frac{1}{\text{meas}(\Omega)} \int_{\Omega} \overline{v}_h \, dx \quad \text{if } \Gamma_D = \varnothing. \]
Then we have

3.1.16. **Lemma.** For \( p \in [1, \infty] \) there holds

(3.1.17) \[ \| \vartheta_h - \overline{v}_h \|_{W^{1,p}(\Omega)} \leq ch \| v_h \|_{W^{1,p}(\Omega_h)} \quad \forall v_h \in V_h, \forall h \in (0, h_0). \]

**Proof.** Provided \( \Gamma_D \neq \emptyset \), the assertion (3.1.17) is a consequence of (3.1.13). Let \( \Gamma_D = \emptyset \). Then

\[
\| \vartheta_h - \overline{v}_h \|_{W^{1,p}(\Omega)} = (\text{meas}(\Omega))^{1/p-1} \left| \int_\Omega \overline{v}_h \, dx \right|
\]

\[
= (\text{meas}(\Omega))^{1/p-1} \left| \int_{\Omega_h} v_h \, dx + \int_{\omega_h} \overline{v}_h \, dx - \int_{\tau_h} v_h \, dx \right|
\]

If we use the assumption that \( v_h \in V_h \), which means that

\[
\int_{\Omega_h} v_h \, dx = 0,
\]

then from the Hölder inequality, (3.1.2) and (3.1.5) we get the estimate

\[
\| \vartheta_h - \overline{v}_h \|_{W^{1,p}(\Omega)} \leq ch^2 \| v_h \|_{W^{1,p}(\Omega_h)}
\]

with \( c \) independent of \( v_h \) and \( h \). Hence, also (3.1.17) holds. \( \square \)

In the sequel, for \( v \in W^{1,p}(\Omega) \) we shall denote by \( v_c \) the extension of \( v \). That is, \( v_c \in W^{1,p}(\mathbb{R}^2) \), \( v_c|_\Omega = v \), and

(3.1.18) \[ \| v_c \|_{W^{1,p}(\mathbb{R}^2)} \leq \tilde{c} \| v \|_{W^{1,p}(\Omega)}, \]

where \( \tilde{c} \) is independent of \( v \) and \( p \) (cf. [31, Chapter 2, §3.7]).

By [7, Theorem 6], [19, proof of Lemma 3.1.3], and (3.1.4), (3.1.5) we have the following approximation results:

3.1.19. **Lemma.** Provided \( v \in W^{1,p}(\Omega) \), we have

(a) \[ \| v_c - r_h v \|_{W^{1,p}(\Omega_h)} \xrightarrow{h \to 0} 0 \quad \text{for } p \in (2, \infty), \]

(b) \[ \| v - \overline{r}_h v \|_{W^{1,p}(\Omega)} \xrightarrow{h \to 0} 0 \quad \text{for } p \in (2, \infty), \]

(c) \[ \| r_h v \|_{W^{1,p}(\Omega_h)} \leq c \| v \|_{W^{1,p}(\Omega)} \quad \text{for } p \in (2, \infty), \]

(d) \[ \| r_h v \|_{L^{\infty}(\Omega_h)} \leq \| v \|_{L^{\infty}(\Omega)}, \]

(e) \[ \| \overline{r}_h v \|_{W^{1,p}(\Omega)} \leq c \| v \|_{W^{1,p}(\Omega)} \quad \text{for } p \in (2, \infty), \]

where \( c \) is a constant independent of \( v \) and \( h \in (0, h_0) \). \( \square \)

Because of later considerations, in addition to the Lagrange interpolation we introduce its modification \( \Pi_h : \sigma_h \to V_h \) defined in the following way: For \( v : \sigma_h \to \mathbb{R}^1 \) we set

(3.1.21) \[
\begin{align*}
(a) \quad & \Pi_h v = r_h v & \text{if } \Gamma_D \neq \emptyset, \\
(b) \quad & \Pi_h v = r_h v - \frac{1}{\text{meas}(\Omega_h)} \int_{\Omega_h} r_h v \, dx & \text{if } \Gamma_D = \emptyset.
\end{align*}
\]
3.1.22. **Lemma.** If $p \in (2, \infty)$ and $v \in V \cap W^{1,p}(\Omega)$, then

\begin{align}
& (a) \quad \|v - \Pi_h v\|_{W^{1,p}(\Omega)} \xrightarrow{h \to 0} 0, \\
& (3.1.23) \quad (b) \quad \|v - \Pi_h v\|_{W^{1,p}(\Omega)} \xrightarrow{h \to 0} 0, \\
& (3.1.24) \quad (c) \quad \|v - (\Pi_h v)\|_{W^{1,p}(\Omega)} \xrightarrow{h \to 0} 0.
\end{align}

The proof obtains from (3.1.20, a), (3.1.4), (3.1.5), and a similar technique as in Lemma 3.1.16. □

Now let us draw our attention to the solutions $u_h$ of problem (2.2.16, a-c). We assume that $u_h^* = r_h u^*$ and $u^* \in W^{1,\infty}(\mathbb{R}^2)$. In view of (2.2.16, b), the solution $u_h$ can be written in the form

\begin{equation}
(u_h) = u_h^* + z_h, \quad \text{where } z_h \in V_h.
\end{equation}

Similarly as in [19], we define the function $u_h' \in W^{1,2}(\Omega)$ associated with $u_h$:

\begin{equation}
u_h' = \bar{u}_h + \hat{z}_h,
\end{equation}

where $\hat{z}_h$ is defined by (3.1.15).

In view of (3.1.20, c and e) we have

\begin{equation}
\|u_h^*\|_{W^{1,p}(\Omega)} , \|u_h^*\|_{W^{1,p}(\Omega)} \leq c, \quad h \in (0, h_0) , p \in [1, \infty].
\end{equation}

Let $s_2 > 0$ and

\begin{equation}
\|\nabla u_h\|_{L^\infty(\Omega)} \leq \sqrt{s_2}, \quad h \in (0, h_0).
\end{equation}

Then, of course, also

\begin{equation}
\|\nabla u_h\|_{L^\infty(\Omega)} \leq \sqrt{s_2}, \quad h \in (0, h_0)
\end{equation}

and

\begin{equation}
\|u_h\|_{W^{1,\infty}(\Omega)} , \|\bar{u}_h\|_{W^{1,\infty}(\Omega)} \leq c, \quad h \in (0, h_0).
\end{equation}

Further, $u_h' - \bar{u}_h = \hat{z}_h - \bar{z}_h$, $z_h = u_h - u^*$, and $u_h' = \bar{u}_h + (u_h' - \bar{u}_h)$. From this, (3.1.17), (3.1.27), (3.1.29) we get the estimates

\begin{equation}
\|z_h\|_{W^{1,p}(\Omega)} \leq c, \quad h \in (0, h_0), p \in [1, \infty],
\end{equation}

and

\begin{equation}
\|u_h' - \bar{u}_h\|_{W^{1,p}(\Omega)} \leq c h \|z_h\|_{W^{1,p}(\Omega)} \leq c h, \quad h \in (0, h_0), p \in [1, \infty],
\end{equation}

and

\begin{equation}
\|\nabla u_h'\|_{L^\infty(\Omega)} \leq \sqrt{s_2} + \|u_h' - \bar{u}_h\|_{W^{1,\infty}(\Omega)} \leq \sqrt{s_2} + c h, \quad h \in (0, h_0).
\end{equation}

Hence,

\begin{equation}
\|u_h'\|_{W^{1,p}(\Omega)} \leq c, \quad h \in (0, h_0), p \in [1, \infty].
\end{equation}

This implies the existence of a subsequence $\{u_{h_n}\}$ and a function $u$ such that

\begin{equation}
h_n \to 0^+,
\end{equation}

\begin{equation}u_{h_n} \rightharpoonup u \quad \text{*-weakly in } W^{1,\infty}(\Omega),
\end{equation}

\begin{equation}u_{h_n} \to u \quad \text{weakly in } W^{1,p}(\Omega), p \in [1, \infty).
\end{equation}
The aim of our following considerations will be to prove strong convergence of $u_{h_n}$ and to show that the limit $u$ is a solution of the continuous transonic flow problem.

3.2. **Compactification by the discrete entropy condition.** The proof of convergence of the approximate solutions $u_h$ to a solution of the continuous problem will be based on the following fundamental theorem:

3.2.1. **Theorem.** Let $q \in (2, \infty)$ and $G_n \in (W^{1,q}(\Omega))' (= dual to the space $W^{1,q}(\Omega)$) be a sequence satisfying

\[(3.2.2) \quad G_n \rightarrow G \text{ weakly in } (W^{1,q}(\Omega))'
\]

and

\[(3.2.3) \quad G_n(v) \leq L\|v\|_{L^\infty(\Omega)} \quad \forall v \in C_0^\infty(\Omega)^+,
\]

where $L$ is a constant independent of $v$ and $n$. Then

\[(3.2.4) \quad G_n \rightarrow G \text{ strongly in } (W^{1,p}(\Omega))' \quad \text{for all } p > q.
\]

**Proof.** See Berger [3, Theorem 5.1].

We remark that the first version of this theorem was proved in [15] for the case $q = 2$, $L = 0$, as an extension of Murat's result [30]. Theorem 3.2.1 represents a generalization of [27, Lemma 3.1].

Now we prove the first convergence result:

3.2.5. **Theorem.** Let $\{u_h\}$, $h \in (0, h_0)$, be a family of physically admissible approximate transonic flow solutions. This means that for each $h \in (0, h_0)$, the approximation $u_h$ satisfies (2.2.16, a–c) and $u_h \in \varphi_{s_1, K, h}$. Then there exists a subsequence $\{u_{h_n}\}$ such that

\[(3.2.6) \quad u'_{h_n} \rightarrow u \text{ strongly in } W^{1,p}(\Omega) \quad \forall p \in [1, \infty)
\]

(where $u'_{h}$ is defined in (3.1.25)) and $u$ is a physically admissible solution of (1.2.14, a–c) satisfying $u \in \varphi_{s_1, K}$. Moreover,

\[(3.2.7) \quad \lim_{h_n \rightarrow 0} \|u_c - u_{h_n}\|_{W^{1,p}(\Omega)} = 0, \quad p \in [1, \infty).
\]

**Proof.** (I) Let $q \in (2, \infty)$ be arbitrary and fixed. Let us consider the subsequence $\{u_{h_n}\}$ and the function $u$ satisfying (3.1.33). For simplicity we shall write $h := h_n$ in the sequel.

We define the linear functions $G$, $G_h : W^{1,q}(\Omega) \rightarrow \mathbb{R}^1$:

\[(3.2.8) \quad (a) \quad G_h(v) = -\int_{\Omega_h} \nabla u_h \cdot \nabla v dx - K \int_{\Omega_h} r_h v dx,
\]

\[(b) \quad G(v) = -\int_{\Omega} \nabla u \cdot \nabla v dx - K \int_{\Omega} v dx, \quad v \in W^{1,q}(\Omega),
\]

By the Hölder inequality, (3.1.27), where we set $s_2 := s_1$, and (3.1.20, c), we
get

\[ |G(v)|, |G_h(v)| \leq c\|v\|_{W^{1,q}(\Omega)}, \quad v \in W^{1,q}(\Omega), \quad h \in (0, h_0), \]

which means that \( G, G_h \in (W^{1,q}(\Omega))' \).

(II) Now we show that

\[ G_h \rightharpoonup G \text{ weakly in } (W^{1,q}(\Omega))', \quad \text{if } h \to 0. \]

For arbitrary \( v \in W^{1,q}(\Omega) \) we have

\[ |G_h(v) - G(v)| \leq I_1 + I_2 + I_3, \]

where

\[ I_1 = \left| \int_{\Omega_h} \nabla u_h \cdot (r_h v - v_c) \, dx \right| + K \left| \int_{\Omega_h} (r_h v - v_c) \, dx \right|, \]

\[ I_2 = \left| \int_{\Omega_h} \nabla u_h \cdot \nabla v_c \, dx - \int_{\Omega_h} \nabla v'_h \cdot \nabla v \, dx \right| + K \left| \int_{\Omega_h} v_c \, dx - \int_{\Omega} v \, dx \right|, \]

\[ I_3 = \left| \int_{\Omega_h} \nabla (u'_h - u) \cdot \nabla v \, dx \right|. \]

By (3.1.20, a), (3.1.27), and the Hölder inequality, we have \( I_1 \to 0 \) for \( h \to 0 \).

By (3.1.33) also \( I_3 \to 0 \). Further,

\[ I_2 \leq \left| \int_{\Omega_h} \nabla u_h \cdot \nabla v_c \, dx - \int_{\Omega} \nabla u_h \cdot \nabla v \, dx \right| \]

\[ + K \left| \int_{\Omega_h} v_c \, dx - \int_{\Omega} v \, dx \right| + \left| \int_{\Omega_h} \nabla (u'_h - u_h) \cdot \nabla v \, dx \right|. \]

If we use (3.1.2), the Hölder inequality, (3.1.29), (3.1.30), and the absolute continuity of the Lebesgue integral, we find that

\[ I_2 \leq \int_{\Omega_h \cup \Omega} \left| \nabla u_h \cdot \nabla v_c \right| \, dx + K \int_{\Omega_h \cup \Omega} |v_c| \, dx + ch \|v\|_{W^{1,q}(\Omega)} \to 0. \]

Hence, (3.2.10) is valid.

Since the functions \( u_h \) satisfy the discrete entropy condition, (2.2.20) and (2.2.21) hold. There exist constants \( L \geq 0 \) and \( h_1 \in (0, h_0) \) such that \( \gamma(h) \leq L \) for all \( h \in (0, h_1) \). For arbitrary \( v \in C_0^\infty(\Omega) \) we have \( r_h v \in E_h^+ \) and thus, by (3.1.20, d) and (3.2.8, a), we get

\[ G_h(v) \leq L \|v\|_{L^\infty(\Omega)}, \quad v \in C_0^\infty(\Omega), \quad h \in (0, h_1). \]

We see that the assumptions of Theorem 3.2.1 are satisfied, and since \( q > 2 \) was arbitrary, it follows that

\[ G_h \rightharpoonup G \text{ strongly in } (W^{1,p}(\Omega))', \quad \text{for all } p > 2. \]
(III) We use the relations obtained by a recurrent process:

(a) \[ |u - u_h'|_{W^{1,2}}^2(\Omega) = \int_\Omega \nabla (u - u_h') \cdot \nabla (u - u_h') \, dx \]

\[ = \int_\Omega \nabla u \cdot \nabla (u - u_h') \, dx - \int_\Omega \nabla u_h' \cdot \nabla (u - u_h') \, dx , \]

(b) \[ \int_\Omega \nabla u_h' \cdot \nabla (u - u_h') \, dx \]

\[ = \int_\Omega \nabla u_h' \cdot \nabla (u - \bar{r}_h u) \, dx + \int_\Omega \nabla u_h' \cdot \nabla (\bar{r}_h u - \bar{u}_h) \, dx \]

\[ + \int_\Omega \nabla u_h' \cdot \nabla (\bar{u}_h - u_h') \, dx , \]

(c) \[ \int_\Omega \nabla u_h' \cdot \nabla (\bar{r}_h u - \bar{u}_h) \, dx \]

\[ = \int_\Omega \nabla u_h' \cdot \nabla (r_h u - u_h) \, dx \]

\[ + \int_{\Omega_h} \nabla \bar{u}_h' \cdot \nabla (\bar{r}_h u - \bar{u}_h) \, dx - \int_{\tau_h} \nabla u_h' \cdot \nabla (r_h u - u_h) \, dx , \]

(d) \[ \int_\Omega \nabla \bar{u}_h \cdot \nabla (\bar{r}_h u - \bar{u}_h) \, dx \]

\[ = \int_{\Omega_h} \nabla \bar{u}_h \cdot \nabla (r_h u - u_h) \, dx \]

\[ + \int_{\tau_h} \nabla (r_h u - u_h) \, dx - \int_{\Omega_h} \nabla u_h \cdot \nabla (r_h u - u_h) \, dx , \]

(e) \[ - \int_{\Omega_h} \nabla u_h \cdot \nabla (r_h u - u_h) \, dx \]

\[ = G_h (u - \bar{u}_h) + K \int_{\Omega_h} (r_h u - u_h) \, dx \]

\[ = \frac{6}{G(u - u_h')} + \frac{7}{G(u_h' - \bar{u}_h)} + \frac{8}{(G_h - G)(u - \bar{u}_h)} \]

\[ + K \int_{\Omega} (\bar{r}_h u - \bar{u}_h) \, dx \]

\[ + K \int_{\tau_h} (r_h u - u_h) \, dx - K \int_{\Omega_h} (\bar{r}_h u - \bar{u}_h) \, dx , \]

(f) \[ \int_{\Omega} (\bar{r}_h u - \bar{u}_h) \, dx = \int_{\Omega} (\bar{r}_h u - u) \, dx + \int_{\Omega} (u - u_h') \, dx \]

\[ + \int_{\Omega} (u_h' - \bar{u}_h) \, dx . \]
All the terms in (3.2.12) denoted 1–12 tend to zero, if $h \to 0$. This is a consequence of the following table, where we introduce the formulas and estimates which imply the convergence of the particular terms 1–12:

1. (3.1.33)
2. (3.1.31), (3.1.20, b)
3. (3.1.31), (3.1.30)
4. (3.1.20, e), (3.1.29), (3.1.30)
5. (3.1.20, c and e), (3.1.27), (3.1.28), (3.1.2)
6. (3.1.33)
7. (3.2.9), (3.1.27), (3.1.30)
8. (3.1.28), (3.2.11)
9. (3.1.20, c and e), (3.1.29), (3.1.2)
10. (3.1.20, b)
11. (3.1.33)
12. (3.1.30).

Hence, $|u - u'_h|_{W^{1,2} (\Omega)} \to 0$ if $h \to 0$. From (3.1.33) and the compact imbedding $W^{1,2} (\Omega) \hookrightarrow L^2 (\Omega)$ it follows that $||u - u'_h||_{L^2 (\Omega)} \to 0$ and thus,

$$\lim_{h \to 0} ||u - u'_h||_{W^{1,2} (\Omega)} = 0.$$  

The sequence $u'_h$ is bounded in $W^{1,\infty} (\Omega)$. By the Lebesgue theorem, (3.2.13) implies

$$\lim_{h \to 0} ||u - u'_h||_{W^{1,\infty} (\Omega)} = 0, \quad p \in [1, \infty).$$

Further, from the relations

$$||u_h - u_c||_{W^{1,p} (\Omega_h)} = ||u_h - u||_{W^{1,p} (\Omega-\omega_h)} + ||u_h - u_c||_{W^{1,p} (\Omega_h)},$$

$$||u_h - u_c||_{W^{1,p} (\tau_h)} \leq ||u_h||_{W^{1,p} (\tau_h)} + ||u_c||_{W^{1,p} (\tau_h)},$$

$$||u_h - u_c||_{W^{1,p} (\Omega-\omega_h)} \leq ||u_h - u||_{W^{1,p} (\Omega)}$$

$$\leq ||u_h - u'_h||_{W^{1,p} (\Omega)} + ||u'_h - u||_{W^{1,p} (\Omega)},$$

(3.1.4), (3.1.5), (3.2.14), (3.1.29), (3.1.30), and (3.1.2) we obtain (3.2.7).

(V) Now we show that $u$ is a physical solution of problem (2.2.16, a–c).

(a) Let $e > 0$ be an arbitrary number. Then by (3.1.31) (where $s_2 := s_1$), there exists $h_e \in (0, h_0)$ such that

$$||\nabla u'_h||_{L^\infty (\Omega)} \leq \sqrt{s_1} + e \quad \forall h \in (0, h_e).$$

By virtue of (3.2.6) we can extract a subsequence from $\{\nabla u'_h\}$ which converges to $\nabla u$ a.e. in $\Omega$. Hence, we have $||\nabla u||_{L^\infty (\Omega)} \leq \sqrt{s_1} + e$ for each $e > 0$ and thus,

$$||\nabla u||_{L^\infty (\Omega)}^2 \leq s_1.$$

(b) Let $v \in C^\infty (\Omega)$ (see (1.2.19)). Then $r_h v \in E_h^+$, and by (2.2.19), (3.1.20, d), and (3.2.8, a),

$$G_h (v) \leq \gamma (h) ||v||_{L^\infty (\Omega)}.$$

Using the strong convergence $G_h \to G$ in $(W^{1,2} (\Omega))^\prime$ $(p \in (2, \infty))$ and (2.2.21), we immediately get from (3.2.17) the relation

$$G (v) = - \int_\Omega \nabla u \cdot \nabla v \, dx - K \int_\Omega v \, dx \leq 0,$$

which is (1.2.22). Thus, $u \in \mathcal{P}_{s_1, K}^{ad}$. 
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(c) In order to prove that \( u \) satisfies (1.2.14, a–c), we observe that \( u'_h - \bar{u}_h = \hat{z}_h \in V \), \( u'_h \to u \), \( \bar{u}_h \to u^* \) and thus, \( \hat{z}_h \to z := u - u^* \) in \( W^{1,2}(\Omega) \). Since \( V \) is a closed subspace of \( W^{1,2}(\Omega) \), we have \( u - u^* \in V \), which is (1.2.14, b).

(d) For the verification of (1.2.14, a,c) we shall consider an arbitrary \( v \in \mathcal{Y} \) and denote \( v_h = \Pi_h v \in V_h \). Using (2.2.16, c), (1.2.11), (2.2.1), and (3.1.15, a–b), we can write

\[
(3.2.18)
\begin{align*}
a(u'_h, \hat{v}_h) + \left[ a(u'_h, \hat{v}_h) - a(u'_h, \hat{v}_h) \right] + \left[ a(u_h, v_h) - a(u'_h, \hat{v}_h) \right] \\
+ \left[ \int_{\Omega_h} b \rho(|\nabla u_h|^2) \nabla u_h \cdot \nabla v_h \, dx - \int_{\Omega_h} b \rho(|\nabla \bar{u}_h|^2) \nabla \bar{u}_h \cdot \nabla \bar{v}_h \, dx \right] \\
+ \left[ a_h(u_h, v_h) - \bar{a}_h(u_h, v_h) \right] \\
= L(\bar{v}_h) + [\bar{L}_h(v_h) - L(\bar{v}_h)] + [L_h(v_h) - L_h(v_h)] + \mathcal{R}_h(v_h).
\end{align*}
\]

In view of Lemma 3.1.22, we have \( \bar{v}_h, \hat{v}_h \to v \) in \( W^{1,p}(\Omega) \) for \( p > 2 \), and hence also in \( W^{1,2}(\Omega) \). From this, Lemma 1.2.13, (2.2.14), and the fact that \( u'_h \to u \), it follows that

\[
(3.2.19)
\begin{align*}
\lim_{h \to 0} a(u'_h, \hat{v}_h) &= a(u, v), \\
\lim_{h \to 0} L(\bar{v}_h) &= L(v), \\
\lim_{h \to 0} \mathcal{R}_h(v_h) &= 0.
\end{align*}
\]

Using Lemma 1.2.13, (3.1.17), (3.1.30), (3.1.4), the boundedness of \( \bar{u}_h, \bar{v}_h \) in \( W^{1,2}(\Omega \cup \Omega_h) \), (2.2.12), (2.2.13), and (3.1.3), we find that all terms in the square brackets in (3.2.18) tend to zero if \( h \to 0 \). This, and (3.2.19), immediately imply that the relation \( a(u, v) = L(v) \) is satisfied for all \( v \in \mathcal{Y} \). Now from the density of \( \mathcal{Y} \) in \( V \) and the properties of \( a(u, \cdot) \) and \( L \) we see that (1.2.14, a,c) holds.

3.2.20. Corollary. If there exists only one physically admissible solution \( u \in \varphi_{ad}^{\mathcal{Y}, K} \) of problem (1.2.14, a–c), then we do not need to confine ourselves to subsequences of the family \( \{u_h\}_{h \in (0, h_0)} \), and we have

\[
\lim_{h \to 0} \|u'_h - u\|_{W^{1,p}(\Omega)} = \lim_{h \to 0} \|u_h - u_c\|_{W^{1,p}(\Omega_h)} = 0
\]

for \( p \in [1, \infty) \).

3.2.21. Remark. The assumptions on approximate solutions may seem rather strong, but they are necessary to guarantee their physical admissibility. In the following, Theorem 3.2.5 will be used as a tool for proving the convergence of solutions of the minimization problems.

3.3. Convergence of solutions of the minimization problems. In this subsection we shall deal with the convergence of the solutions of the minimization problems (2.3.5). For this purpose we must introduce the Ritz projection \( P_h : W^{1,2}(\Omega) \to u^*_h + V_h \) defined by

\[
(3.3.1)
\begin{align*}
& (a) \quad P_h u \in X_h, \\
& (b) \quad P_h u - u^*_h \in V_h, \\
& (c) \quad \int_{\Omega_h} \nabla P_h u \cdot \nabla v_h \, dx = \int_{\Omega_h} \nabla u_c \cdot \nabla v_h \, dx \quad \forall v_h \in V_h.
\end{align*}
\]
3.3.2. Lemma. Provided \( u \in u^* + V \), \( u^* \in W^{1,\infty}(\Omega) \), and \( u^*_h = r_h u^* \), we have

(a) \( \lim_{h \to 0} |P_h u - u_c|_{W^{1,2}(\Omega_h)} = 0 \),

(b) \( \lim_{h \to 0} |\overline{P_h} u - u|_{W^{1,2}(\Omega)} = 0 \),

(c) \( \|P_h u\|_{W^{1,2}(\Omega_h)}, \|\overline{P_h} u\|_{W^{1,2}(\Omega)} \leq c \quad \forall h \in (0, h_0) \).

Proof. Let \( u \in u^* + V \). Then we have \( u = u^* + z \) with \( z \in V \), \( P_h u = u^*_h + z_h \) with \( z_h \in V_h \), and for any \( \chi_h \in V_h \) we obtain

\[
|P_h u - u_c|^2_{W^{1,2}(\Omega_h)} = \int_{\Omega_h} \nabla(P_h u - u_c) \cdot \nabla(u^*_h - u^*_c) \, dx
+ \int_{\Omega_h} \nabla(P_h u - u_c) \cdot \nabla(z_h - \chi_h) \, dx
+ \int_{\Omega_h} \nabla(P_h u - u_c) \cdot \nabla(\chi_h - z_c) \, dx.
\]

This, the Cauchy inequality, the fact that \( z_h - \chi_h \in V_h \), and (3.3.1, c) yield the relation

\[
|P_h u - u_c|_{W^{1,2}(\Omega_h)} \leq |u^*_h - u^*|_{W^{1,2}(\Omega_h)} + \inf_{\chi_h \in V_h} |\chi_h - z_c|_{W^{1,2}(\Omega_h)}.
\]

By (3.1.20, a), the density of \( \mathcal{V} \) in the space \( V \), and the property (3.1.23, a) we get the assertion (3.3.3, a). The result (3.3.3, b) is obtained on the basis of (3.1.2), (3.1.4), and the absolute continuity of the Lebesgue integral (cf. (3.2.15)).

Further, using the relation \( P_h u = u^*_h + z_h \), \( z_h \in V_h \), (3.3.1, c) with \( v_h := z_h \), (3.1.8), the boundedness of the family \( \{u^*_h\} \), and (3.1.4), (3.1.5), we get (3.3.3, c). \( \square \)

We now formulate our second fundamental convergence result.

3.3.4. Theorem. Let the following assumptions be satisfied:

(a) Problem (1.2.14, a-c) has exactly one solution \( u \in \varphi_{ad}^h \mathcal{K} \) for some \( K \geq 0 \).
No other solution of (1.2.14, a-c) satisfying the entropy condition (1.2.22) exists.

(b) There exists a constant \( s_2 > s_1 \) such that

\[
\|\nabla P_h u\|^2_{L^\infty(\Omega_h)} \leq s_2, \quad h \in (0, h_0).
\]

(c) We choose \( \varepsilon \in [1, \frac{3}{2}] \).

(d) The family \( \{\mathcal{F}_h\}_{h \in (0, h_0)} \) is quasiuniform.

Then the solutions \( \{u_h\} \) of the minimization problems (2.3.5) converge to \( u \) in the following sense:

(a) \( \lim_{h \to 0} \|u'_h - u\|_{W^{1,p}(\Omega)} = 0 \),

(b) \( \lim_{h \to 0} \|u_h - u_c\|_{W^{1,p}(\Omega_h)} = 0 \),

where \( u'_h \) was defined in (3.1.25) and \( p \in [1, \infty) \).

Proof. (I) We shall show that all \( u_h, h \in (0, h_0) \), satisfy (2.2.16) with an appropriate choice of the functional \( \mathcal{H}_h \) with property (2.2.14). Let us put

\[
\mathcal{H}_h(v_h) = a_h(u_h, v_h) - L_h(v_h), \quad v_h \in V_h.
\]
By (2.3.3) we have

\[ h(v_k) = \int_{\Omega_h} \nabla \xi_h(u_h) \cdot \nabla v_h \, dx, \quad v_h \in V_h, \]

and in order to prove (2.2.14), it suffices to show that

\[ |\xi_h(u_h)|_{W^{1,2}(\Omega_h)} \to 0 \quad \text{if} \quad h \to 0. \]

From the definition of the minimization problem (2.3.5) and assumption (3.3.5) we obtain the following inequality:

\[ 0 \leq \mathcal{R}_h(u_h) = \frac{1}{2} |\xi_h(u_h)|_{W^{1,2}(\Omega_h)}^2 + \mathcal{P}_h(u_h) = \min_{\varphi_h \in u_h^+ + V_h} \mathcal{J}_h(\varphi_h) \]

\[ \leq \mathcal{R}_h(P_h u) = \frac{1}{2} |\xi_h(P_h u)|_{W^{1,2}(\Omega_h)}^2 + \mathcal{P}_h(P_h u). \]

(1) First, we shall deal with the term \( \mathcal{P}_h(P_h u) \). By (2.3.4) we have

\[ \mathcal{P}_h(P_h u) = \mu \sum_{P_i \in \mathcal{D}_h} \frac{1}{A_i^2} \left[ \left( -\int_{\Omega_h} \nabla P_h u \cdot \nabla w_{h,i} \, dx - K \int_{\Omega_h} w_{h,i} \, dx \right) \right]^2. \]

For \( P_i \in \mathcal{D}_h \) let us consider the expression

\[ I_i := -\int_{\Omega_h} \nabla P_h u \cdot \nabla w_{h,i} \, dx - K \int_{\Omega_h} w_{h,i} \, dx. \]

If \( \Gamma_D \neq \emptyset \), then \( w_{h,i} \in V_h \), and by the definition of \( P_h \) we have

\[ I_i = -\int_{\Omega_h} \nabla u_c \cdot \nabla w_{h,i} \, dx - K \int_{\Omega_h} w_{h,i} \, dx. \]

However, the same is valid if \( \Gamma_D = \emptyset \), because

\[ \tilde{w}_{h,i} := w_{h,i} - \frac{1}{\text{meas}(\Omega_h)} \int_{\Omega_h} w_{h,i} \, dx \in V_h \]

and \( \nabla \tilde{w}_{h,i} = \nabla w_{h,i} \).

Now, in view of (3.3.14), we can write

\[ I_i = I_i^1 + I_i^2 + I_i^3, \]

where

\[ I_i^1 = -\int_{\Omega_h} \nabla u \cdot \nabla I_i^1 d\tilde{w}_{h,i} \, dx - K \int_{\Omega_h} I_i^1 \tilde{w}_{h,i} \, dx, \]

\[ I_i^2 = \int_{\Omega} \nabla u \cdot \nabla (I_i^d \tilde{w}_{h,i} - \tilde{w}_{h,i}) \, dx + K \int_{\Omega} (I_i^d \tilde{w}_{h,i} - \tilde{w}_{h,i}) \, dx, \]

\[ I_i^3 = \int_{\omega_h} \nabla u \cdot \nabla \tilde{w}_{h,i} \, dx + K \int_{\rho_h} \tilde{w}_{h,i} \, dx \]

\[ - \int_{\tau_h} \nabla u_c \cdot \nabla w_{h,i} \, dx - K \int_{\tau_h} w_{h,i} \, dx. \]

It is evident that \( w_{h,i} \in E_h^+ \) for \( P_i \in \mathcal{D}_h \) and, by (3.1.14), \( I_i^d \tilde{w}_{h,i} \in E^+ \). Hence, since \( u \in \varphi_{h}^{ad} \), we have

\[ I_i^1 \leq 0. \]
Further, from the quasiuniformity of the family \( \{T_h\}_{h \in (0, h_0)} \), (2.3.7), (2.3.8), (3.1.13), and the assumption that \( \|\nabla u\|_{L^\infty(\Omega)} \leq s_1 \), it follows that
\[
|I_i^2| \leq \sqrt{s_1} \int_\Omega |\nabla (I_i^{1d} \bar{w}_h - \bar{w}_h)| \, dx + K \int_\Omega |I_i^{1d} \bar{w}_h - \bar{w}_h| \, dx
\]
\[
\leq c h \|w_h\|_{W^{1,1}(\Omega_h)} \leq c h \frac{A_i}{h} \leq c h^2, \quad h \in (0, h_0).
\] (3.3.18)

Using (2.2.4), we deduce that
\[
\text{meas}\left[ (\omega_h \cup \tau_h) \cap \text{supp} \bar{w}_h \right] \leq c h^3,
\] (3.3.19)
which together with (2.3.7) yields the estimate
\[
|I_i^3| \leq \left( \frac{c}{h} + c \right) \text{meas}\left[ (\omega_h \cup \tau_h) \cap \text{supp} \bar{w}_h \right] \leq c h^2, \quad h \in (0, h_0).
\] (3.3.20)

Of course, if \( P_i \) is not a vertex of a triangle \( T \in T_h \) adjacent to \( \partial \Omega_h \), then
\[
I_i^2 = I_i^3 = 0.
\] (3.3.21)

By (3.3.15)–(3.3.21) we have
\[
I_i^+ \leq (I_i^1)^+ + (I_i^2)^+ + (I_i^3)^+
\]
\[
\leq \left\{ \begin{array}{ll}
ch^2 & \text{if } P_i \in \partial_h \cap T \text{ and } T \in T_h \text{ is a triangle adjacent to } \partial \Omega_h, \\
0 & \text{otherwise.}
\end{array} \right.
\] (3.3.22)

Set \( N_h^* = \text{card}\{P_i \in \partial_h; P_i \in T, \text{ where } T \in T_h \text{ is a triangle adjacent to } \partial \Omega_h\} \). As \( \{T_h\}_{h \in (0, h_0)} \) is quasiuniform, there holds
\[
N_h^* \leq \frac{c}{h}.
\] (3.3.23)

Now, from (2.3.8), (3.3.12), (3.3.13), (3.3.14), (3.3.22), (3.3.23), and assumption (c), we obtain the estimate
\[
\mathcal{R}_h(P_h u) \leq c \frac{\mu}{2} N_h^* h^{-2} h^4 \leq c h^{3-2\varepsilon} \to 0 \quad \text{if } h \to 0.
\] (3.3.24)

(2) In the following we shall consider the expression
\[
|\xi_h(P_h u)|_{W^{1,2}(\Omega_h)} \quad \text{as } h \to 0.
\]

Using Lemma 3.1.7, (2.3.3, a–b), (1.2.14, a–c), (1.2.11), and (2.2.1), we get for
\[ \xi_h := \xi_h(P_h u) \text{ the estimate} \]
\[
\|\xi_h\|_{W^{1,2}((\Omega_h)}^2 \leq c|\xi_h|_{W^{1,2}(\Omega)}^2 = \int_{\Omega_h} \nabla \xi_h \cdot \nabla \xi_h \, dx
\]
\[
= a_h(P_h u, \xi_h) - L_h(\xi_h) - a(u, \xi_h) + L(\xi_h)
\]
\[
\leq |a_h(P_h u, \xi_h) - \bar{a}_h(P_h u, \xi_h)| + \int_{\tau_h} b \rho( |\nabla P_h u|^2 ) \nabla P_h u \cdot \nabla \xi_h \, dx
\]
\[
+ \int_{\Omega_h} b \rho( |\nabla P_h u|^2 ) \nabla P_h u \cdot \nabla \xi_h \, dx + |a(P_h u, \xi_h) - a(P_h u, \xi_h)|
\]
\[
+ |a(\bar{P}_h u, \xi_h) - a(u, \xi_h)| + |L_h(\xi_h) - \bar{L}_h(\xi_h)|
\]
\[
+ |L(\xi_h) - \bar{L}(\xi_h)|.
\]

The terms in (3.3.25) denoted by 1–4 and 6–8 are bounded by \( ch\|\xi_h\|_{W^{1,2}(\Omega_h)}, \)
as we can prove on the basis of the following table with the relations which yield the particular estimates:

1. (2.2.12), (3.3.3, c)
2. 3. (1.1.8, c), 1.2.3(A), Cauchy inequality, (3.1.4), (3.3.3, c)
3. 1.2.13 a, (3.1.17), (3.3.3, c)
4. (2.2.13)
5. (3.1.3)
6. 1.2.13 d, (3.1.17).

We next estimate the fifth term. In view of 1.2.13c, this term is bounded by
\[ c|\bar{P}_h u - u|_{W^{1,2}(\Omega)} |\xi_h|_{W^{1,2}(\Omega)}. \]

Further,
\[ |\xi_h|_{W^{1,2}(\Omega)} \leq |\bar{\xi}_h - \xi_h|_{W^{1,2}(\Omega)} + |\bar{\xi}_h|_{W^{1,2}(\Omega)}, \]
\[ |\bar{\xi}_h|_{W^{1,2}(\Omega)} \leq |\xi_h|_{W^{1,2}(\Omega)}^2 + |\xi_h|_{W^{1,2}(\Omega_h)}^2. \]

From this, (3.1.17) and (3.1.4) we get a bound of term 5 in the form
\[ c|\bar{P}_h u - u|_{W^{1,2}(\Omega)} \|\xi_h\|_{W^{1,2}(\Omega_h)}. \]

Summarizing the above results, we have
\[ \|\xi_h\|_{W^{1,2}(\Omega_h)} \leq c(h + |\bar{P}_h u - u|_{W^{1,2}(\Omega)}) \|\xi_h\|_{W^{1,2}(\Omega_h)} \]

and hence, by virtue of (3.3.3, b),
\[ \|\xi_h(P_h u)\|_{W^{1,2}(\Omega_h)} \to 0 \text{ if } h \to 0. \]

(3) The relations in (3.3.11), (3.3.24), and (3.3.26) imply that
\[ \frac{1}{2} |\xi_h(u_h)|_{W^{1,2}(\Omega_h)}^2 + \mathcal{K}(u_h) \to 0 \text{ if } h \to 0. \]

This means that (3.3.10) is valid and thus, \( \{u_h\}_{h \in (0, h_0)} \) is a family of solutions of (2.2.16, a–c) with \( \mathcal{K}_h \) satisfying (2.2.14).
(II) Now we come to the entropy condition. From (3.3.27), assumption (c), and Theorem 2.3.10 it follows that the functions $u_h$ satisfy the entropy inequality (2.2.20) with the function

$$\gamma(h) := \sqrt{\mathcal{R}_h(u_h)} h^{e-1},$$

which has property (2.2.21). Finally, we apply Theorem 3.2.5 (where we substitute $s_1 := s_2$) and Corollary 3.2.20, and we immediately get (3.3.6), (3.3.7). □

3.3.28. Remark. By a more involved technique it is possible to extend Theorem 3.3.4 to the case of a regular family of triangulations, provided it satisfies the conditions $N_h \approx 1/h^2$ and $N_h^* \approx 1/h$.

In the case $\Gamma_D = \emptyset$ the main results remain valid if instead of the spaces $\mathcal{V}$ and $V_h$ defined in (1.2.7, b) and (2.1.6, b) we use

$$\mathcal{V} = \left\{ v \in C^\infty(\Omega) ; \int_{\partial\Omega} v \, dS = 0 \right\}$$

and

$$V_h = \left\{ v \in X_h ; \int_{\partial\Omega_h} v_h \, dS = 0 \right\},$$

respectively.

3.3.29. Remark. Concerning assumption (3.3.5), we refer to the result of Rannacher and Scott [33], where they prove the stability of the Ritz projection in $W^{1,p}(\Omega)$ for all $p \in [2, \infty]$. According to the authors of [33], it is possible to extend this stability result to more general boundary conditions and to the case of a piecewise smooth boundary, provided the corner angles do not exceed some critical values.

3.3.30. Remark. In the proof of Theorem 3.3.4 it has been shown that the limit case $e = 1$ is still allowed. This is an improvement of the results of Berger [3] achieved by our refined analysis. Nevertheless, since the function $\gamma(h) = \sqrt{\mathcal{R}_h(u_h)} h^{e-1}$ determines how well $u_h$ satisfies the entropy condition, the choice $e > 1$ seems to be more suitable. For $e > 1$ the convergence $\gamma(h) \to 0$ is faster than for $e = 1$, when $\gamma(h)$ can tend to zero very slowly. On the other hand, owing to the variational crimes, it is not possible to choose $e \geq 1.5$ in domains with curved boundaries.

The numerical experiments in calculations of transonic flow past NACA 0012 profile are in agreement with our theoretical results. They show that the choice $e = 1$ gives a too flat velocity distribution along the profile. If we take $e > 1$, the results are better and closer to the results obtained by finite difference methods (cf., e.g., [3]). However, the choice $e \geq 1.5$ leads in some cases to instabilities and slow convergence of the iterative process for obtaining an approximate solution. If we choose $e \in (1, 1.5)$, these problems disappeared.
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