CARDINAL HERMITE SPLINE INTERPOLATION
WITH SHIFTED NODES

GERLIND PLONKA AND MANFRED TASCHE

Abstract. Generalized cardinal Hermite spline interpolation is considered. A special case of this problem is the classical cardinal Hermite spline interpolation with shifted nodes. By means of a corresponding symbol new representations of the cardinal Hermite fundamental splines can be given. Furthermore, a new efficient algorithm for the computation of the cardinal Hermite spline interpolant is obtained, which is mainly based on fast Fourier transform. This algorithm is shown to be also applicable to computing the periodic Hermite spline interpolant. In both cases we only use necessary and sufficient conditions for the existence and uniqueness of the corresponding Hermite spline interpolant.

1. Introduction

In this paper we shall construct new efficient algorithms for the computation of the Hermite fundamental splines and the Hermite spline interpolant.

We use standard notation: Let \( f^\wedge \) be the Fourier transform

\[
 f^\wedge(u) := \int_{-\infty}^{\infty} f(x)e^{-iux} \, dx \quad (u \in \mathbb{R})
\]

of \( f \in L_1(\mathbb{R}) \). Assume that

\[
 \sum_{j=-\infty}^{\infty} f^\wedge(u + 2\pi j) \quad (u \in \mathbb{R})
\]

is uniformly convergent on \( \mathbb{R} \). Then \( f^\sim \) with

\[
 f^\sim(u) := \sum_{j=-\infty}^{\infty} f^\wedge(u + 2\pi j) \quad (u \in \mathbb{R})
\]

is called the \( 2\pi \)-periodization of \( f^\wedge \). The Poisson summation formula reads as follows:

\[
 f^\sim(u) = \sum_{j=-\infty}^{\infty} f(j)e^{-iu j}.
\]

Consider equidistant knots with multiplicity 2,

\[
 x_j := \lfloor j/2 \rfloor \quad (j \in \mathbb{Z}),
\]
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where \( \lfloor j/2 \rfloor \) denotes the integer part of \( j/2 \). With \( N_{m, \nu}^2 \in C^{m-2}(\mathbb{R}) \) (\( \nu = 0, 1 \)) we denote the normalized B-splines of degree \( m \) (\( m \geq 2 \)) and defect 2 with knots \( x_\nu, x_{\nu+1}, \ldots, x_{\nu+m+1} \).

Let \( S_{m, 2}^0(\mathbb{Z}) \) be the set of all finite linear combinations of shifts of \( N_{m, \nu}^2 \) (\( \nu = 0, 1 \)):

\[
\sum_{j=-\infty}^{\infty} (a_j N_{m, 0}^2(x - j) + b_j N_{m, 1}^2(x - j)) \quad (x \in \mathbb{R}; \ a_j, b_j \in \mathbb{R}).
\]

The \( L_1(\mathbb{R}) \)-closure of \( S_{m, 2}^0(\mathbb{Z}) \) is denoted by \( S_{m, 2}(\mathbb{Z}) \). We consider the following generalized cardinal Hermite spline interpolation problem: For given data sequences \( y^{(0)} := \{y_j^{(0)}\}_{j=-\infty}^{\infty}, \ y^{(1)} := \{y_j^{(1)}\}_{j=-\infty}^{\infty} \in l_1 \), and shift parameters \( \tau_0, \tau_1 \in \mathbb{R} \) with \( 0 < \tau_0 \leq \tau_1 \leq 1 \), find a spline function \( s \in S_{m, 2}(\mathbb{Z}) \) such that

\[
(1) \quad s(k + \tau_0) = y_k^{(0)}, \quad [s(k + \cdot) : \tau_0, \tau_1] = y_k^{(1)} \quad (k \in \mathbb{Z}),
\]

where \([s(k + \cdot) : \tau_0, \tau_1]\) denotes the divided difference. In the case \( \tau_0 = \tau_1 \in (0, 1] \) we obtain the classical cardinal Hermite spline interpolation problem.

For the sake of simplicity, we describe our method only for splines of defect 2. But the procedure can be simply generalized to the corresponding Hermite interpolation problem for splines with higher defect. Further, the Hermite spline interpolation problem (1) is of special interest in applications. The existence and uniqueness problem is generally solved only for defect 2 (cf. [5]).

In the literature, cardinal Hermite spline interpolation problems have been investigated mainly in the special case of nonshifted nodes (cf. [2, 10, 1]). In particular, the construction of fundamental splines and the existence and uniqueness of solutions have been studied. The periodic Hermite spline interpolation for defect \( r > 1 \) (\( r \in \mathbb{N} \)) with interpolation nodes \( \tau_0 = \tau_1 = \cdots = \tau_{r-1} = 1 \) have been treated in [3] and [4]. The more general periodic case \( \tau_0 = \tau_1 = \cdots = \tau_{r-1} \in (0, 1] \) can be found in [9].

Contrary to most of the other papers dealing with periodic or cardinal Hermite spline interpolation (cf. [8, 9, 3, 4]) we do not use the normal B-splines \( N_m(\cdot - k) \) (\( k \in \mathbb{Z} \)) and their derivatives (or their periodizations) as a basis for the spline space with higher defect, but instead B-splines with multiple knots.

In §2, we introduce a new representation of the symbol of the problem considered. This symbol will be the main tool of our approach to the cardinal fundamental splines in §3. Using fast Fourier transform, we obtain a new efficient algorithm for the computation of the cardinal Hermite spline interpolant in §4. Further, the close connection between periodic and cardinal Hermite spline interpolation will be considered. In §5, it will be shown that one and the same algorithm can be applied to the computation of the cardinal and the periodic spline interpolants.

2. Symbol of cardinal Hermite spline interpolation

Similar to Lagrange spline interpolation, we have to investigate the symbol of the interpolation problem (1). First we introduce the Euler-Frobenius polynomials of multiplicity 2 in order to construct the symbol for the generalized Hermite spline interpolation problem (1).
With the help of B-splines with double knots, the generalized Euler-Frobenius polynomials of multiplicity 2 with shift parameter $x \in \mathbb{R}$ can be defined by

$$H_m^\nu(x, z) := \sum_{j=\infty}^{\infty} N_{m, \nu}^2(j + x)z^j \quad (\nu = 0, 1; z \in \mathbb{C}).$$

Since $\text{supp} N_{m, \nu}^2 (\nu = 0, 1)$ is compact, the functions $H_{m, \nu}^2 (\nu = 0, 1)$ are well defined. We are especially interested in the behavior of $H_{m, \nu}^2 (\nu = 0, 1)$ on the unit circle. Therefore, we put for $u \in \mathbb{R}$

$$h_{m, \nu}^2(x, u) := H_{m, \nu}^2(x, e^{-iu}) \quad (x \in \mathbb{R}).$$

Then we obtain the following properties of $h_{m, \nu}^2$.

**Lemma 2.1.** Let $m \in \mathbb{N}$ ($m \geq 2$) and $u, x \in \mathbb{R}$ be fixed. Then we have

(i) $$h_{m, \nu}^2(1, u) = e^{iu}h_{m, \nu}^2(0, u) \quad (\nu = 0, 1),$$

(ii) $$\frac{\partial^j}{\partial x^j} h_{m, \nu}^2(x \pm 1, u) = e^{\pm iu} \frac{\partial^j}{\partial x^j} h_{m, \nu}^2(x, u) \quad (\nu = 0, 1; j = 0, \ldots, m - 2),$$

(iii) $$\frac{\partial}{\partial x} h_{m, 0}^2(x, u) = m \left( \frac{1}{[m/2]} h_{m-1, 0}^2(x, u) - \frac{1}{[(m+1)/2]} h_{m-1, 1}^2(x, u) \right),$$

$$\frac{\partial}{\partial x} h_{m, 1}^2(x, u) = m \left( \frac{1}{[(m+1)/2]} h_{m-1, 1}^2(x, u) - \frac{e^{-iu}}{[m/2]} h_{m-1, 0}^2(x, u) \right).$$

For a proof we refer to [6].

Now for $x, x_0, x_1, u \in \mathbb{R}$ we define the following determinants:

$$h_m^2(x_0, x_1, u) := \det \begin{pmatrix} h_{m, 0}^2(x_0, u) & h_{m, 1}^2(x_0, u) \\ h_{m, 0}^2(x_1, u) & h_{m, 1}^2(x_1, u) \end{pmatrix},$$

$$h_m^2(x, [x_0, x_1], u) := \det \begin{pmatrix} h_{m, 0}^2(x, u) & h_{m, 1}^2(x, u) \\ h_{m, 0}^2(x_0, x_1)(u) & h_{m, 1}^2(x_0, x_1)(u) \end{pmatrix}$$

with

$$h_{m, \nu}^2(x_0, x_1)(u) := [h_{m, \nu}^2(\cdot, u) : x_0, x_1] \quad (\nu = 0, 1).$$

Note that the functions $h_{m, \nu}^2$ and $h_m^2$ are $2\pi$-periodic in $u$.

**Theorem 2.2.** Let $N, m \in \mathbb{N}$ ($m \geq 2$) and $0 < \tau_0 \leq \tau_1 \leq 1$ be given. Then the cardinal Hermite interpolation problem (1) is uniquely solvable if and only if

$$h_m^2(\tau_0, [\tau_0, \tau_1], u) \neq 0 \quad (u \in (-\pi, \pi]).$$

The relation (2) is equivalent to

$$[B_m : \tau_0, \tau_1] \neq 0,$$

where $B_m$ denotes the $m$th Bernoulli polynomial.

**Proof.** The spline function $s \in S_{m, 2}(\mathbb{Z})$ can be written in the form

$$s(x) = \sum_{j=-\infty}^{\infty} (a_j N_{m, 0}^2(x - j) + b_j N_{m, 1}^2(x - j)) \quad (x \in \mathbb{R})$$
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with \( \{a_j\}_{j=-\infty}^{\infty}, \{b_j\}_{j=-\infty}^{\infty} \in l_1 \). Then for \( k \in \mathbb{Z} \), the interpolation conditions (1) read as follows:

\[
\sum_{j=-\infty}^{\infty} \left( a_j N_{m,0}^2(\tau_0 + k - j) + b_j N_{m,1}^2(\tau_0 + k - j) \right) = y_{k}^{(0)},
\]

(4)

\[
\sum_{j=-\infty}^{\infty} \left( a_j [N_{m,0}^2(\cdot + k - j); \tau_0, \tau_1] + b_j [N_{m,1}^2(\cdot + k - j); \tau_0, \tau_1] \right) = y_{k}^{(1)}.
\]

We introduce the following continuous functions defined on \((-\pi, \pi]\):

\[
\begin{align*}
\tilde{a}(u) &:= \sum_{j=-\infty}^{\infty} a_j e^{-iu_j}, \\
\tilde{b}(u) &:= \sum_{j=-\infty}^{\infty} b_j e^{-iu_j}, \\
\tilde{y}^{(0)}(u) &:= \sum_{j=-\infty}^{\infty} y_j^{(0)} e^{-iu_j}, \\
\tilde{y}^{(1)}(u) &:= \sum_{j=-\infty}^{\infty} y_j^{(1)} e^{-iu_j}.
\end{align*}
\]

By (4) we find after a short calculation

\[
\left( \begin{array}{cc}
h_{m,0}^2(\tau_0, u) & h_{m,1}^2(\tau_0, u) \\
h_{m,0}[\tau_0, \tau_1](u) & h_{m,1}[\tau_0, \tau_1](u) \end{array} \right)
\left( \begin{array}{c} \tilde{a} \\
\tilde{b} \end{array} \right) = \left( \begin{array}{c} \tilde{y}^{(0)}(u) \\
\tilde{y}^{(1)}(u) \end{array} \right).
\]

For given data \( y^{(0)} \) and \( y^{(1)} \), the functions \( \tilde{a} \) and \( \tilde{b} \) are uniquely determined by (1) if and only if

\[
h^2_m(\tau_0, [\tau_0, \tau_1], u) = \det \left( \begin{array}{cc}
h_{m,0}^2(\tau_0, u) & h_{m,1}^2(\tau_0, u) \\
h_{m,0}[\tau_0, \tau_1](u) & h_{m,1}[\tau_0, \tau_1](u) \end{array} \right)
\]

does not vanish on \((-\pi, \pi]\). The equivalence of (2) and (3) is shown in [5]. \( \square \)

The function \( h^2_m(\tau_0, [\tau_0, \tau_1], \cdot) \) is called the symbol of the generalized Hermite spline interpolation problem (1).

**Example 2.3.** For \( x, x_0, x_1 \in (0, 1], u \in \mathbb{R} \), we find in the case \( m = 2 \), using

\[
h^2_{2,0}(x, u) = 2x(1-x), \quad h^2_{2,1}(x, u) = x^2 + (1-x)^2 e^{-iu},
\]

the symbol of the generalized Hermite spline interpolation problem

\[
h^2_2(x_0, [x_0, x_1], u) = 2(x_0 x_1 - (1 - x_0)(1 - x_1)e^{-iu}),
\]

and in the case \( m = 3 \), using

\[
h^2_{3,0}(x, u) = \frac{1}{4}(x^2(6 - 5x) + (1-x)^3 e^{-iu}),
\]

\[
h^2_{3,1}(x, u) = \frac{1}{8}(x^3 + (1-x)^2(5x+1)e^{-iu}),
\]

that

\[
h^2_3(x_0, [x_0, x_1], u)
\]

\[
= \frac{3}{2}(x_0^2 x_1^2 - (x_0(1 - x_0) + x_1(1 - x_1)) + 2 x_0 x_1 (1 - x_0)(1 - x_1)) e^{-iu}
\]

\[
+ (1-x_0)^2 (1-x_1)^2 e^{-2iu}). \quad \square
\]

The following properties for the functions \( h^2_m \) can be easily proved from the definition (see [6]).
Lemma 2.4. Let \( m \in \mathbb{N} \) \((m \geq 2)\), \( x_0, x_1 \in \mathbb{R} \), and \( u \in (-\pi, \pi) \) be fixed. Then

(i)

\[
\begin{align*}
\hat{h}_m^2(x_0, x_1, u) &= -\hat{h}_m^2(x_1, x_0, u), \\
\hat{h}_m^2(x_0, [x_0, x_1], u) &= \hat{h}_m^2(x_1, [x_0, x_1], u),
\end{align*}
\]

(ii)

\[
\begin{align*}
\hat{h}_m^2(x_0, x_1, u + 2k\pi) &= \hat{h}_m^2(x_0, x_1, u) \quad (k \in \mathbb{Z}), \\
\hat{h}_m^2(x_0 \pm 1, x_1, u) &= e^{\pm i u} \hat{h}_m^2(x_0, x_1, u), \\
\hat{h}_m^2(x_0, x_1 \pm 1, u) &= e^{\pm i u} \hat{h}_m^2(x_0, x_1, u), \\
\hat{h}_m^2(x_0, x_0, u) &= 0,
\end{align*}
\]

(iii)

\[
\begin{align*}
\hat{h}_m^2(x_0 + 1, [x_0 + 1, x_0 + 1], u) &= e^{2i u} \hat{h}_m^2(x_0, [x_0, x_0], u), \\
\hat{h}_m^2(x_0 - 1, [x_0 - 1, x_0 - 1], u) &= e^{-2i u} \hat{h}_m^2(x_0, [x_0, x_0], u), \\
\hat{h}_m^2(x_0, [x_0, x_0 + k], u) &= 0 \quad (k \in \mathbb{Z}).
\end{align*}
\]

For the computation of cardinal fundamental splines and cardinal Hermite spline interpolants by discrete Fourier transform we need the vectors

\[
\hat{h}_m(x_0, x_1) := \left( \hat{h}_m^2(x_0, x_1, 2\pi j/N) \right)_{j=0}^{N-1} \quad (x_0, x_1 \in \mathbb{R}),
\]

and the corresponding divided differences with respect to \( x \),

\[
\begin{align*}
\hat{h}_m^2(x_0, x_1) &= \left( \hat{h}_m(x_0, x_1, 2\pi j/N) \right)_{j=0}^{N-1}, \\
\hat{h}_m^2(x_0, [x_0, x_1]) &= \left( \hat{h}_m^2(x_0, [x_0, x_1], 2\pi j/N) \right)_{j=0}^{N-1}
\end{align*}
\]

with \( x_0, x_1 \in \mathbb{R} \).

We now present an efficient algorithm for the computation of \( \hat{h}_m^2(x) \) \((\nu = 0, 1)\). Let the \( N \)-periodic B-splines \( P_{m, \nu}^2 \) of degree \( m \) \((m \geq 2)\) and defect 2 be defined by

\[
P_{m, \nu}^2(x) := \sum_{l=-\infty}^{\infty} N_{m, \nu}^2(x - lN) \quad (\nu = 0, 1; x \in \mathbb{R}).
\]

We put

\[
\hat{h}_{m, \nu}^2(x) := \left( P_{m, \nu}^2(x + k) \right)_{k=0}^{N-1} \quad (\nu = 0, 1).
\]

Then from

\[
\sum_{k=0}^{N-1} P_{m, \nu}^2(x + k) w_N^j = \hat{h}_{m, \nu}^2(x, 2\pi j/N) \quad (\nu = 0, 1; j = 0, \ldots, N - 1)
\]

with \( w_N := \exp(-2\pi i/N) \) it follows that

\[
\hat{h}_{m, \nu}^2(x) = F_N \hat{n}_{m, \nu}(x) \quad (\nu = 0, 1).
\]

Here, \( F_N := (w_N^j)_{j,k=0}^{N-1} \) denotes the Fourier matrix of order \( N \). We obtain:
Algorithm 2.5. Computation of the auxiliary vectors $h_{m,\nu}^2(x)$ ($\nu = 0, 1$)

Input: $m$ spline degree ($m \in \mathbb{N}$, $m \geq 2$),
$N$ period ($N \in \mathbb{N}$, $N$ power of 2),
$x$ ($x \in \mathbb{R}$).

1. Compute $p_{m,\nu}^2(x + j)$ ($\nu = 0, 1$; $j = 0, \ldots, N - 1$) by the B-spline recursion formula. Put
   $n_{m,\nu}(x) := (p_{m,\nu}^2(x + j))_{j=0}^{N-1} \in \mathbb{R}^N$ ($\nu = 0, 1$).

2. Compute $h_{m,\nu}^2(x)$ by fast Fourier transform.

Output: $h_{m,\nu}^2(x) = (h_{m,\nu}^2(x, 2\pi j/N))_{j=0}^{N-1}$ ($\nu = 0, 1$).

Remark 2.6. For solving the generalized Hermite spline interpolation problem for $r > 2$, the Euler-Frobenius functions $h_{m,\nu}^r$ ($\nu = 0, \ldots, r - 1$) can be similarly introduced by using B-splines with $r$-fold knots.

3. Cardinal fundamental splines

With the help of B-splines with double knots we are able to find new explicit formulas for the cardinal fundamental splines (see Figures 1 and 2):

Theorem 3.1. Let $m \in \mathbb{N}$ ($m \geq 2$) and $0 < \tau_0 \leq \tau_1 \leq 1$ be given such that $h_{m}^2(\tau_0, [\tau_0, \tau_1], u) \neq 0$ ($u \in (-\pi, \pi)$) is satisfied. Then $L_{m,\nu} \in S_{m,2}(\mathbb{Z})$, where

\begin{align}
L_{m,0}(x) & := \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{D_{m,0}(\tau_0, \tau_1, u)}{h_{m}(\tau_0, [\tau_0, \tau_1], u)} e^{iux} \, du \quad (x \in \mathbb{R}), \\
L_{m,1}(x) & := \frac{1}{2\pi} \int_{-\infty}^{\infty} \frac{D_{m,1}(\tau_0, \tau_1, u)}{h_{m}(\tau_0, [\tau_0, \tau_1], u)} e^{iux} \, du \quad (x \in \mathbb{R})
\end{align}

with

\begin{align}
D_{m,0}(\tau_0, \tau_1, u) & := \det \begin{pmatrix} (N_{m,0}^2(u)) & (N_{m,1}^2(u)) \\ h_{m,0}(\tau_0, \tau_1)(u) & h_{m,1}(\tau_0, \tau_1)(u) \end{pmatrix} \quad (u \in \mathbb{R}), \\
D_{m,1}(\tau_0, \tau_1, u) & := \det \begin{pmatrix} h_{m,0}^2(\tau_0, u) & h_{m,1}^2(\tau_0, u) \\ (N_{m,0}^2(u)) & (N_{m,1}^2(u)) \end{pmatrix} \quad (u \in \mathbb{R})
\end{align}

are the cardinal fundamental splines of the Hermite spline interpolation problem (1), i.e., there holds

\begin{align*}
L_{m,0}(k + \tau_0) & = \delta_{0,k} \quad (k \in \mathbb{Z}), \\
L_{m,1}(k + \tau_0) & = 0 \quad (k \in \mathbb{Z}), \\
[L_{m,0}(k + \cdot), \tau_0, \tau_1] & = 0 \quad (k \in \mathbb{Z}), \\
[L_{m,1}(k + \cdot), \tau_0, \tau_1] & = \delta_{0,k} \quad (k \in \mathbb{Z}).
\end{align*}

The coefficients $l_{j,\nu,0}$, $l_{j,\nu,1}$ ($\nu = 0, 1$) in the representation of $L_{m,\nu}$ by

\[ L_{m,\nu}(x) = \sum_{j=-\infty}^{\infty} \left( l_{j,\nu,0} N_{m,0}^2(x-j) + l_{j,\nu,1} N_{m,1}^2(x-j) \right) \quad (\nu = 0, 1; x \in \mathbb{R}) \]
are given by

\[ l_{j,0,0} = \frac{1}{2\pi} \int_{-\pi}^{\pi} h_{m,1}^{2}(\tau_0, [\tau_0, \tau_1], u) e^{iu} du, \]

\[ l_{j,0,1} = -\frac{1}{2\pi} \int_{-\pi}^{\pi} h_{m,0}^{2}(\tau_0, [\tau_0, \tau_1], u) e^{iu} du, \]

\[ l_{j,1,0} = -\frac{1}{2\pi} \int_{-\pi}^{\pi} h_{m,1}^{2}(\tau_0, [\tau_0, \tau_1], u) e^{iu} du, \]

\[ l_{j,1,1} = \frac{1}{2\pi} \int_{-\pi}^{\pi} h_{m,0}^{2}(\tau_0, [\tau_0, \tau_1], u) e^{iu} du. \]

**Proof.** Since the trigonometric polynomial \( h_{m}^{2}(\tau_0, [\tau_0, \tau_1], u) \) satisfies the condition \( h_{m}^{2}(\tau_0, [\tau_0, \tau_1], u) \neq 0 \) \((u \in (-\pi, \pi))\), there exists \( \alpha > 0 \) such that \(|h_{m}^{2}(\tau_0, [\tau_0, \tau_1], u)| \geq \alpha > 0 \) for all \( u \in \mathbb{R} \). Further, \( N_{m}^{2}, \nu \in C_{m+2}(\mathbb{R}) \) \((\nu = 0, 1)\) yields \( (N_{m}^{2}, \nu)^{\wedge}(u) = O(|u|^{m+1}) \) \(|u| \to \infty\), i.e., \( (N_{m}^{2}, \nu)^{\wedge} \) \((\nu = 0, 1)\) are absolutely integrable for \( m \geq 3 \). For \( m = 2 \) this assertion follows from Example 4.2. Hence, the functions \( L_{m,0} \) and \( L_{m,1} \) are well defined and continuous.

1. We show that \((L_{m,0}(\cdot + \tau_0))^{\wedge} \equiv 1 \) and \( l^{\wedge} \equiv 0 \), where \( l(x) := [L_{m,0}(x + \cdot): \tau_0, \tau_1] \). By (5) we find

\[ L_{m,0}(u) = \frac{D_{m,0}(\tau_0, \tau_1, u)}{h_{m}^{2}(\tau_0, [\tau_0, \tau_1], u)}. \]

Using the Poisson summation formula, we have

\[ (N_{m}^{2}, \nu(\cdot + r))^{\wedge}(u) = \sum_{k=-\infty}^{\infty} N_{m}^{2}, \nu(k + \tau) e^{iuk} = h_{m}^{2}, \nu(\tau, u) \]

\( (\nu = 0, 1; \tau, u \in \mathbb{R}) \).

Consequently,

\[ (L_{m,0}(\cdot + \tau_0))^{\wedge}(u) = \sum_{j=-\infty}^{\infty} \left( \frac{(N_{m}^{2}, \nu(\cdot + \tau_0))^{\wedge}(u + 2\pi j) h_{m,1}^{2}(\tau_0, \tau_1,u)}{h_{m}^{2}(\tau_0, [\tau_0, \tau_1], u)} \right. \]

\[ - \left. \frac{(N_{m,1}^{2}(\cdot + \tau_0))^{\wedge}(u + 2\pi j) h_{m,0}^{2}(\tau_0, \tau_1,u)}{h_{m}^{2}(\tau_0, [\tau_0, \tau_1], u)} \right) \]

\[ = \frac{h_{m,0}^{2}(\tau_0, u) h_{m,1}^{2}(\tau_0, \tau_1,u) - h_{m,1}^{2}(\tau_0, u) h_{m,0}^{2}(\tau_0, \tau_1,u)}{h_{m}^{2}(\tau_0, [\tau_0, \tau_1], u)} = 1 \]

for all \( u \in \mathbb{R} \). With

\[ n_{m}^{2}, \nu(x) := [N_{m}^{2}, \nu(x + \cdot): \tau_0, \tau_1] \]

\( (\nu = 0, 1; x \in \mathbb{R}) \)

we obtain for \( u \in \mathbb{R} \) that
Thus, we have for all \( k \in \mathbb{Z} \)

\[
L_{m,0}(k + \tau_0) = \frac{1}{2\pi} \int_{-\infty}^{\infty} (L_{m,0}(\cdot + \tau_0))^\wedge(u)e^{iuk} \, du = 0.
\]

and

\[
[L_{m,0}(k + \cdot) \colon \tau_0, \tau_1] = \frac{1}{2\pi} \int_{-\pi}^{\pi} l^\wedge(u)e^{iuk} \, du = \delta_{0,k}.
\]

2. Using the Poisson summation formula, we obtain

\[
L_{m,0}(\cdot) = \frac{1}{2\pi} \int_{-\infty}^{\infty} D_{m,0}(\tau_0, \tau_1, u)e^{iux} \, du = \frac{1}{2\pi} \int_{-\pi}^{\pi} l^\wedge(u)e^{iux} \, du = 0.
\]

With

\[
l_{j,0,0} = l_{j,0,0}N^2_{m,0}(x - j) + l_{j,0,1}N^2_{m,1}(x - j)
\]

and

\[
l_{j,0,1} = -\frac{1}{2\pi} \int_{-\pi}^{\pi} \frac{h^2_{m,0}[\tau_0, \tau_1](u)}{h^2_{m}(\tau_0, [\tau_0, \tau_1], u)} e^{iuj} \, du.
\]

The assertion for \( L_{m,1} \) can be proved analogously. \( \square \)
4. Solution of the cardinal Hermite spline interpolation problem

Let $m \in \mathbb{N}$ ($m \geq 2$) and $0 < \tau_0 \leq \tau_1 \leq 1$ be given such that

$$h^2_{1, m}(\tau_0, [\tau_0, \tau_1], u) \neq 0 \quad (u \in (-\pi, \pi]).$$

If $y^{(0)} := \{y_j^{(0)}\}_{j=-\infty}^{\infty}, y^{(1)} := \{y_j^{(1)}\}_{j=-\infty}^{\infty} \in l_1$ are given data sequences, then a continuous solution $s \in S_{m, 2}(\mathbb{Z})$ ($m \geq 2$) of the cardinal Hermite spline interpolation problem (1) can be written as follows:

$$s(x) = \sum_{j=-\infty}^{\infty} (y_j^{(0)} L_{m, 0}(x-j) + y_j^{(1)} L_{m, 1}(x-j)).$$

This series is absolutely and uniformly convergent on $\mathbb{R}$. Using the properties of Fourier transform, we find

$$s^\wedge(u) = L^\wedge_{m, 0}(u) \sum_{l=-\infty}^{\infty} y_l^{(0)} e^{-iul} + L^\wedge_{m, 1}(u) \sum_{l=-\infty}^{\infty} y_l^{(1)} e^{-iul} \quad (u \in \mathbb{R}).$$

For the $r$th derivative $s^{(r)}$ ($1 \leq r \leq m - 2$) there follows

$$(s^{(r)})^\wedge(u) = (iu)^r s^\wedge(u)$$

$$= (iu)^r \left( L^\wedge_{m, 0}(u) \sum_{l=-\infty}^{\infty} y_l^{(0)} e^{-iul} + L^\wedge_{m, 1}(u) \sum_{l=-\infty}^{\infty} y_l^{(1)} e^{-iul} \right)$$

with $u \in \mathbb{R}$. Since $(i)^{m-2} L^\wedge_{m, \nu} \in L_1(\mathbb{R})$ ($\nu = 0, 1$), we find that $(s^{(r)})^\wedge \in L_1(\mathbb{R})$. Inverse Fourier transform yields

$$s^{(r)}(x) = \frac{1}{2\pi} \int_{-\infty}^{\infty} (iu)^r s^\wedge(u) e^{iux} \, du.$$  

We shall compute this solution $s$ and its derivatives $s^{(r)}$ ($1 \leq r \leq m - 2$) by means of fast Fourier transform.

Assume that $y_l^{(0)} = 0, y_l^{(1)} = 0$ for $l \notin \{0, \ldots, N-1\}$. This assumption makes sense, since $y^{(\nu)} \in l_1$ ($\nu = 0, 1$). Replacing in (7) the integration over $\mathbb{R}$ by integration over $[-\mu \pi, \mu \pi]$ ($\mu \in \mathbb{N}$), i.e.,

$$\frac{1}{2\pi} \int_{-\mu \pi}^{\mu \pi} \left( L^\wedge_{m, 0}(u) \sum_{l=0}^{N-1} y_l^{(0)} e^{-iul} + L^\wedge_{m, 1}(u) \sum_{l=0}^{N-1} y_l^{(1)} e^{-iul} \right) (iu)^r e^{iux} \, du,$$

we compute (8) by the rectangle rule with step length $2\pi/N$:

$$\frac{1}{N} \sum_{n \in G_{\mu N}} \left( L^\wedge_{m, 0} \left( \frac{2\pi n}{N} \right) \sum_{l=0}^{N-1} y_l^{(0)} w_{ln}^N \right) + L^\wedge_{m, 1} \left( \frac{2\pi n}{N} \right) \sum_{l=0}^{N-1} y_l^{(1)} w_{ln}^N \left( \frac{2\pi in}{N} \right)^r e^{2\pi inx/N}.$$
with \( G_{\mu N} := \{ n \in \mathbb{Z} : \mu N/2 < n \leq \mu N/2 \} \) and \( w_N := \exp(-2\pi i/N) \). Instead of \( s^{(\nu)}(j/\mu) \) \((j = 0, \ldots, \mu N - 1)\) we obtain the approximate value

\[
s^\nu_j := \frac{1}{N} \sum_{n \in G_{\mu N}} \left(\frac{2\pi in}{N}\right)^\nu \left(\frac{2\pi n}{N}\right) \sum_{l=0}^{N-1} y^{(0)}_l w_N^l \tag{9}
\]

\[ + L_{m,1}^\nu \left(\frac{2\pi n}{N}\right) \sum_{l=0}^{N-1} y^{(1)}_l w_N^l \right) w_{\mu N}^{-nj}.\]

Note from (5) that

\[
L_{m,\nu}(u) = \frac{D_{m,\nu}(\tau_0, \tau_1, u)}{h_{m}(\tau_0, \tau_1, u)} \quad (\nu = 0, 1)
\]

with \( D_{m,\nu} \) as in Theorem 3.1.

Thus, we find the following algorithm for the computation of the cardinal Hermite spline interpolant \( s \in S_{m,2}(\mathbb{Z}) \) and its derivatives:

Algorithm 4.1. Computation of the cardinal Hermite spline interpolant and its derivatives

Input: \( m \) spline degree \((m \in \mathbb{N}, m \geq 2)\),
\( N \) power of 2,
\( \mu \) power of 2,
\( y^{(0)}, y^{(1)} \) data sequences with \( y^{(\nu)}_j = 0 \) \((j \not\in \{0, \ldots, N - 1\}; \nu = 0, 1)\),
\( r \) order of a derivative \((0 \leq r \leq m - 2)\),
\( \tau_0, \tau_1 \) shift parameters \((0 < \tau_0 \leq \tau_1 \leq 1)\) with \([B_m, \tau_0, \tau_1] \neq 0\),
\((N^2_{m,0})^\wedge, (N^2_{m,1})^\wedge\) Fourier transforms of \( N^2_{m,0} \) and \( N^2_{m,1} \).

1. Precompute for \( \nu = 0, 1 \) the vectors

\[
(h_{m,\nu}(\tau_0, 2\pi l/N))_{l=0}^{N-1}, \quad (h_{m,\nu}[\tau_0, \tau_1][2\pi l/N])_{l=0}^{N-1},
\]

\[
(h_{m}^2(\tau_0, [\tau_0, \tau_1], 2\pi l/N))_{l=0}^{N-1}
\]

by Algorithm 2.5 and by the definitions.

2. Precompute by (6) for all \( n \in G_{\mu N} \)

\[
D_{m,0}(\tau_0, \tau_1, 2\pi n/N), \quad D_{m,1}(\tau_0, \tau_1, 2\pi n/N).
\]

3. Compute by fast Fourier transform

\[
y^{(0)}_j := \sum_{k=0}^{N-1} y^{(0)}_k w_N^j, \quad y^{(1)}_j := \sum_{k=0}^{N-1} y^{(1)}_k w_N^j \quad (j = 0, \ldots, N - 1).
\]

4. Form for all \( n \in G_{\mu N} \)

\[
t'_n := \left(\frac{2\pi in}{N}\right)^\nu \frac{D_{m,0}(\tau_0, \tau_1, 2\pi n/N)y^{(0)}_n + D_{m,1}(\tau_0, \tau_1, 2\pi n/N)y^{(1)}_n}{h_{m}^2(\tau_0, [\tau_0, \tau_1], 2\pi n'/N)}
\]
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with \( n' := n \mod N \), i.e., \( n' \) is the nonnegative residue of \( n \) modulo \( N \) defined by \( n' \equiv n \pmod{N} \) and \( 0 \leq n' \leq N - 1 \).

5. Put for all \( n \in G_{\mu N} \) with \( k := n \mod(\mu N) \)

\[ v_k^r := t_n'. \]

6. Compute by fast Fourier transform

\[ s_j^r := \frac{1}{N} \sum_{k=0}^{\mu N-1} v_k^r w_{\mu N}^{-jk} \quad (j = 0, \ldots, \mu N - 1). \]

**Output:** \( s_j^r \) approximate value of \( s^{(r)}(j/\mu) \) \( (j = 0, \ldots, \mu N - 1) \). The cardinal fundamental splines \( L_{5,0} \) and \( L_{5,1} \) for \( \tau_0 = 0.3, \tau_1 = 0.8 \) (see Figures 1 and 2) are obtained by Algorithm 4.1.

The main operations of this algorithm are two discrete Fourier transforms of length \( N \) in step 3, and the discrete Fourier transform of length \( \mu N \) in step 6. Since we use fast Fourier transform, the algorithm possesses an arithmetical complexity of \( O(\mu N(\log \mu N)) \) and computes \( \mu N \) approximate values of \( s^{(r)} \) all at once. The numerical stability of the algorithm is mainly determined by

\[ \min\{|h_m^2(\tau_0, [\tau_0, \tau_1], 2\pi k/N)|; k = 0, \ldots, N - 1\}, \]

because in step 4 one has to divide by this quantity.

The Fourier transforms of \( N_{m,\nu}^2 \) \( (\nu = 0, 1) \) can be easily precomputed, since the B-splines have a compact support.
Example 4.2. The Fourier transforms of $N_{2, \nu}^2$ ($m = 2, 3; \nu = 0, 1$), for $u \neq 0$, are

$$\widehat{(N_{2,0}^2)}(u) = \frac{2}{u^3}((-u + 2i)e^{-iu} - u - 2i),$$
$$\widehat{(N_{2,1}^2)}(u) = \frac{2}{u^3}(-ie^{-2iu} + 2ue^{-iu} + i),$$
$$\widehat{(N_{3,0}^2)}(u) = \frac{3}{u^4}(e^{-2iu} + 4(iu + 1)e^{-iu} + 2iu - 5),$$
$$\widehat{(N_{3,1}^2)}(u) = \frac{3}{u^4}((-2iu - 5)e^{-2iu} + (-iu + 1)e^{-iu} + 1).$$

5. Periodic Hermite spline interpolation

Finally, we want to show a close connection between periodic and cardinal spline interpolation. We shall find that Algorithm 4.1 can also be used for the computation of the periodic Hermite spline interpolant and its derivatives.

Let $N, m \in \mathbb{N}$ ($m \geq 2$) be fixed. By $S_{m,2}^N(\mathbb{Z})$ we denote the set of all functions

$$s(x) := \sum_{j=0}^{N-1} (a_j P_{m,0}^2(x-j) + b_j P_{m,1}^2(x-j)) \quad (x \in \mathbb{R})$$

with arbitrary coefficients $a_j, b_j \in \mathbb{R}$ ($j = 0, \ldots, N-1$). Furthermore, let $y_{j}^{(\nu)} \in \mathbb{R}$ ($\nu = 0, 1; j \in \mathbb{Z}$) with $y_{j}^{(\nu)} = y_{j+N}^{(\nu)}$ be given $N$-periodic data, which can be completely described by the vectors

$$y^{(\nu)} := (y_{0}^{(\nu)}, \ldots, y_{N-1}^{(\nu)})^T \in \mathbb{R}^N \quad (\nu = 0, 1).$$

We consider the following generalized $N$-periodic Hermite spline interpolation problem: For given shift parameters $\tau_0, \tau_1 \in \mathbb{R}$ with $0 < \tau_0 \leq \tau_1 \leq 1$, find an
N-periodic spline function \( s \in S^N_{m,2}(\mathbb{Z}) \) such that

\[
(10) \quad s(j + \tau_0) = y^{(0)}_j, \quad [s(j + \cdot): \tau_0, \tau_1] = y^{(1)}_j \quad (j \in \mathbb{Z}).
\]

In [5] it is shown that the periodic Hermite spline interpolation problem is uniquely solvable if and only if

\[
h^2_m(\tau_0, [\tau_0, \tau_1], 2\pi n/N) \neq 0 \quad (n = 0, \ldots, N-1).
\]

Again, this condition is equivalent to (3). Let \( L^N_{m,\nu} \in S^N_{m,2}(\mathbb{Z}) \) \((\nu = 0, 1)\) be the \( N \)-periodic fundamental splines for the interpolation problem (10), i.e., there holds

\[
L^N_{m,0}(k + \tau_0) = \delta^N_{0,k} - 1, \quad [L^N_{m,0}(k + \cdot): \tau_0, \tau_1] = 0 \quad (k \in \mathbb{Z}),
\]

\[
L^N_{m,1}(k + \tau_0) = 0, \quad [L^N_{m,1}(k + \cdot): \tau_0, \tau_1] = \delta^N_{0,k} \quad (k \in \mathbb{Z})
\]

with

\[
\delta^N_{0,k} := \begin{cases} 
1, & k \equiv 0 \pmod{N}, \\
0, & k \not\equiv 0 \pmod{N}.
\end{cases}
\]

The \( N \)-periodic fundamental splines \( L^N_{m,\nu} \) can be represented as follows (cf. [6]):

\[
L^N_{m,0}(x) := \frac{1}{N} \sum_{j=0}^{N-1} \frac{h^2_m(x, [\tau_0, \tau_1], 2\pi j/N)}{h^2_m(\tau_0, [\tau_0, \tau_1], 2\pi j/N)} \quad (x \in \mathbb{R}),
\]

\[
L^N_{m,1}(x) := \frac{1}{N} \sum_{j=0}^{N-1} \frac{h^2_m(\tau_0, x, 2\pi j/N)}{h^2_m(\tau_0, [\tau_0, \tau_1], 2\pi j/N)} \quad (x \in \mathbb{R}).
\]

Assume that (3) is satisfied. Then the following connection between \( N \)-periodic and cardinal fundamental splines can be observed:

\[
L^N_{m,\nu}(x) = \sum_{l=-\infty}^{\infty} L_{m,\nu}(x + lN) \quad (\nu = 0, 1).
\]

Since \( L_{m,\nu} \in L_1(\mathbb{R}) \), the series is absolutely and uniformly convergent on \( \mathbb{R} \). For the Fourier coefficients of \( L^N_{m,\nu} \) with respect to the orthogonal system \( \{e^{2\pi ikx/N}; k \in \mathbb{Z}\} \) we get

\[
c_k(L^N_{m,\nu}) := \frac{1}{N} \int_0^N L^N_{m,\nu}(x)e^{-2\pi ikx/N} \, dx
\]

\[
= \frac{1}{N} \int_0^N \sum_{l=-\infty}^{\infty} L_{m,\nu}(x + lN)e^{-2\pi ikx/N} \, dx
\]

\[
= \frac{1}{N} \int_{-\infty}^{\infty} L_{m,\nu}(x)e^{-2\pi ikx/N} \, dx = \frac{1}{N} L^\wedge_{m,\nu}(2\pi k/N).
\]

Now for the computation of the \( N \)-periodic fundamental splines and their derivatives we can start from

\[
(L^N_{m,\nu})^{(r)}(x) = \sum_{l=-\infty}^{\infty} (2\pi il/N)^r c_l(L^N_{m,\nu})e^{2\pi ilx/N}
\]

\[
= \frac{1}{N} \sum_{l=-\infty}^{\infty} (2\pi il/N)^r L^\wedge_{m,\nu}(2\pi l/N)e^{2\pi ilx/N}.
\]
We consider the truncated sum
\[ \frac{1}{N} \sum_{n \in G_{\mu N}} (2\pi in/N)^r \hat{L}_{m, \nu} (2\pi n/N)e^{2\pi inx/N/N} \]
and obtain the following approximate value of \((L_{m, \nu}^N)^{(r)}(k/\mu) \ (k \in G_{\mu N})\):
\[ (L_{\nu, k}^N)^r := \frac{1}{N} \sum_{n \in G_{\mu N}} (2\pi in/N)^r \hat{L}_{m, \nu} (2\pi n/N)e^{2\pi i kn/\mu N}. \]

With the help of the \(N\)-periodic fundamental splines \(L_{m, \nu}^N \ (\nu = 0, 1)\), a continuous solution \(s \in S_{m, 2}(\mathbb{Z})\) of the \(N\)-periodic Hermite spline interpolation problem (10) can be written as follows:
\[ s(x) = \sum_{j=0}^{N-1} (y_j^0 L_{m, 0}^N(x - j) + y_j^1 L_{m, 1}^N(x - j)), \]
where \(y^{(\nu)} := (y_0^{(\nu)}, \ldots, y_{N-1}^{(\nu)})^T \in \mathbb{R}^N \ (\nu = 0, 1)\) are given data vectors. By
\[ (L_{m, \nu}^N(x - j))^{(r)} \approx \frac{1}{N} \sum_{n \in G_{\mu N}} \left(2\pi in/N\right)^r \hat{L}_{m, \nu} (2\pi n/N)e^{2\pi inx/N} w_n^j \]
we find
\[ s^{(r)}(x) \approx \frac{1}{N} \sum_{n \in G_{\mu N}} \left(2\pi in/N\right)^r \left(\hat{L}_{m, 0}^N(2\pi n/N) \sum_{l=0}^{N-1} y_l^{(0)} w_l^N \right. \]
\[ + \left. \hat{L}_{m, 1}^N(2\pi n/N) \sum_{l=0}^{N-1} y_l^{(1)} w_l^N \right) e^{2\pi inx/N} \]
with \(n' := n \mod N\). That means, instead of \(s^{(r)}(j/\mu) \ (j = 0, 1, \ldots, \mu N - 1; r = 0, \ldots, m - 1)\) we obtain the approximate value
\[ s_j^r := \frac{1}{N} \sum_{n \in G_{\mu N}} \left(2\pi in/N\right)^r \left(\hat{L}_{m, 0}^N(2\pi n/N) \sum_{k=0}^{N-1} y_k^{(0)} w_k^N \right. \]
\[ + \left. \hat{L}_{m, 1}^N(2\pi n/N) \sum_{k=0}^{N-1} y_k^{(1)} w_k^N \right) w_{\mu N}^{-nj} \]
This formula for the \(r\)th derivative of the \(N\)-periodic Hermite spline interpolant is equivalent to the formula (9) for the \(r\)th derivative of the cardinal Hermite spline interpolant. Thus, the values computed in Algorithm 4.1 can also be considered as approximate values of the \(r\)th derivatives of the \(N\)-periodic Hermite spline interpolant.
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