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Abstract. This paper is concerned with the Poincaré-Steklov operator that is widely used in domain decomposition methods. It is proved that the inverse of the Poincaré-Steklov operator can be expressed explicitly by an integral operator with a kernel being the Green’s function restricted to the interface. As an application, for the discrete Poincaré-Steklov operator with respect to either a line (edge) or a star-shaped web associated with a single vertex point, a preconditioner can be constructed by first imbedding the line as the diameter of a disk, or the web as a union of radii of a disk, and then using the Green’s function on the disk. The proposed technique can be effectively used in conjunction with various existing domain decomposition techniques, especially with the methods based on vertex spaces (from multi-subdomain decomposition). Some numerical results are reported.

1. Introduction

In the study of nonoverlapping domain decomposition methods, the so-called Poincaré-Steklov operator plays an important role. How to effectively precondition this operator is significant, both from theoretical and practical points of view. There have been basically two known approaches to precondition such an operator: one is by FFT (Fast Fourier Transform) (cf. [6, 12, 2, 1, 3, 4]), and the other by multigrid preconditioner (cf. [17, 15, 16, 5, 19]). These approaches, however, cannot always be conveniently applied, for example, (1) in three dimensions, (2) if the grids on the interface are not very uniform or do not have a natural multigrid structure, (3) the interface consists of several lines or planes that intersect at a point. In this paper, a completely different technique will be proposed, which gives an alternative, and sometimes a better, approach to preconditioning the Poincaré-Steklov operator. This technique can subsequently be combined with existing domain decomposition approaches.

The idea is, for a two-dimensional problem for example, to imbed the underlying interface as a diameter or union of radii of a disk, and then use the restriction of the Green’s function associated with a disk. Advantages of this approach include: (1) it does not require much structure of the underlying grid; (2) it applies naturally to domain decomposition with cross points; (3) it is easy to implement.
The preconditioning technique in this paper is based on a new observation that the inverse of the Poincaré-Steklov operator can be expressed explicitly by an integral operator with a kernel being the Green’s function restricted to the interface. This observation appears to be of independent theoretical significance.

For clarity, the presentation of the paper will be confined to only two-dimensional problems, but the method can also be extended to three-dimensional problems; such an extension, however, is not very straightforward, and it will be discussed in a future work.

For convenience, following [18], the symbols $\lesssim$, $\gtrsim$ and $\asymp$ will be used in this paper. The relations $x_1 \lesssim y_1$, $x_2 \gtrsim y_2$ and $x_3 \asymp y_3$ mean that $x_1 \leq C_1 y_1$, $x_2 \geq c_2 y_2$ and $c_3 x_3 \leq y_3 \leq C_3 x_3$, respectively, for some constants $C_1$, $c_2$, $c_3$ and $C_3$ that are independent of mesh parameters.

The rest of the paper is organized as follows. Section 2 gives a description of the Poincaré-Steklov operator and an integral representation of its inverse; Section 3 studies the discrete Poincaré-Steklov operator and the new preconditioner; Section 4 contains some numerical examples and discussions of the application of the new preconditioner together with some well-known nonoverlapping domain decomposition methods.

2. Poincaré-Steklov Operator

Consider the following model boundary value problem:

\[
\begin{aligned}
&\begin{cases}
rl - \Delta u = f & \text{in } \Omega, \\
u = 0 & \text{on } \partial \Omega,
\end{cases}
\end{aligned}
\]

where $\Omega \subset \mathbb{R}^2$ is a bounded domain. Let $H^1_0(\Omega)$ be the standard Sobolev space of square integrable functions with square integrable gradients and zero Dirichlet boundary condition, with a norm given by

$$|u|_{1,\Omega} = \|\nabla u\|_{0,\Omega}, \quad u \in H^1_0(\Omega).$$

The variational form of (1) is to seek $u \in H^1_0(\Omega)$ satisfying

$$a(u, v) = (f, v) \quad \forall v \in H^1_0(\Omega),$$

with

$$a(u, v) = \int_{\Omega} \nabla u \cdot \nabla v.$$

To discuss the Poincaré-Steklov operator, two different cases will be considered. The first case is a general bounded domain $\Omega$ which is decomposed into two mutually disjoint subdomains $\Omega_1$ and $\Omega_2$ such that

$$\Omega = \Omega_1 \cup \Omega_2;$$

$\Gamma = \partial \Omega_1 \cap \partial \Omega_2$ is called the interface of this domain decomposition with two subdomains; see Fig. 1 below in $\S 2.2.$

The second case is a bounded domain $\Omega$ which is decomposed into several mutually disjoint subdomains $\Omega_1, \Omega_2, \ldots, \Omega_p$,

$$\Omega = \bigcup_{i=1}^p \Omega_i;$$
furthermore, all $\partial \Omega_i \setminus \partial \Omega$ consist of only straight lines that meet at one single point (which is known as the cross-point). Again, $\Gamma = \bigcup_{i=1}^p \Gamma_i$ (with $\Gamma_i = \partial \Omega_i \setminus \partial \Omega$) is the interface of this domain decomposition.

The discussion in this section, unless specified otherwise, will be devoted to both of the aforementioned cases of domains together with their domain decompositions.

In this paper, the space $H_{00}^{1/2}(\Gamma)$ will be defined to be the space consisting of the trace of functions in $H_0^1(\Omega)$, together with a norm given by

$$|u|_{H_{00}^{1/2}(\Gamma)} = \inf_{u \in H_0^1(\Omega), u|_{\Gamma} = u_{\Gamma}} |u|_{H_0^1(\Omega)}.$$  

It is easy to see that

$$|u|_{H_{00}^{1/2}(\Gamma)} = |u^H|_{H_0^1(\Omega)},$$

where $u^H \in H_0^1(\Omega)$ is the harmonic extension of $u_{\Gamma}$ to all the subdomains, namely $u^H$ satisfies

$$\begin{cases} rl - \Delta u^H = 0 & \text{in } \Omega \setminus \Gamma, \\ u^H = u_{\Gamma} & \text{on } \Gamma. \end{cases}$$

The space $H^{-1/2}(\Gamma)$ will be defined to be the dual space of $H_{00}^{1/2}(\Gamma)$, and its norm is given by

$$\|u\|_{-1/2, \Gamma} = \sup_{v_{\Gamma} \in H_{00}^{1/2}(\Gamma)} \frac{(u_{\Gamma}, v_{\Gamma})_{0, \Gamma}}{|v_{\Gamma}|_{H_{00}^{1/2}(\Gamma)}}.$$  

It is well known that (see Nečas [13])

$$|u^H|_{H^1(\Omega_i)} \equiv |u_{\Gamma}|_{H_{00}^{1/2}(\Gamma_i)},$$

where

$$|u_{\Gamma}|_{H_{00}^{1/2}(\Gamma_i)}^2 = |u_{\Gamma}|_{1/2, \Gamma_i}^2 + \int_{\Gamma_i} \frac{|u_{\Gamma}(x)|^2}{\text{dist}(x, \partial \Gamma_i)} dx.$$  

Here, $| \cdot |_{1/2, \Gamma_i}^2$ is the seminorm in $H^{1/2}(\Gamma_i)$ defined as

$$|u_{\Gamma}|_{1/2, \Gamma_i}^2 = \int_{\Gamma_i} \int_{\Gamma_i} \frac{(u_{\Gamma}(x) - u_{\Gamma}(y))^2}{|x - y|^2} dxdy.$$  

Consequently,

$$|u_{\Gamma}|_{H_{00}^{1/2}(\Gamma_i)}^2 \approx \sum_{i=1}^p |u_{\Gamma}|_{H_{00}^{1/2}(\Gamma_i)}^2.$$  

The norm given in (2) is used in the conventional way of defining $H_{00}^{1/2}$ (see Lions and Magenes [10]). The equivalence (3) relates the $H_{00}^{1/2}$ space for the cross-like domain to the conventional definition (2).

The Poincaré-Steklov operator $S$ is defined as follows:

$$\int_{\Gamma} (Su_{\Gamma}) v_{\Gamma} = a(u^H, v^H) \quad \forall v_{\Gamma} \in H_{00}^{1/2}(\Gamma)$$

or, by the Green’s formula, formally

$$Su_{\Gamma} = \left. \left( \frac{\partial u^H}{\partial n_1} + \frac{\partial u^H}{\partial n_2} \right) \right|_{\Gamma},$$
where \( n_1 \) and \( n_2 \) denote the inner normals of \( \Gamma \) (excluding the cross-point) with respect to the two neighboring subdomains.

Note that, since \( u^H \) is harmonic, the defining identity (4) holds for more general functions \( v \) which are extensions of \( v_{\Gamma} \), namely

\[
(Su_{\Gamma}, v_{\Gamma})_{0, \Gamma} = a(u^H, v).
\]

The basic property of the operator \( S \) is given in the following theorem.

**Theorem 2.1.** The Poincaré-Steklov operator \( S \) defined by (4) is a well-defined operator such that

\[
S : H_{00}^{1/2}(\Gamma) \to H^{-1/2}(\Gamma).
\]

Furthermore, \( S \) is bijective and symmetric positive definite.

**Proof.** It follows from (4) that

\[
(Su_{\Gamma}, v_{\Gamma})_{0, \Gamma} \leq |u^H|_{1, \Omega} |v^H|_{1, \Omega} = |u_{\Gamma}|_{1, \Gamma} |v_{\Gamma}|_{1, \Gamma}.
\]

Thus, \( S : H_{00}^{1/2}(\Gamma) \to H^{-1/2}(\Gamma) \) is well defined and

\[
\|Su_{\Gamma}\|_{-1/2, \Gamma} = |u_{\Gamma}|_{H_{00}^{1/2}(\Gamma)} \quad \text{and} \quad (Su_{\Gamma}, u_{\Gamma}) = |u_{\Gamma}|^2_{H_{00}^{1/2}(\Gamma)}.
\]

Clearly \( S \) is symmetric positive and definite. On the other hand, for any \( f_{\Gamma} \in H^{-1/2}(\Gamma) \), consider the following variational problem:

\[
a(u, v) = (f_{\Gamma}, v_{\Gamma})_{0, \Gamma} \quad \forall v \in H^1_0(\Omega).
\]

Obviously, this problem uniquely determines \( u \in H^1_0(\Omega) \). By (4), \( u_{\Gamma} \), the trace of \( u \) on \( \Gamma \), is the preimage of \( f_{\Gamma} \) under \( S \). Consequently, \( S \) is surjective and invertible, and, in fact, \( u_{\Gamma} = S^{-1}f_{\Gamma} \).

\[\square\]

2.1. **An integral representation for the inverse.** As shown above, the operator \( S \) maps \( H_{00}^{1/2}(\Gamma) \) to \( H^{-1/2}(\Gamma) \) bijectively. In this subsection we demonstrate that the inverse of \( S \) can be expressed as an integral operator with a kernel being the restriction of the Green’s function to the interface.

**Theorem 2.2.** Let \( G(\cdot, \cdot) \) be the Green’s function associated with the problem (1). Then the inverse of the Poincaré-Steklov operator \( S \) has the following representation:

\[
(S^{-1}f_{\Gamma})(x) = \int_{\Gamma} G(x, x') f_{\Gamma}(x') \, ds(x') \quad \text{for} \quad f_{\Gamma} \in L^\infty(\Gamma).
\]

**Proof.** Given \( f_{\Gamma} \in L^\infty(\Gamma) \), let \( u_{\Gamma} = S^{-1}f_{\Gamma} \) and \( u^H \) be the harmonic extension of \( u_{\Gamma} \) to \( \Omega \setminus \Gamma \). Note that \( u^H \in C^\infty(\Omega \setminus \Gamma) \). Given \( x \in \Omega \setminus \Gamma \), substituting for \( v \) in (6) the Green’s function \( G(x, \cdot) \) associated with (1) yields

\[
u^H(x) = \int_{\Gamma} G(x, y) f_{\Gamma}(y) \, dy.
\]

Note that \( G(\cdot, \cdot) \) is nonnegative and \( G(x, \cdot) \in L^1(\Gamma) \) for \( x \in \Gamma \). By using the Lebesgue dominated convergence theorem, and letting \( x \in \Omega \setminus \Gamma \) approach \( \Gamma \) in the above identity, we conclude that

\[
u_{\Gamma}(x) = \int_{\Gamma} G(x, y) f_{\Gamma}(y) \, dy \quad \forall x \in \Gamma.
\]

The desired representation then follows by definition. \(\square\)
**Remark 1.** The expression (8) is valid for more general functions $f$, but the space $L^\infty$ is sufficient for applications to finite element subspaces.

2.2. **A spectrally equivalent operator.** Naturally, one expects that the explicit expression of $S^{-1}$ given by (8) can be used to construct a preconditioner for the (discrete) Poincaré-Steklov operator, but the problem is that the Green’s function $G$ is not easily computable, even for rectangular regions. One way to get around this difficulty is to imbed $\Gamma$ into a domain for which the Green’s function is simple and easy to compute. The simplest domain in this regard is a disk. For simplicity of exposition, a unit disk will be considered; its associated Green’s function has the following expression:

$$G^0(z, z') = \frac{1}{4\pi} \log \frac{1 + r^2(r')^2 - 2rr'\cos(\theta - \theta')}{r^2 + (r')^2 - 2rr'\cos(\theta - \theta')}.$$  

Here, $(r, \theta)$ and $(r', \theta')$ are the polar coordinates of $z$ and $z'$, respectively.

For the two-subdomain case, $\Gamma$ may be identified as the interval $[-1, 1]$ on the $x$–axis. The restriction of the above Green’s function to $\Gamma$ can be written as

$$G^0(x, x') = \frac{1}{2\pi} \log \frac{1 - xx'}{|x - x'|}, \quad x, x' \in [-1, 1].$$

In the multi-subdomain decomposition, the interface can be composed of unit-length straight lines that meet at the origin $(0, 0)$ (Fig. 1).

Under such an assumption about the interface, $G^0$ can be used to replace the kernel in the inverse integral operator in (8) to obtain another operator $\tilde{S}$ from $H^{1/2}_0(\Gamma)$ to $H^{-1/2}(\Gamma)$ whose inverse can be expressed as

$$\tilde{S}^{-1}_\Gamma f = \int_\Gamma G^0(\cdot, x') f_\Gamma(x') \, ds(x').$$  

**Theorem 2.3.** For any function $u_\Gamma \in H^{1/2}_0(\Gamma)$, we have

$$(\tilde{S}u_\Gamma, u_\Gamma) \cong (Su_\Gamma, u_\Gamma).$$

This equivalence may be dependent on the shape of $\Omega$.

---

**Figure 1.** Example of domain decomposition with the interface being a diameter or radii of a disk
Proof. Let $\Omega^0$ be the open unit disk. Under the assumption on $\Gamma$, $\Omega^0$ is decomposed into several mutually disjoint subdomains $\Omega^0_1, \Omega^0_2, \ldots, \Omega^0_p$ by $\Gamma$ as well. By the definition of $\tilde{S}$, it is easy to see that 

$$(\tilde{S}u_{\Gamma}, u_{\Gamma}) = \|u_{H,\Gamma}^0\|^2_{H^1(\Omega)}.$$ 

Here, $u_{H,\Gamma}^0$ is the harmonic extension of $u_{\Gamma}$ to $\Omega^0 \setminus \Gamma$, and we have

$$\|u_{H,\Gamma}^0\|^2_{H^1(\Omega)} = \sum_{i=1}^p \|u_{H,\Gamma_i}^0\|^2_{H^1(\Omega_i)}.$$ 

Thanks to the above theorem, $\tilde{S}^{-1}$ can be used as a preconditioner for the operator $S$.

3. Discrete Poincaré-Steklov operator in finite element spaces

With the Poincaré-Steklov operator and its inverse studied in the last section for both the two-subdomain decomposition and a special multi-subdomain decomposition, we shall now define their discrete counterparts in finite element spaces and discuss their relationship. These discrete operators in finite element spaces will be applied to precondition the Schur complement matrix in the following subsection.

3.1. Analysis of the discrete Poincaré-Steklov operator. Because of Theorem 2.3, it is sufficient for us to discuss the unitisk domain $\Omega$. We assume that the interface of a domain decomposition of $\Omega$ is a diameter in the two-subdomain case and/or composed of radii in the multi-subdomain case. Let $T$ be a quasi-uniform finite element triangulation on $\Omega$ which is compatible with $\Gamma$ in such a way that $\Gamma$ can be represented as a union of edges of some elements in $T$. Let $\Omega^h$ denote the set of finite element nodal points in $\Omega$ and $\Gamma^h = \Omega^h \cap \Gamma$, $V^h_0(\Omega)$ the finite element function space with $\{\phi_i, z_i \in \Omega^h\}$ being the set of the usual nodal basis functions, and $V^h_\Gamma$ the restriction of $V^h_0(\Omega)$ to $\Gamma$.

Motivated by the variational form (4) of the Poincaré-Steklov operator, we define its discrete counterpart $S_h$ in the finite element space $V^h_\Gamma$ as

$$S_h u^h_{\Gamma} = a(u^h_{\Gamma}, v^h_{\Gamma}) \quad \forall v^h_{\Gamma} \in V^h_\Gamma,$$

where $u^h_{\Gamma}$ is the discrete harmonic extension of $u_{\Gamma}$ to $\Omega$ satisfying

$$a(u^h_{\Gamma}, \phi) = 0 \quad \forall \phi_i \in \Omega^h \setminus \Gamma^h.$$ 

We now define $T_h$ in $V^h_\Gamma$ as the discrete version of $S^{-1}$ as follows:

$$T_h u^h_{\Gamma} = (S^{-1}u^h_{\Gamma}, v^h_{\Gamma}) \quad \forall v^h_{\Gamma} \in V^h_\Gamma.$$
By Theorem 2.2,

\[(T_h u^h_1, v^h_1) = \left( \int_{\Gamma} G^0(\cdot, x') u^h_1(x') \, dx', v^h_1 \right).\]

Evidently, \(S_h\) and \(T_h\) are symmetric positive and definite operators in the finite element space \(V^h_\Omega\) under the \(L^2\) inner product. We shall show next that \(T_h\) is spectrally equivalent to \(S^{-1}_h\). One technical tool in the proof of such an equivalence is a stability property of the \(L^2\) projection on the interface.

**Lemma 3.1.** Let \(Q_h\) be the \(L^2\) projection from \(L^2(\Gamma)\) to \(V^h_\Gamma\). Then

\[\|Q_h \phi\|_{H^{1/2}_0(\Gamma)} \lesssim \|\phi\|_{H^{1/2}_0(\Gamma)}.\]

**Proof.** When the domain is decomposed into two subdomains, the estimate follows easily by a simple interpolation argument, using the well-known \(H^1\) stability of the \(L^2\) projection, cf. [19]. But the proof is not so trivial in general, since it is not clear how the interpolation argument can be applied to multi-subdomains with a cross-point case. The proof given below can also be found in [5].

To proceed, we first recall the following well-known estimate:

\[(12) \quad \|u\|_{L^2(\partial \Omega_i)} \lesssim \epsilon^{-1} \|u\|_{L^2(\Omega_i)} + \epsilon \|u\|_{H^1(\Omega_i)}\]

for any \(\epsilon \in (0, 1)\). A proof of this estimate can be found, for example, in [8].

We shall use the operator \(R_h\), the \(L^2\) projection from \(L^2(\Omega)\) to \(V^h_\Omega\), and its approximation and stability property

\[(13) \quad \|u - R_h u\|_{0, \Omega} + h \|R_h u\|_{1, \Omega} \lesssim h \|u\|_{1, \Omega} \quad \forall u \in H^1_0(\Omega).\]

It follows that

\[\|Q_h \phi\|_{H^{1/2}_0(\Gamma)} \leq \|Q_h \phi - R_h \phi^H\|_{H^{1/2}_0(\Gamma)} + \|R_h \phi^H\|_{H^{1/2}_0(\Gamma)} \quad \text{(triangle inequality)}\]

\[\lesssim h^{-1/2} \|\phi - R_h \phi^H\|_{0, \Gamma} + \|R_h \phi^H\|_{1, \Omega} \quad \text{(inverse inequality)}\]

\[\lesssim h^{-1/2} \|\phi - R_h \phi^H\|_{0, \Gamma} + \|R_h \phi^H\|_{1, \Omega} \quad \text{(by (12))}\]

\[\lesssim \|\phi\|_{1, \Omega} \quad \text{(by (13))}\]

\[= \|\phi\|_{H^{1/2}_0(\Gamma)} \quad \text{(by definition).} \quad \square\]

**Theorem 3.2.** For all \(u^h_1 \in V^h_\Gamma\), we have

\[(14) \quad (S^{-1}_h u^h_1, u^h_1) \geq (T_h u^h_1, u^h_1).\]

**Proof.** From the definition of \(T_h\), we see that

\[(15) \quad (T_h u^h_1, u^h_1) = (S^{-1}_h u^h_1, u^h_1) = (S^{-1}_h u^h_1, SS^{-1}_h u^h_1) = \|S^{-1}_h u^h_1\|_{H^{1/2}_0(\Gamma)}^2 \quad \text{(by (7))}\]

\[= \|u^h_1\|_{L^2(\partial \Omega)}^2 \quad \text{(by (7))}.\]
From the definition of \( S_h \), we see that
\[
(S_h u^h_1, u^h_1) = a(u^H, u^H) \leq a(u^H, u^H) = \| u^h_1 \|_{H^{1/2}(\Gamma)};
\]
here, \( u^H \) is the harmonic extension of \( u^h_1 \).

Note that \( S_h \) is a symmetric positive definite operator; we have
\[
\| S_h^{-1/2} u^h_2 \|^2 = (S_h^{-1} u^h_2, u^h_2) \\
\leq \| S_h^{-1} u^h_2 \|_{H^{1/2}(\Gamma)} \| u^h_2 \|_{-1/2,\Gamma} \\
\leq \| S_h^{1/2} S_h^{-1} u^h_2 \|_{H^{1/2}(\Gamma)} \| u^h_2 \|_{-1/2,\Gamma} \quad \text{(by (16))} \\
= \| S_h^{-1/2} u^h_2 \|_{H^{1/2}(\Gamma)} \| u^h_2 \|_{-1/2,\Gamma}.
\]

Hence, we get
\[
(S_h^{-1} u^h_1, u^h_1) \leq \| u^h_1 \|_{-1/2,\Gamma}^2.
\]

On the other hand, for any \( \phi \in H^{1/2}(\Gamma) \),
\[
(u^h_2, \phi) = (u^h_2, Q_h \phi) = \| S_h^{-1/2} u^h_1 \|_{H^{1/2}(\Gamma)} \| S_h^{1/2} Q_h \phi \| \\
\leq \| S_h^{-1/2} u^h_1 \|_{H^{1/2}(\Gamma)} \| Q_h \phi \|_{H^{1/2}(\Gamma)} \quad \text{(by (16))} \\
\leq \| S_h^{-1/2} u^h_1 \|_{H^{1/2}(\Gamma)} \| \phi \|_{H^{1/2}(\Gamma)} \quad \text{(by Lemma 3.1)}.
\]

Therefore, by the definition of \( H^{-1/2}(\Gamma) \),
\[
\| u^h_1 \|_{-1/2,\Gamma} \leq (S_h^{-1} u^h_1, u^h_1).
\]

We now have that
\[
(S_h^{-1} u^h_1, u^h_1) \equiv \| u^h_1 \|_{-1/2,\Gamma}^2.
\]

From (15) and (17), we obtain
\[
(S_h^{-1} u^h_1, u^h_1) \equiv (T_h u^h_1, u^h_1). \quad \square
\]

3.2. Matrix representation. In this section, we shall demonstrate that the discrete Poincaré-Steklov operator \( S_h \) defined in the previous subsection is closely related to the so-called Schur complement, and the discrete inverse operator \( T_h \) can be written as a matrix whose entries are determined by the Green’s function. As a result, we obtain a matrix that is spectrally equivalent to the inverse of the Schur complement.

Let the set of nodal points \( \Omega^h = \{ z_i \} \) be ordered in such a way that \( \Gamma^h = \{ z_i; i = 1, 2, \ldots, N \} \). It is well known that the finite element discretization of the boundary value problem (1) can be reduced to the following linear algebraic system:
\[
A \mu = \beta,
\]
where \( A = (a(\phi_i, \phi_j))_{z_i, z_j \in \Omega^h} \) is the stiffness matrix and \( \beta = (f, \phi_i)_{z_i \in \Omega^h} \). The vector \( \mu \) corresponds to the nodal values of the finite element approximation.

In relation to \( \Gamma^h \) and \( \Omega^h \setminus \Gamma^h \), the stiffness matrix \( A \) can be written in a block form,
\[
A = \begin{pmatrix}
A_{00} & A_{01} \\
A_{10} & A_{11}
\end{pmatrix},
\]
and the Schur complement is
\begin{equation}
S = A_{00} - A_{01}A_{11}^{-1}A_{10}.
\end{equation}

A direct computation leads to another expression for the elements of \( S = (s_{ij})_{N \times N} \):
\[ s_{ij} = (S_h \phi_i|_{\Gamma}, \phi_j|_{\Gamma}), \quad i, j \in \{1, 2, \ldots, N\}. \]

Let \( Q_h \) or \( Q_h' \) denote the \( L^2 \) projection from \( L^2(\Gamma) \) to \( V^h_\Gamma \), and \( G^h(z, z') \) denote a function in the tensor product space of \( V^h_\Gamma \) and \( V^h_\Gamma \) as follows:
\[ G^h(z, z') = (Q_h Q_h' G^0)(z, z'). \]

Here \( Q_h \) and \( Q_h' \) mean that the action is with respect to \( z \) and \( z' \), respectively.

**Theorem 3.3.** Define \( T = (t_{ij}) \in \mathbb{R}^{N \times N} \) by
\begin{equation}
t_{ij} = G^h(z_i, z_j'), \quad i, j \in \{1, 2, \ldots, N\}.
\end{equation}
Then \( T \) is a symmetric positive definite matrix such that
\[ \kappa(TS) \approx 1. \]
Here \( \kappa \) is the condition number of the relevant matrix.

**Proof.** Let \( M = ((\phi_i, \phi_j)_{\Gamma} \mathcal{Z}, \mathcal{Z} \in \Gamma^h) \) be the mass matrix on the interface, and \( \mu_\Gamma \) be the vector corresponding to the restriction of the finite element function \( u_\Gamma^h \) to \( \Gamma^h \); it can be verified that
\[ (S_h^{-1} u_\Gamma^h, u_\Gamma^h) = (M S^{-1} M \mu_\Gamma, \mu_\Gamma) \]
and
\[ (T_h u_\Gamma^h, u_\Gamma^h) = (M T M \mu_\Gamma, \mu_\Gamma). \]

By Theorem 3.2, the conclusion of the theorem follows immediately. \( \square \)

In practical computation, we propose to use the following simpler formula to compute the elements of the preconditioner \( \hat{T} = (\hat{t}_{ij}) \in \mathbb{R}^{N \times N} \), with
\begin{equation}
\hat{t}_{ij} = G^0(z_i, z_j) \quad (i \neq j), \quad \hat{t}_{ii} = \frac{1}{\delta} \int_{z' \in \Gamma, \text{dist}(z', z_i) \leq h/2} G^0(z_i, z') \, dz'.
\end{equation}
Here, \( \delta \) is the measure of the set \( \{z' \in \Gamma : \text{dist}(z', z_i) \leq h/2\} \).

The modified preconditioner (20) is expected to be a good approximation to \( T \) given by (19) because of the approximation property and “local” property of finite element \( L^2 \) projections. Unfortunately, we have not been able to theoretically justify such a modification. Nevertheless, we shall provide several numerical experiments in the following section to demonstrate its efficiency.

**Remark 2.** When the preconditioned conjugate gradient method is used, the action of the preconditioner needs to be computed. As the preconditioning matrix is full, a direct matrix vector multiplication requires \( O(h^{-2}) \) operations. Although this complexity is optimal when this preconditioner is used in a domain decomposition method for two-dimensional computation, with more efficient techniques (such as multi-pole methods, see [9]), it is possible to evaluate the action of this matrix with \( O(h^{-1} |\log h|) \) operations.
Remark 3. In the above discussion, the domain $\Omega$ was supposed to be the unit disk, and the matrix $T$ determined by the Green’s function of the unit disk was proved to be spectrally equivalent to the inverse of the Schur complement reduced from the stiffness matrix on the unit disk. If the domain $\Omega$ is not the unit disk, but the interface $\Gamma$ of the unit disk can still decompose $\Omega$ into subdomains, it can be proved that the Schur complement reduced from the unit disk is spectrally equivalent to the Schur complement reduced from $\Omega$. Therefore, $T$ is still spectrally equivalent to the inverse of the Schur complement of $\Omega$.

Furthermore, when $\Gamma$ is composed of some segments which meet at the cross-point, and the length of these segments are roughly the same, and the numbers of nodal points in different segments are of the same order of magnitude, it can still be proved that $T$ is spectrally equivalent to the inverse of the Schur complement.

4. Applications and numerical examples

The preconditioner we proposed in this paper can be combined with other well-known domain decomposition methods. In this section, we shall give some examples for such applications. But, first, we shall report some numerical examples for our new preconditioner itself. We shall consider the model boundary value problem (1) discretized by triangular linear finite elements defined on a uniform triangulation on $\Omega$.

4.1. Basic numerical tests. To test our new preconditioner, we first take the Poisson equation on a rectangular domain $(-1, 1) \times (-2, 2)$ which is decomposed into two subdomains interfaced at the interval $(-1, 1)$ on the $x$–axis. The result for preconditioner $T$ defined by (19) is given in Table 1 and the result for preconditioner $\hat{T}$ is given in Table 2. In these tables, $N$ is the number of nodal points on the interface.

<table>
<thead>
<tr>
<th>$N$</th>
<th>3</th>
<th>7</th>
<th>15</th>
<th>31</th>
<th>63</th>
<th>127</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\kappa(TS)$</td>
<td>2.322</td>
<td>2.886</td>
<td>3.042</td>
<td>3.083</td>
<td>3.094</td>
<td>3.097</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$N$</th>
<th>3</th>
<th>7</th>
<th>15</th>
<th>31</th>
<th>63</th>
<th>127</th>
<th>255</th>
<th>511</th>
<th>1023</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\kappa(\hat{TS})$</td>
<td>1.265</td>
<td>1.369</td>
<td>1.399</td>
<td>1.407</td>
<td>1.412</td>
<td>1.414</td>
<td>1.414</td>
<td>1.414</td>
<td>1.414</td>
</tr>
</tbody>
</table>

As we see from Tables 1–2, the condition number $\kappa(TS)$ is bounded independently of $h$, as predicted by our theory. And $\kappa(\hat{TS})$ is actually smaller than $\kappa(TS)$.

To test our preconditioner for the cross-point case, we take a unit square and divide it into four subsquares with a cross-point at the center. Table 3, where $N$ is the number of nodal points in the interior of each of the four segments of the interface, contains the results for the preconditioner $\hat{T}$ defined by the simplified formula (20). As can be seen, $\kappa(\hat{TS})$ is very small indeed.
Table 3. Preconditioner (20) for the cross-point case

<table>
<thead>
<tr>
<th>N</th>
<th>3</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>40</th>
<th>60</th>
<th>80</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\kappa(\hat{T}S)$</td>
<td>1.263</td>
<td>1.280</td>
<td>1.281</td>
<td>1.284</td>
<td>1.284</td>
<td>1.282</td>
<td>1.281</td>
<td>1.280</td>
<td>1.280</td>
</tr>
</tbody>
</table>

To demonstrate the robustness of our preconditioner for the cross-point case, we test a cross-point example with different numbers of nodal points in the four interface segments around it. Table 4, where $N_1$, $N_2$, $N_3$ and $N_4$ are numbers of nodal points in the west, east, north and south direction, respectively, shows that our new preconditioner is also optimal even if the grid is not uniform.

Table 4. Preconditioner (20) with nonuniform mesh around the cross-point

<table>
<thead>
<tr>
<th>N_1</th>
<th>5</th>
<th>11</th>
<th>23</th>
<th>47</th>
<th>95</th>
</tr>
</thead>
<tbody>
<tr>
<td>N_2</td>
<td>10</td>
<td>21</td>
<td>43</td>
<td>87</td>
<td>175</td>
</tr>
<tr>
<td>N_3</td>
<td>7</td>
<td>15</td>
<td>31</td>
<td>63</td>
<td>127</td>
</tr>
<tr>
<td>N_4</td>
<td>15</td>
<td>31</td>
<td>63</td>
<td>127</td>
<td>255</td>
</tr>
<tr>
<td>$\kappa(\hat{T}S)$</td>
<td>1.80</td>
<td>1.86</td>
<td>1.89</td>
<td>1.92</td>
<td>1.94</td>
</tr>
</tbody>
</table>

4.2. Multi-subdomain decomposition without overlappings. We shall now report numerical examples for applying our new preconditioner together with two well-known nonoverlapping domain decomposition methods: the substructuring method and the vertex space method.

Let $\Omega$ be a polygonal domain together with a coarse-grid triangulation $T^0$ with mesh size $h_0$. A finite element triangulation $T^h$ with mesh size $h$ is obtained by refining $T^0$. The coarse mesh $T_0$ is viewed as a domain decomposition of $\Omega$, and the mesh line of $T^0$ is then the interface $\Gamma$ of the decomposition. Let $\Omega^0$ and $\Omega^h$ denote the set of nodal points of the triangulations $T^0$ and $T^h$, and $S^0$ and $V^h$ the finite element function spaces corresponding to $T^0$ and $T^h$. Let $\{\phi^0_i, z_i \in \Omega^0\}$ and $\{\phi_i, z_i \in \Omega^h\}$ the set of finite element basis functions of $S^0$ and $V^h$, respectively, and $A^0$ the stiffness matrix corresponding to $T^0$.

The set of nodal points on the interface $\Gamma^h = \Gamma \cap \Omega^h$ can be divided into several mutually disjoint subsets,

$$\Gamma^h = \Gamma^0 \cup \bigcup_{l=1}^m \Gamma^h_l,$$

where $\Gamma^0$ is the set of coarse-grid nodal points (also cross-points), $\Gamma^h_l \subset \Gamma^h$ ($l = 1, \ldots, m$) consists of, say, $k_1$ nodal points in the interior of a segment of the interface.

Substructuring method. The first multi-subdomain preconditioner considered is an additive variant of the substructuring preconditioner of Bramble, Pasciak and Schatz [2]:

$$T = T_0 A_0^{-1} T_0^T + T_0^T T_c T_c^T.$$  (21)
Here, $\mathcal{I}_0 = (\alpha_{ij})$ is the prolongation such that $\alpha_{ij} = \phi_0^j(z_i)$, $\mathcal{I}_e$ is the zero extension operator from $\Gamma_h^e$ to $\Gamma_h$, and $\mathcal{T}_e$ are the matrices defined by (20), and $\mathcal{E}$ is the set of all coarse-grid element edges (namely the edges from domain decomposition interface).

Table 5 contains the results for the condition numbers of $\hat{T}\mathcal{S}$, which grow at the rate of the polylogarithm of the number $k_1$ of nodal points in the segments of interface.

<table>
<thead>
<tr>
<th>$p$</th>
<th>4</th>
<th>4</th>
<th>4</th>
<th>4</th>
<th>4</th>
<th>4</th>
<th>4</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_1$</td>
<td>3</td>
<td>5</td>
<td>10</td>
<td>20</td>
<td>40</td>
<td>80</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>$\kappa$</td>
<td>4.54</td>
<td>6.00</td>
<td>8.61</td>
<td>12.0</td>
<td>16.0</td>
<td>20.8</td>
<td>22.5</td>
<td></td>
</tr>
</tbody>
</table>

Note that the growth of condition numbers shown in Table 5 is due to the preconditioner (21) itself and it agrees with the theoretical prediction in [2]. In fact the numerical values shown in Table 5 are also very close to those reported in [2]. In this particular application with the uniform grid, however, our Green’s function approach may not be, computationally, as efficient as the FFT approach used in [2], but such a simple situation is not the intended application of our method; nevertheless, it indeed shows the efficiency of our method in this case. More interesting applications of the method to the cross-point case are given below.

**Vertex space method.** The vertex space method is a modification of the above substructuring method, where an additional space is introduced, called vertex space, around each cross-point in the domain decomposition (cf. Smith [14], and also Matsokin and Nepomnyaschikh [11]). More specifically, at each cross-point in $\Gamma_0^h$, we select a subset of $\Gamma_h^v$ around it, which contains about $k_2$ points along each segment connecting to this cross-point; this set is denoted by $\Gamma_h^v (v \in V)$. The vertex space preconditioner can be written as

$$T = \mathcal{I}_0 A_0^{-1} \mathcal{I}_0^T + \sum_{v \in V} \mathcal{I}_v \mathcal{T}_v \mathcal{I}_v^T + \sum_{e \in \mathcal{E}} \mathcal{I}_e \mathcal{T}_e \mathcal{I}_e^T.$$  \hspace{1cm} (22)

Compared with [2], the above preconditioner has additional terms involving $v \in V$. Here, $\mathcal{I}_0$ is the zero extension operator from $\Gamma_h^v$ to $\Gamma_h$, and $\mathcal{T}_v$ are the matrices defined by (20) for the cross-point case.

According to the theory of Dryja and Widlund [7], the preconditioner (22) admits the following estimate:

$$\kappa(T\mathcal{S}) \lesssim \log^2(1 + k_1/k_2).$$  \hspace{1cm} (23)

Note that the preconditioner (22) is optimal if the number of nodal points in $\Gamma_h^v$ is proportional to the number of nodal points in $\Gamma_h^h$.

In our test, we decompose the unit square into $p \times p$ subsquares, and each subsquare contains $k_1 \times k_1$ nodal points in its interior. On the $(p-1) \times (p-1)$ cross-points, we select $k_2$ points in each of the four segments around it to form the cross-point components in the preconditioner.

Tables 6–9 contain results with a different number of subdomains, different number of nodal points in subdomains and different number of nodal points around a
cross-point, respectively. From these data, we can tell the role of different parts of the preconditioner, and the results appear to be in agreement with the estimate (23).

Table 6. The effect of $k_2$ for preconditioner (22)

<table>
<thead>
<tr>
<th>$p$</th>
<th>4</th>
<th>4</th>
<th>4</th>
<th>4</th>
<th>4</th>
<th>4</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_1$</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td>40</td>
<td></td>
</tr>
<tr>
<td>$k_2$</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>8</td>
<td>12</td>
<td>16</td>
<td>20</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>4.96</td>
<td>4.32</td>
<td>3.83</td>
<td>3.01</td>
<td>3.03</td>
<td>3.02</td>
<td>2.96</td>
</tr>
</tbody>
</table>

Table 6 contains results for a fixed number of subdomains and a fixed number of nodal points in subdomains, but variable number of nodal points around cross-points. The results show that the size of the cross-point component in the preconditioner affects the condition number very weakly (see (23)).

Table 7. Results for very small vertex spaces

<table>
<thead>
<tr>
<th>$p$</th>
<th>10</th>
<th>10</th>
<th>10</th>
<th>10</th>
<th>10</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_1$</td>
<td>10</td>
<td>20</td>
<td>40</td>
<td>60</td>
<td>80</td>
<td>100</td>
</tr>
<tr>
<td>$k_2$</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>2.93</td>
<td>2.99</td>
<td>3.91</td>
<td>4.55</td>
<td>5.00</td>
<td>5.40</td>
</tr>
</tbody>
</table>

Table 7 shows that when the scale of the cross-point component in the preconditioner is kept fixed, the condition number varies slowly with respect to the scale of subproblems also.

Table 8. Optimality of the preconditioner (22)

<table>
<thead>
<tr>
<th>$p$</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
<th>70</th>
<th>80</th>
<th>90</th>
<th>100</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_1$</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td>$k_2$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>2.78</td>
<td>2.83</td>
<td>2.85</td>
<td>2.85</td>
<td>2.85</td>
<td>2.85</td>
<td>2.85</td>
<td>2.85</td>
<td>2.86</td>
<td>2.86</td>
<td>2.31</td>
<td>2.42</td>
</tr>
</tbody>
</table>

Table 8 shows that when there is the coarse-grid component in the preconditioner, the preconditioner will be optimal and the condition number is independent of the size of the coarse grid only if the local parameter $\frac{k_2}{k_1}$ is kept fixed.

Table 9. Result without a coarse-grid space

<table>
<thead>
<tr>
<th>$p$</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_1$</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>$k_2$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$\kappa$</td>
<td>35.2</td>
<td>137</td>
<td>545</td>
<td>1224.1</td>
<td>2175.3</td>
<td>3398.4</td>
<td>4892.0</td>
</tr>
</tbody>
</table>
Table 9 contains results for a preconditioner not using the coarse-grid space, and it shows the importance of the coarse-grid component in the preconditioning.
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