ON THE EXTRACTION TECHNIQUE
IN BOUNDARY INTEGRAL EQUATIONS
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Abstract. In this paper we develop and analyze a bootstrapping algorithm for the extraction of potentials and arbitrary derivatives of the Cauchy data of regular three-dimensional second order elliptic boundary value problems in connection with corresponding boundary integral equations. The method rests on the derivatives of the generalized Green’s representation formula, which are expressed in terms of singular boundary integrals as Hadamard’s finite parts. Their regularization, together with asymptotic pseudohomogeneous kernel expansions, yields a constructive method for obtaining generalized jump relations. These expansions are obtained via composition of Taylor expansions of the local surface representation, the density functions, differential operators and the fundamental solution of the original problem, together with the use of local polar coordinates in the parameter domain. For boundary integral equations obtained by the direct method, this method allows the recursive numerical extraction of potentials and their derivatives near and up to the boundary surface.

1. Introduction

The evaluation of layer potentials and also their derivatives near the supporting surface $\Gamma \subset \mathbb{R}^d$, $d = 2$ or $3$, has attracted attention in boundary element computations recently (see e.g., [8, 10, 11, 12, 20]). If the point of interest $x$ is sufficiently distant from $\Gamma$, the evaluation does not cause any difficulties due to the smoothness of the kernels. In contrast, if $x$ is very close to $\Gamma$, severe numerical difficulties arise due to the oscillatory nature of the kernels, related to the so-called jump relations satisfied by the potentials at $\Gamma$. Much effort was spent on numerical techniques to cope with this problem. Such techniques have limited success if the analytic jump relations of the potentials are ignored. To illustrate this, consider the double layer potential of the density $\chi([-1,1]^2(y)$ as a function of the observation point $x = (0,0,\varepsilon)$:

$$W \chi(x) = \int_{-1}^1 \int_{-1}^1 \frac{n(y) \cdot (x - y)}{|x - y|^3} dy_1 dy_2 = 2\pi \text{sign} \varepsilon - 8 \arcsin \left( \frac{\varepsilon \sqrt{2}}{2 \sqrt{1 + \varepsilon^2}} \right).$$
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Figure 1 shows the relative quadrature error for $\varepsilon = 10^{-j}$, $j = 0, \ldots, 6$, of an advanced quadrature scheme applied to (1.1) (see [33] for details).

The degeneracy for small $\varepsilon$ is clearly visible and even more pronounced for less sophisticated quadrature schemes.

In this paper, we propose a different, analytical approach: Since the potentials used in the reduction to the boundary $\Gamma$ are analytic on either side of $\Gamma$ and admit analytic extensions through $\Gamma$ (provided $\Gamma$ and the data are analytic), they admit Taylor expansions about a point $x_0 \in \Gamma$. To illustrate our approach, consider the classical potential problem

$$\Delta U = 0 \text{ in } \Omega^c, \quad \frac{\partial U}{\partial n} = \psi \text{ on } \Gamma, \quad U(x) = O \left( \frac{1}{|x|} \right) \text{ for } |x| \to \infty.$$  

(1.2)

Here and in what follows, $\Omega \subset \mathbb{R}^d$ denotes a bounded, simply connected strong Lipschitz domain [30] with piecewise analytic boundary $\Gamma$. For $d = 3$, $\Gamma$ is a finite union of analytic surface pieces $\Gamma_j$, and it is locally the graph of a Lipschitz–continuous function (excluding slits and cusps). For $d = 2$, the $\Gamma_j$ are analytic arcs, correspondingly. We denote by

$$\bar{\Gamma} := \bigcup \Gamma_j, \quad S := \Gamma \setminus \bar{\Gamma}$$

the sets of smooth, i.e., analytic, and singular boundary points, respectively. For every $x \in \bar{\Gamma}$, $n_x = n(x)$ will denote the exterior unit normal vector. The complement $\mathbb{R}^d \setminus \Omega$ of $\Omega$ will be denoted by $\Omega^c$. Then $n_x$ always points into $\Omega^c$.

The classical direct reduction method of (1.2) to the boundary $\Gamma$ is based on the representation formula

$$U(x) = WU(x) - V \frac{\partial U}{\partial n} \text{ for } x \in \Omega^c.$$  

(1.3)

Here $V, W$ are the single and double layer potentials of classical potential theory, respectively. For $x \to x' \in \bar{\Gamma}$, (1.3) and the jump relations yield the boundary
integral equation

\begin{equation}
A \varphi = \left( \frac{1}{2} I - K \right) \varphi = -V \psi \quad \text{at } x' \in \Gamma
\end{equation}

for the unknown Cauchy datum \( \varphi := U \mid_\Gamma \). Here, for \( d = 3 \),

\begin{equation}
V \psi(x) = \frac{1}{4\pi} \int_{y \in \Gamma} \frac{\psi(y)}{|x - y|} \, ds_y \quad \text{for } x \in \Omega
\end{equation}

is the single layer potential operator and

\begin{equation}
K \varphi = \frac{1}{4\pi} \int_{y \in \Gamma} \frac{(x - y) \cdot n_y}{|x - y|^3} \varphi(y) \, ds_y \quad \text{for } x \in \bar{\Gamma}
\end{equation}

is the double layer potential at the points of \( \bar{\Gamma} \), which is to be modified appropriately at \( x \in S \).

Once we solve the classical boundary integral equation (1.4) for \( \varphi \), the Cauchy data \( \varphi \) and \( \psi \) are inserted into (1.3) and \( U(x) \) is known for all \( x \in \Omega^c \). Moreover, if \( \psi \) is analytic on \( \bar{\Gamma} \), so is \( \varphi \) (see e.g., [29]) and, hence, also \( U(x) \) at \( x \in \Omega^c \cup \bar{\Gamma} \).

Therefore, for \( x \) sufficiently close to \( \bar{\Gamma} \), there exists the nearest point \( x_0 \in \bar{\Gamma} \) and we may write

\begin{equation}
U(x) = U(x_0) + |x - x_0| \frac{\partial U}{\partial n}(x_0) + \frac{1}{2} |x - x_0|^2 \frac{\partial^2 U}{\partial n^2}(x_0) + O(|x - x_0|^3).
\end{equation}

The Taylor series corresponding to (1.7) converges for \( x \) sufficiently close to \( x_0 \) in case of analytic data due to the analyticity of \( U(x) \), and represents the solution \( U \) for \( x \in \Omega^c \cup \bar{\Gamma} \). Using (1.7) yields approximations to \( U(x) \) which improve as \( x \to x_0 \), in contrast to numerical evaluations of the representation formula (1.2).

The difficulty in using (1.7) is how to get \( \frac{\partial^k U}{\partial n^k}(x_0) \) for \( k \geq 1 \). In our specific problem (1.2), the boundary datum \( \frac{\partial U}{\partial n}(x_0) = \psi(x_0) \) is available, but not the higher order derivatives. To provide a stable algorithm by finding such derivatives from numerical solutions of the integral equation (1.4) is the purpose of the present paper.

Let us explain our approach for the special boundary value problem (1.2) for \( d = 3 \). To this end, we need some standard background from the calculus of surfaces.

For the two-dimensional case \( d = 2 \) the whole approach can rather easily be specified, correspondingly.

We call an open surface piece \( \Gamma_j \subset \mathbb{R}^3 \) analytic if it has a real analytic parametric representation \( \chi_j : \mathbb{R}^2 \to \mathbb{R}^3 \) of

\begin{equation}
\Gamma_j = \chi_j(V_j),
\end{equation}

with a bounded, polygonal parameter domain \( V_j \subset \mathbb{R}^2 \), and \( \chi_j \) is analytic on \( \nabla V_j \), i.e., it does not exhibit singularities on \( \partial V_j \). Hence \( \chi_j \) can be extended analytically to some open neighborhood of \( \nabla V_j \) in \( \mathbb{R}^2 \). Throughout, \( x, y \) will denote points in \( \mathbb{R}^d \)

\footnote{Note carefully that the Taylor series about \( x_0 \) allows us to extend \( U \) to certain points \( x \in \Omega \). However, this extension does not coincide with the solution of (1.2) in \( \Omega \), nor with (1.3) for \( x \in \Omega \).}
for \( d = 3 \), i.e., \( x = (x_1, x_2, x_3)^T \) etc., and for \( x, y \in \Gamma_j \) their local coordinates will be denoted by \( u \) and \( v \), respectively, i.e.,
\[
(1.14) \quad x = \chi_j(u_1, u_2) \in \Gamma_j, \quad y = \chi_j(v_1, v_2) \in \Gamma_j.
\]
If no ambiguity arises or if we prove statements that do not depend on the particular surface piece, we omit the subscript \( j \). Partial derivatives with respect to local coordinates will be written in tensor notation, i.e.,
\[
\frac{\partial \chi}{\partial v_\nu} = \chi_{|\nu}, \quad \frac{\partial^2 \chi}{\partial v_\nu \partial v_\rho} = \chi_{|\nu\rho}, \quad \text{etc.}, \quad \nu, \rho = 1, 2.
\]
We will assume that \( \chi_j \) is regular, i.e.,
\[
(1.10) \quad |\chi_{j1} \times \chi_{j2}| \neq 0 \quad \text{for all } u \in \overline{V}_j
\]
and the mapping \( \chi_j : V_j \to \Gamma_j \) is invertible. Then, for \( y \in \Gamma_j \), the surface measure is given by
\[
(1.11) \quad ds_y = \sqrt{\gamma} \, dv \quad \text{with } \gamma = |\chi_{j1}|^2 |\chi_{j2}|^2 - (\chi_{j1} \cdot \chi_{j2})^2,
\]
and the metric tensor is \( \gamma_{\nu\rho} = \chi_{|\nu} \cdot \chi_{|\rho} \) and its inverse \( ((\gamma^{\nu\rho})) = ((\gamma_{\nu\rho}))^{-1} \).
The exterior unit normal vector to \( \Gamma \) at \( x \in \Gamma_j \) is given by
\[
(1.12) \quad n(x) := |\chi_{j1} \times \chi_{j2}|^{-1} (\chi_{j1} \times \chi_{j2}).
\]
We now construct an extension of \( \chi_j \) so that a whole tubular neighborhood of \( \Gamma_j \) in \( \mathbb{R}^3 \) is mapped bijectively to the cylinder \( V_j \times (-\varepsilon, \varepsilon) \) with appropriately chosen \( \varepsilon > 0 \).

**Proposition 1.1.** For every \( \Gamma_j \subset \Gamma \) there exists \( \varepsilon_j > 0 \) such that the open set
\[
(1.13) \quad \mathcal{U}(\Gamma_j) := \{y \in \mathbb{R}^3 | y = \chi_j(v_1, v_2) + v_3 n(v_1, v_2), (v_1, v_2) \in V_j \subset \mathbb{R}^2, |v_3| < \varepsilon_j\}
\]
is diffeomorphic to
\[
\mathcal{V}(V_j) := \{v \in \mathbb{R}^3 | (v_1, v_2) \in V_j, |v_3| < \varepsilon_j\}.
\]
The diffeomorphism
\[
\Phi_j : \mathcal{V}(V_j) \to \mathcal{U}(\Gamma_j)
\]
in (1.13) is analytic, bijective, and extends \( \chi_j \) in the sense that \( \Phi_j |_{v_3 = 0} = \chi_j(v_1, v_2) \). Moreover, \( \Phi_j \) is regular on \( \mathcal{V}(V_j) \).

**Proof.** We omit the subscript \( j \) in this proof. Since the Jacobian of \( \Phi \) at \( v \in \mathbb{V} \) is
\[
|D\Phi(v)| = \gamma(v)(1 - 2v_3 H(v_1, v_2) + v_3^2 G(v_1, v_2))^2,
\]
where \( H \) and \( G \) are the mean and the Gaussian curvatures, respectively, by the implicit function theorem there exists \( 0 < \varepsilon_0 = \min_{x \in \Gamma_j} \{H - \sqrt{H^2 - G}\}/|G| \) such that \( \Phi \) is bijective, analytic, and extends \( \chi \) for \( |v_3| < \varepsilon \leq \varepsilon_0 \).

The main tool in deriving formulae for the normal derivatives \( \frac{\partial^k U}{\partial n^k}(x_0) \) is to express them by tangential derivatives of \( \psi \) and \( \varphi \) by using the differential equation \( \Delta U = 0 \) in \( \Omega^c \cup \Gamma \). For instance, in the tubular neighbourhood \( \mathcal{U}(\Gamma_j) \), the Laplace equation reads
\[
(1.14) \quad \Delta U(x_0) = \frac{\partial^2 U}{\partial n^2}(x_0) - 2H(x_0) \frac{\partial U}{\partial n}(x_0) + \Delta_\Gamma U(x_0) = 0,
\]
where

\[
\Delta_{\Gamma} U = \frac{1}{\sqrt{\gamma}} \sum \frac{\partial}{\partial v_{\nu}} \left( \sqrt{\gamma} \Gamma^{\nu\mu} \frac{\partial}{\partial v_{\nu}} \right) \left( U \circ \chi(v) \right)
\]

denotes the Laplace–Beltrami operator on \( \Gamma \). This yields, in our case,

\[
\frac{\partial^2 U}{\partial n^2}(x_0) = 2H(x_0)\psi(x_0) - \Delta_{\Gamma} \varphi(x_0).
\]

Thus, since \( \varphi \) is known as the solution of (1.4), its derivatives could be obtained directly and the Taylor formula (1.7) is, in principle, available.

In practical computations, however, (1.4) can only be solved by some approximation method like, e.g., boundary elements, and differentiation of the approximate solution \( \varphi_{\text{appr}} \) is infeasible due to loss of accuracy (more precisely, derivatives of \( \varphi_{\text{appr}} \) converge at a reduced rate; the reduction being proportional to the order of the derivative). Therefore, the viability of the approach depends on our ability to compute numerical approximations of tangential derivatives \( \partial^n \varphi = \varphi|_\nu \) of \( \varphi \) which exhibit the same accuracy as \( \varphi_{\text{appr}} \). To this end, we derive a hierarchy of boundary integral equations for \( \varphi|_\nu \) by differentiating (1.4). This yields for \(|\nu| = 1\):

\[
A\varphi|_\nu = -V\psi|_\nu - A(\nu)\varphi - V(\nu)\psi,
\]

where

\[
A(\nu) = [\partial^n, A] := \partial^n A - A\partial^n,
\]

\[
V(\nu) = [\partial^n, V] := (\partial^nV - V\partial^n)
\]

are the commutators. Note that (1.17) is an integral equation for \( \varphi|_\nu \) with the same operator \( A \) as in (1.4) but with a modified right–hand side. The viability of this approach depends on the properties and computability of the commutators \( A(\nu) \) and \( V(\nu) \). Both commutators define pseudo–differential operators on \( \Gamma_j \) of the same orders as \( A \) and \( V \) (here 0 and -1), respectively. In addition, we show that, in local coordinates, \( A(\nu) \) and \( V(\nu) \) can always be decomposed into commutators of differential operators whose kernels can be explicitly computed. For instance, if \( d = 3 \), we have

\[
V(\nu)\psi(x) = \frac{1}{4\pi} \int_{\Gamma} \left\{ \frac{(y-x) \cdot (\chi|_\nu(y) - \chi|_\nu(x))}{|x-y|^3} + \frac{1}{|x-y|}(\log \sqrt{\gamma})|_\nu \right\} \psi(y) ds_y
\]

and \( V(\nu) \) is again a weakly singular integral operator. Relations analogous to (1.17) for \(|\nu| > 1\) are obtained in the same manner but with corresponding higher order commutators. For the second derivatives of \( \varphi \), needed in (1.16), differentiation of (1.17) leads to the equation

\[
A\varphi|_{\nu\mu} = -V\psi|_{\nu\mu} - V(\nu)\psi|_\mu - V(\nu)\psi|_\mu - [\partial^n, V(\nu)]\psi
\]

\[
- A(\nu)\varphi|_\mu - A(\nu)\varphi|_\mu - [\partial^n, A(\nu)]\varphi.
\]

Note that the right–hand side is given in terms of derivatives of \( \varphi \) not exceeding the order one and commutators of \( A \) and \( V \) the orders of which do not exceed the respective orders. Clearly, the datum \( \psi \) in (1.20), i.e., in (1.2), needs to be given sufficiently smooth. The equations (1.4), (1.17) and (1.20) can be solved recursively for all the second derivatives \( \varphi|_{\nu\mu} \). Numerical approximations of these derivatives can be computed provided the discretization of \( A \) and its inversion is available and
the commutators are known. For higher order derivatives, equations analogous to (1.20) will be obtained. In all cases, the operator on the left-hand side is $A$.

In the remainder of this paper we present the procedure for second order strongly elliptic systems generalizing (1.16), and also prove a general representation of the commutators in local coordinates which allows their explicit calculation.

Finally we address the rate of convergence of arbitrary derivatives, including the normal derivatives obtained from boundary element discretizations of the boundary integral equations like (1.4), (1.17) and (1.20).

The outline of the paper is as follows: In Section 2 we introduce the class of boundary value problems and reductions to the boundary integral equations to be considered. In Section 3 we derive the recurrence of boundary integral equations for arbitrary derivatives and give the formula for the calculation of the commutators. Finally, in Section 4 we address the boundary element discretization of the boundary integral equations for the higher derivatives of the solution, and obtain rates of convergence. An extraction technique for the computation of pointwise derivatives is also analyzed.

Although the method is analyzed here for smooth $\Gamma$, it can also be applied to piecewise smooth $\Gamma$ provided $x_0$ has an open neighbourhood where $\Gamma$ still is smooth. However, the commutator formula needs to be modified at corners and edges; we leave these modifications to future work.

The whole technique is presented for $d = 3$. The corresponding two-dimensional case where $\Gamma$ consists of a closed curve can be derived from our presentation by corresponding modifications, and is presented in [32].

2. Boundary value problems and reductions to the boundary in $\mathbb{R}^3$

In this section we will discuss the solution of elliptic boundary value problems by equivalent boundary integral equations following the approach in [6] (see also [17], and for special cases [9]). For simplicity, we confine ourselves to elliptic systems of second order in variational form: Given $f \in L^2(\Omega)$, find $U \in H^1(\Omega)$ such that

$$\mathcal{L}U = f \quad \text{in } \Omega. \tag{2.1}$$

Here

$$\mathcal{L} = -\sum_{j,k=1}^3 D_j a_{jk} D_k + c, \tag{2.2}$$

$D_j = \frac{\partial}{\partial x_j}$, and the coefficients $a_{jk}$ and $c$ are real and analytic $N \times N$ matrix functions of $x \in \Omega$ which satisfy

$$a_{jk}(x) = a_{kj}^T(x), \quad c(x) = c^T(x)$$

(i.e., $\mathcal{L}$ is formally selfadjoint). General boundary conditions, including Dirichlet and Neumann conditions, are as follows:

Let $P \in C^\infty(\Gamma, \mathbb{C}^{N \times N})$ be a family of orthogonal projectors with constant rank, i.e., $P^2 = P = P^\top$. Then require the boundary conditions

$$R(\gamma_0U, \gamma_1U) := P\gamma_0U + (I - P)\gamma_1U = \psi, \tag{2.3}$$
where, for $U \in C^1(\overline{\Omega})$,

$$
(2.4) \quad \gamma_1 U = \sum_{j,k=1}^3 n_j a_{jk} D_k U \big| \Gamma,
$$

denotes the conormal derivative corresponding to $\mathcal{L}$. By $H^k(\Omega, \mathbb{C}^N)$ with $k \in \mathbb{N}_0$ we denote the usual Sobolev spaces. The spaces with noninteger $k > 0$ are defined by interpolation (see for example [25]). The boundary spaces $H^s(\Gamma, \mathbb{C}^N)$ with $0 < s < 1$ are invariantly defined via a partition of unity on $\Gamma$ and the local Lipschitz maps describing $\Gamma$ [30]. For $-1 < s < 0$, we define $H^s(\Gamma, \mathbb{C}^N)$ via the $L^2$–duality on $\Gamma$. We further note that the trace operator $\gamma_0$ is continuous [4], i.e.,

$$
(2.5) \quad \gamma_0 : H^s(\Omega, \mathbb{C}^N) \rightarrow H^{s-1/2}(\Gamma, \mathbb{C}^N) \quad \text{with } 1/2 < s \leq 3/2.
$$

We shall not indicate spaces of vector–valued functions explicitly when it will be clear from the context. Likewise, $H^k(\Omega, \mathbb{C}^N)$ will be denoted by $H^k(\Omega)$, etc.

For (2.1), (2.3) we have the first Green’s formula

$$
(2.6) \quad \langle \gamma_1 U, \gamma_0 Y \rangle_{\Gamma} = B(U, Y) - \int_{\Omega} \bar{Y}^T \mathcal{L} U \, dx \quad \text{with } Y \in H^1(\Omega), U \in H_\mathcal{L}(\Omega),
$$

where the sesquilinear form $B(\cdot, \cdot) : H^1(\Omega) \times H^1(\Omega) \rightarrow \mathbb{C}$ is given by

$$
(2.7) \quad B(U, Y) = \int_{\Omega} \left\{ \sum_{j,k=1}^3 D_j \bar{Y}^T a_{jk} D_k U + \bar{Y}^T c U \right\} \, dx
$$

and $H_\mathcal{L}(\Omega) := \{ U \| \| \mathcal{L} U \|_{L^2(\Omega)} < \infty \} \cap H^1(\Omega)$

equipped with the graph–norm $\| U \|_{H_\mathcal{L}(\Omega)} = \| U \|_{H^1(\Omega)} + \| \mathcal{L} U \|_{L^2(\Omega)}$.

The bracket $\langle \cdot, \cdot \rangle_{\Gamma}$ in (2.6) is an extension of the boundary integral $\int_{\Gamma} \gamma_1 U \bar{Y} \, ds_y$

by continuity from smooth $U, Y$ to $U \in H_\mathcal{L}(\Omega), Y \in H^1(\Omega)$. Since the trace map is surjective, (2.6) defines $\gamma_1 U$ for all $U \in H_\mathcal{L}(\Omega)$ as a continuous, linear functional on $H^{1/2}(\Gamma)$. Thus $\gamma_1 U \in H^{-1/2}(\Gamma)$; and $\gamma_1 : H_\mathcal{L}(\Omega) \rightarrow H^{-1/2}(\Gamma)$ is continuous. Analogously we extend the classical second Green’s formula

$$
(2.8) \quad \int_{\Omega} \left\{ \bar{Y}^T \mathcal{L} U - U^T \mathcal{L} \bar{Y} \right\} \, dx = \langle \gamma_0 U, \gamma_1 Y \rangle_{\Gamma} - \langle \gamma_1 U, \gamma_0 Y \rangle_{\Gamma}
$$

from $U, Y \in H^2(\Omega)$ to $U, Y \in H_\mathcal{L}(\Omega)$.

To give the weak formulation of the boundary value problems (2.3), we denote by $\mathcal{R}_D$ and $\mathcal{R}_N$ the finite–dimensional linear spaces of solutions to the corresponding homogeneous adjoint boundary value problem. Then the weak formulation of the boundary value problem (2.3) reads:

**Given** $\psi$ with $P \psi \in H^{1/2}(\Gamma)$ and $(1-P)\psi \in H^{-1/2}(\Gamma)$, and $f \in L^2(\Omega)$ satisfying

$$
(2.9) \quad \int_{\Omega} f \, dx = \langle P \psi, P \gamma_1 r \rangle - \langle (1-P)\psi, (1-P)\gamma_0 r \rangle_{\Gamma} \quad \text{for all } r \in \mathcal{R},
$$

where $\| \| \cdot \|_{L^2(\Omega)}$ is the $L^2$–norm.
find $U \in H^1(\Omega)/\mathcal{R}$ such that $P\gamma_0 U = P\psi$ on $\Gamma$ and
\begin{equation}
B(U, Y) = \int_{\Omega} \nabla^T f \, dx + \langle (1 - P)\psi Y, (1 - P)\gamma_0 \rangle_{\Gamma} \quad \text{for all } Y \in \mathcal{H}^1(\Omega).
\end{equation}

Here,
\begin{equation}
\mathcal{H}^1_0(\Omega) := \{ U \in \mathcal{H}^1(\Omega) \mid P\gamma_0 U = 0 \} \subseteq \mathcal{H}^1(\Omega).
\end{equation}

Note that for the Dirichlet problem $P = 1$ and $\mathcal{H}^1_0(\Omega) = \mathcal{H}^1(\Omega)$, whereas for the Neumann problem $P = 0$ and $\mathcal{H}^1_0(\Omega) = \mathcal{H}^1(\Omega)$.

We assume that the differential operator $\mathcal{L}$ is strongly elliptic, i.e., it satisfies
\begin{equation}
\inf_{x \in \Omega} \sum_{j,k=1}^d \zeta^T a_{jk}(x) \xi_j \xi_k \zeta \geq \Lambda_0 |\xi|^2 |\zeta|^2
\end{equation}
for $\zeta \in \mathbb{C}^N$ and $\xi = (\xi_1, \ldots, \xi_d) \in \mathbb{R}^d$.

Finally, we assume that the Gårding inequality is valid on the whole space $H^1(\Omega)$, i.e., that there exists a positive constant $\Lambda$ so that
\begin{equation}
\text{Re} \mathcal{B}(U, U) \geq \Lambda \|U\|_{H^1(\Omega)}^2 - C(U, U) \quad \text{for all } U \in H^1(\Omega)
\end{equation}
where $C$ is a compact sesquilinear form on $H^1(\Omega) \times H^1(\Omega)$. For the characterization of such sytems see [30, Theorems 7.5. and 7.6]. Then the boundary value problem (2.1), (2.3) admits under assumption (2.9) a unique weak solution $U \in H^1(\Omega)/\mathcal{R}$ satisfying (2.10).

Let us give two examples.

**Example 1:** Time-harmonic heat transfer in $\Omega$. Here
\begin{equation}
\mathcal{L} = -\text{div}(A \text{grad}) - \omega^2,
\end{equation}
where the matrix $A \in \mathbb{R}^{3 \times 3}$ is symmetric and positive definite. The corresponding conormal derivative operator (2.4) can be written as
\begin{equation}
\gamma_1 U = n^T A \nabla U |_{\Gamma}.
\end{equation}

**Example 2:** Time-harmonic vibrations in a linear elastic body $\Omega$. For linear isotropic elasticity,
\begin{equation}
\mathcal{L} = -\mu \Delta - (\lambda + \mu)\text{grad div} - \omega^2
\end{equation}
is the Lamé operator, where
\begin{equation}
\gamma_1 U = 2\mu \frac{\partial U}{\partial n} + \lambda (\text{div } U)n + \mu n \times \text{curl } U |_{\Gamma}
\end{equation}
is the traction operator. $\lambda$ and $\mu$ are the Lamé constants. For the stationary problem, i.e., (2.3) and $\omega = 0$, we have $\{0\} \subseteq \mathcal{R} \subseteq \text{span}\{a\} + B \wedge \bar{x}$, where $B = -B^\top$ is any real skew-symmetric matrix and $\bar{a}$ is an arbitrary constant vector. Thus, $\text{dim } \mathcal{R} \leq d + d(d - 1)/2$.

Due to the Poincaré and Korn inequalities, the bilinear forms (2.7) for both examples (2.13) and (2.15) satisfy a Gårding inequality (2.12) on $H^1(\Omega)$, respectively.

Together with (2.1), (2.3) we will also consider the exterior boundary value problems, where (2.1) is required in $\Omega^c$, and $\psi$ is given on $\Gamma$. In this case, we assume in addition that the weak solution satisfies appropriate growth conditions at infinity.
which ensure uniqueness, and also that the second Green’s formula holds on \( \Omega^c \) in the form (2.8). More detailed discussion of the admissible exterior problems can be found in [5].

**Remark 2.1.** Assuming Green’s formula (2.8) also in \( \Omega^c \) (see [5], [6]) will be sufficient for the derivations in Section 6 [5]; but we emphasize that usually (2.8) holds in the exterior only with certain additional functionals of \( U \) and \( V \) supported at infinity (see [16], and for radiation conditions [38]).

We collect the regularity properties of the weak solutions \( U \) for both the interior and exterior problems, and recall to this end

\[
(2.17) \quad \bar{\Gamma} := \bigcup \Gamma_j, \quad S := \Gamma \setminus \bar{\Gamma}.
\]

Then, by standard elliptic regularity theory (see, e.g., [30] or [25]), we have

**Proposition 2.2.** Assume \( f \in C^\infty(\bar{\Omega}) \) and that in (2.3) we have Dirichlet data \( P\psi = \varrho \in H^{1/2}_{\text{loc}}(\Gamma_j) \cap H^{1/2}(\Gamma) \) and Neumann data \( (I - P)\psi = \sigma \in H^{-3/2}_{\text{loc}}(\Gamma_j) \cap H^{-1/2}(\Gamma) \) for all \( j \) and with \( s \geq 1 \) satisfying (2.9). Then the weak solution \( U \) of (2.1), (2.3) satisfies \( U \in H^s(\Omega \setminus \bar{U}) \) for every open, \( d \)-dimensional neighborhood \( U \) of \( S \) in \( \mathbb{R}^d \). If, in particular, \( \varrho \) and \( \sigma \) are in \( C^\infty(\bar{\Gamma}) \), we have \( U \in C^\infty(\bar{\Omega} \setminus \bar{U}) \).

A stronger result is due to C.B. Morrey [29, Chap. 6.7].

**Proposition 2.3.** Assume that \( \varrho \) and \( \sigma \) in (2.3) are analytic on each surface piece \( \Gamma_j \) and are globally in \( H^{1/2}(\Gamma) \) or \( H^{-1/2}(\Gamma) \), respectively, and satisfy (2.9). Then the solution \( U \) of (2.1), (2.3) is analytic in \( \bar{\Omega} \setminus U \), where \( U \) is any open, non–empty neighborhood of \( S \) in \( \mathbb{R}^d \).

**Remark 2.4.** Under the assumptions of Proposition 2.3, \( U \) admits an analytic continuation beyond the boundary surface \( \Gamma_j \) into the exterior of \( \Omega \). Consequently, also the Cauchy data \( \gamma_0U \) and \( \gamma_1U \) can be extended analytically beyond \( \Gamma \setminus \bar{U} \). In the sequel, these extensions will also be denoted by \( \gamma_0U \) and \( \gamma_1U \).

We describe, following [3, 4, 6, 17], boundary integral equation formulations of the boundary value problems (2.2), (2.3) via the so–called “direct method”. The derivation of boundary integral equations of the first kind which are equivalent to the weak form of the boundary value problem and their subsequent finite element discretization goes back to [14, 31]. We assume for simplicity that \( f = 0 \) in (2.1). If this is not the case, a particular solution can be constructed by means of a Newtonian potential with a fundamental solution \( G(x, y - x) \) of \( \mathcal{L} \) defined as usual.

**Definition 2.5.** A (matrix) function \( G(x, y - x) : \mathbb{R}^d \times \mathbb{R}^d \setminus \{ x = y \} \rightarrow \mathbb{C}^{N \times N} \) is a fundamental solution of \( \mathcal{L} \), if

\[
(2.18) \quad \mathcal{L}(D_y)G(x, y - x) = \delta(y - x)I
\]

in the sense of distributions.

In the subsequent sections we need the following properties of the fundamental solution of \( \mathcal{L} \).

**Definition 2.6** (Pseudohomogeneous functions). A function \( K(z) \) defined on \( \mathbb{R}^d \setminus \{0\} \) is homogeneous of degree \( a \in \mathbb{R} \), if \( K(tz) = t^aK(z) \) for all \( z \neq 0, t > 0 \). We call \( K \) pseudohomogeneous of degree \( a \), and write \( K \in \psi h(a) \), if

\[
K(z) = K_a(z) + \log(|z|)Q_a(z),
\]
where $K_a$ admits an asymptotic expansion
\begin{equation}
K_a(z) \sim \sum_{j \geq 0} K_{aj}(z) = \sum_{j \geq 0} |z|^{a+j} K_{aj}(z/|z|)
\end{equation}
with respect to homogeneous functions $K_{aj}$, and where $Q_a$ is a homogeneous polynomial of degree $a - d$ if $a - d \in \mathbb{N}_0$; and $Q_a = 0$ otherwise. Matrix functions are pseudohomogeneous of degree $a$ if all component functions are.

**Proposition 2.7.**

1. The fundamental solution $G(x, y - x)$ in (2.18) is of the form $G(x, y - x) = K(x, x - y)$, where $K(x, z) : \Omega \times \mathbb{R}^3 \rightarrow \mathbb{C}^{N \times N}$ is a pseudohomogeneous kernel of degree $-1$ in $z$ for every $x \in \overline{\Omega}$ and depends analytically on $z$ on the unit sphere $|z| = 1$. For every $|z| = 1$, it is an analytic function of $x \in \overline{\Omega}$.

2. $Q_a = 0$ in (2.19) for our second order systems in $\mathbb{R}^3$.

3. If the coefficients of $\mathcal{L}$ in (2.1) are constant, $K$ is independent of $x$.

4. If $c = 0$ in (2.2), then $K$ is homogeneous of degree $-1$.

For a proof, see for example [19, Chapter III]. Note that for $d = 2$ one has $Q_a \neq 0$.

**Example 3:** For $\mathcal{L} = -\Delta - \omega^2$ in $\mathbb{R}^3$ and $\omega \in \mathbb{C}$, we have
\begin{equation}
G(x, y - x) = \frac{\psi}{4\pi|x - y|},
\end{equation}
where $\psi = P\gamma_0 U + (I - P)\gamma_1 U$.

**Example 4:** For the three-dimensional Lamé operator in (2.17) with $\omega = 0$, the fundamental solution in $\mathbb{R}^3$ is the matrix function
\begin{equation}
G(x, y - x) = \frac{\lambda + 3\mu}{8\pi\mu(\lambda + 2\mu)} \left\{ \frac{1}{|x - y|} I + \frac{\lambda + \mu}{\lambda + 3\mu} \frac{(x - y)(x - y)^\top}{|x - y|^3} \right\}.
\end{equation}

In the general situation, if both Cauchy data
\begin{align}
\psi &= P\gamma_0 U + (I - P)\gamma_1 U, \\
\varphi &= (I - P)\gamma_0 U + P\gamma_1 U
\end{align}
are known, then we have
\begin{equation}
\begin{pmatrix}
\gamma_0 U \\
\gamma_1 U
\end{pmatrix} = \mathcal{M} \begin{pmatrix}
\psi \\
\varphi
\end{pmatrix} := \begin{pmatrix}
P & (I - P) \\
(I - P) & P
\end{pmatrix} \begin{pmatrix}
\psi \\
\varphi
\end{pmatrix},
\end{equation}
and the solution of (2.1), (2.3) is given by the representation formula
\begin{equation}
U(x) = \int_{\gamma \in \Gamma} \{(y\gamma_0 G)(x, y - x)\gamma_1 U - (y\gamma_1 G)^\top(x, y - x)\gamma_0 U(y)\} ds_y \text{ for } x \in \Omega,
\end{equation}
where $y\gamma_j$ denotes the boundary operator $\gamma_j$ applied to $G$ as a function of $y$ (at fixed $x$). Applying $x\gamma_0$, $x\gamma_1$ to (2.25) and utilizing the (two sided) jump relations for the single and double layer potentials (see, for example, [4, 3, 6, 17]), we find the boundary integral relations
\begin{align}
\gamma_0 U(x) &= \left(\frac{1}{2}I - K\right)\gamma_0 U(x) + (V\gamma_1 U)(x) \text{ for } x \in \Gamma, \\
\gamma_1 U(x) &= (D\gamma_0 U)(x) + \left(\frac{1}{2}I + K^\gamma\right)\gamma_1 U(x) \text{ for } x \in \Gamma.
\end{align}
Here, for $x$ on the boundary $\tilde{\Gamma}$, the boundary integral operators are defined by

\begin{align}
(2.28) \quad (V\sigma)(x) &= \int_{\Gamma} \{y\gamma_0 G(x, y - x) \sigma(y)\} \, ds_y, \\
(2.29) \quad (K\varrho)(x) &= \int_{\Gamma} \{y\gamma_1 G(x, y - x)\top \varrho(y)\} \, ds_y, \\
(2.30) \quad (K'\sigma)(x) &= \int_{\Gamma} \{y\gamma_1 G(x, y - x)\top \sigma(y)\} \, ds_y, \\
(2.31) \quad (D\varrho)(x) &= -xyz\gamma_1 \int_{\Gamma} \{y\gamma_1 G(x, y - x) \varrho(y)\} \, ds_y,
\end{align}

where, in general, the integrals are understood as an improper weakly singular integral in (2.28), as Cauchy principal value integrals in (2.29), (2.30) and as Hadamard’s finite part integral in (2.31) [34].

Inserting (2.23) and (2.24), in view of the boundary conditions (2.3), we obtain two boundary integral equations for the second Cauchy datum $\varphi$, namely

\begin{align}
PV(P\varphi) + (I - P)(\frac{1}{2}I + K')(P\varphi) + (I - P)D((I - P)\varphi) \\
+ P(\frac{1}{2}I - K)((I - P)\varphi) \\
= \psi - P(\frac{1}{2}I - K)P\psi - PV(I - P)\psi - (I - P)DP\psi \\
- (I - P)(\frac{1}{2}I + K')(I - P)\psi,
\end{align}

which is a boundary integral equation of the first kind; and

\begin{align}
\varphi - (I - P)(\frac{1}{2}I - K)(I - P)\varphi - (I - P)V P\varphi - PD(I - P)\varphi - (\frac{1}{2}I + K')P\varphi \\
= (I - P)(\frac{1}{2}I - K)P\psi + (I - P)V(I - P)\psi - PDP\psi + P(\frac{1}{2}I + K')(I - P)\psi,
\end{align}

which is a boundary integral equation of the second kind.

Remark 2.8. The integral relations (2.26), (2.27) must be modified at corner points $x \in S$; it is well known that on $S$ the factors $1/2$ are to be replaced by certain geometry–dependent quantities (see [2, 13] and [39], for example).

Remark 2.9. In fact, for smooth $\Gamma \in C^\infty$, the operators $V, D, K, K'$ are classical pseudo–differential operators of integer order.

Proposition 2.10. [4]. Let $|s| \leq 1/2$. Then the operators in (2.28)–(2.31) are continuous mappings in scales of Sobolev spaces on $\Gamma$. More precisely,

\begin{align}
(2.34) \quad V : H^{1/2+s}(\Gamma) &\to H^{1/2+s}(\Gamma), \quad D : H^{1/2+s}(\Gamma) \to H^{-1/2+s}(\Gamma), \\
K : H^{1/2+s}(\Gamma) &\to H^{1/2+s}(\Gamma), \quad K' : H^{-1/2+s}(\Gamma) \to H^{-1/2+s}(\Gamma),
\end{align}

continuously.

This proposition motivates the weak or variational form of the boundary integral equations. If we denote the parts of the non–given Cauchy data by

\begin{align}
(2.35) \quad \sigma := P\varphi = P\gamma_1 U, \quad \varrho := (1 - P)\varphi = (1 - P)\gamma_0 U
\end{align}

then the weak form of the integral equations of the first kind reads:
Find \((\sigma, \varrho) \in PH^{-1/2}(\Gamma) \times (1 - P)H^{1/2}(\Gamma)\) such that
\begin{equation}
\langle \tilde{\sigma}, V\sigma \rangle_\Gamma - \langle \tilde{\sigma}, K\varrho \rangle_\Gamma = \langle \tilde{\varrho}, \{(\frac{1}{2}I + K)P\varphi - V(1 - P)\psi \} \rangle_\Gamma
\end{equation}
and
\begin{equation}
\langle \tilde{\varrho}, K'\sigma \rangle_\Gamma + \langle \tilde{\varrho}, D\varrho \rangle_\Gamma = \langle \tilde{\varrho}, \{(\frac{1}{2}I - K')(I - P)\psi - DP\psi \} \rangle_\Gamma
\end{equation}
for all \((\tilde{\sigma}, \tilde{\varrho}) \in PH^{-1/2}(\Gamma) \times (1 - P)H^{1/2}(\Gamma)\).

Remark 2.11. The integral equations are understood in the distributional sense on \(\Gamma\); \(\langle \cdot, \cdot \rangle_\Gamma\) denotes the \(H^{-1/2}(\Gamma) \times H^{1/2}(\Gamma)\) or \(H^{-1/2}(\Gamma) \times H^{-1/2}(\Gamma)\) duality pairing, respectively.

The boundary integral equations of the second kind (2.33) read:
\begin{equation}
\text{Find} \ (\sigma, \varrho) \in PH^{-1/2}(\Gamma) \times (I - P)H^{1/2}(\Gamma) \text{ satisfying}
\end{equation}
\begin{equation}
\frac{1}{2}\varrho + \left( (I - P)K \right) \varrho - \left( (I - P) \right) \sigma = (I - P) \left( V(I - P)\psi - (I - P)KP\psi \right)
\end{equation}
and
\begin{equation}
\frac{1}{2}\sigma - (PK')\sigma - PD\varrho = P \left( \{(\frac{1}{2}I + K')(I - P)\psi + DP\psi \} \right).
\end{equation}

Remark 2.12. The integral operators \(K\) and \(K'\) in the equations of the second kind (2.38) and (2.39) have, in general, Cauchy singular kernels and have served for a long time for solving the corresponding boundary value problems. The corresponding weak formulation, however, should use the \(H^{1/2}(\Gamma)\)–scalar product for (2.38) and the \(H^{-1/2}(\Gamma)\)–scalar product for (2.39). Instead, Galerkin methods for these equations are based on the \(L^2\)–scalar product for both equations (2.38) and (2.39).

The next result shows that (2.36), (2.37) and (2.38), (2.39) are well posed and uniquely solvable.

**Proposition 2.13** ([4, 3, 6, 17]). Assume that \(f = 0\) in (2.1). Then the integral equations (2.36), (2.37) and the boundary value problems (2.1), (2.2), respectively, are equivalent in the sense that for every given \(\psi \in PH^{1/2}(\Gamma) \times (I - P)H^{-1/2}(\Gamma)\) satisfying (2.9) and a corresponding solution \(U\) of the boundary value problem, \(\sigma = P\gamma_1U, \varrho = (I - P)\gamma_0U\) satisfy the boundary integral equations (2.36), (2.37). Conversely, if \((\sigma, \varrho)\) is a solution of (2.36), (2.37), then \(U\) obtained from the representation formula (2.25) is a weak solution of (2.1).

An analogous statement holds for (2.38) and (2.39) and also for the exterior boundary value problems.

3. **Derivatives of the solution and Cauchy data on \(\Gamma\)**

Our purpose is the evaluation of the representation formula (2.25) and its derivatives on and near to the boundary surface \(\Gamma\) by means of the Taylor formula (1.7). This will be done by utilizing the homogeneous differential equation \(LU = 0\), valid up to the analytic boundary part \(\bar{\Gamma}\) as in the introduction. The strong ellipticity (2.11) allows us to express the higher order normal derivatives of \(U\) at \(x_0 \in \bar{\Gamma}\) in terms of tangential and subordinate lower normal derivatives, thereby establishing a recursive algorithm which is Cauchy’s method for solving the analytic Cauchy problem. However, the tangential derivatives of the Cauchy data at \(x_0\) are required here.
Once more, boundary integral equations for these tangential derivatives are obtained by differentiating the boundary integral equations (2.36), (2.37) or (2.38), (2.39). Finally, we obtain a general result on the calculation of the commutators arising in this context.

3.1. Conversion of normal into tangential derivatives. In order to convert normal into tangential derivatives of the Cauchy data we observe that from (2.4) we have

\[ \gamma_1 U = \mathcal{P}_0 \partial_n U + \mathcal{Q}_1 \gamma_0 U, \]  

where

\[ \mathcal{P}_0 = \sum_{j,\ell=1}^d n_j a_{j\ell} n_\ell \]  and \[ \mathcal{Q}_1 \gamma_0 U = \sum_{j,\ell=1}^d \sum_{\nu,\iota=1}^{d-1} n_j a_{j\ell} \frac{\partial \chi_\ell}{\partial v_\nu} \gamma_\nu \frac{\partial \gamma_0 U}{\partial v_\iota}. \]

Here, \( \mathcal{P}_0 \) is a matrix function which is \( C^\infty \) or even analytic on \( \tilde{\Gamma} \) and invertible in the tubular neighborhood \( U(\Gamma_j) \), due to the strong ellipticity condition (2.11); and \( \mathcal{Q}_1 \) is there a tangential operator of order 1 with smooth, respectively analytic coefficients.

**Theorem 3.1.** Let \( k \geq 0 \) be an integer, and let \( U \) satisfy \( \mathcal{L} U = 0 \) in \( \Omega \cup \tilde{\Gamma} \) with Cauchy data \( \gamma_0 U, \gamma_1 U \) analytic or sufficiently differentiable on \( \Gamma \). Then any tangential derivative \( \partial^\alpha \) of arbitrary order \( |\alpha| \) of \( \partial_n^k U \) at \( x_0 \in \tilde{\Gamma} \) can be expressed exclusively by tangential derivatives of the Cauchy data \( \gamma_0 U \) and \( \gamma_1 U \) in \( x_0 \).

**Proof.** The proof is by induction and corresponds to Cauchy’s algorithm for solving the Cauchy problem.

For \( k = 0 \), the assertion is obvious.

For \( k = 1 \), we differentiate

\[ \partial_n U = \mathcal{P}_0^{-1} (\gamma_1 U - \mathcal{Q}_1 \gamma_0 U) \]
tangentially. Then the Leibniz formula and smoothness of \( \mathcal{P}_0^{-1} \) yield the assertion.

For \( k = 2 \) we use the differential equation in the tubular neighbourhood of \( U(\Gamma_j) \) introduced in Proposition 1.1; i.e.,

\[ 0 = \mathcal{L} U = -\sum_{j,k=1}^d D_j a_{jk}(x) D_k U + c U = -\mathcal{P}_0 \partial_n^2 U - \mathcal{P}_1 \partial_n U - \mathcal{P}_2 U. \]

Here, \( \mathcal{P}_i \) are tangential differential operators of order \( i \) with coefficients which are analytic in \( U(\Gamma_j) \) given by \( \mathcal{L} \) and the geometry of \( \Gamma_j \). (The explicit formulae are presented in the Appendix.) From (3.1) and (3.2) we find on \( \tilde{\Gamma} \)

\[ \partial_n^2 U = -\mathcal{P}_0^{-1} \{ \mathcal{P}_1 \mathcal{P}_0^{-1} (\gamma_1 U - \mathcal{Q}_1 \gamma_0 U) + \mathcal{P}_2 \gamma_0 U \}. \]

Differentiating (3.3) tangentially and using the Leibniz rule proves the assertion.

For the induction step, fix \( K > 2 \) and assume that the theorem holds for \( 0 \leq k \leq K - 1 \). Apply \( \partial_n^{K-2} \) to (3.2), i.e.,

\[ \partial_n^K U = -\partial_n^{K-2} \mathcal{P}_0^{-1} \{ \mathcal{P}_1 \partial_n U + \mathcal{P}_2 U \} \]

\[ = -\sum_{\ell=0}^{K-2} (-1)^\ell \frac{(K-2)!}{\ell!} \partial_n^{K-2-\ell} \mathcal{P}_0^{-1} \{ \mathcal{P}_1 \partial_n U + \mathcal{P}_2 U \}. \]
Since
\[ \partial_{n}^{K-2-\ell}P_{i} = \sum_{\ell=0}^{K-2-\ell} P_{i,\ell} \partial_{n}^{\ell}, \]
where \( P_{i,\ell} \) are tangential differential operators of orders \( \leq i = 1,2 \), we obtain
\[ (3.5) \quad \partial_{n}^{K}U = -\sum_{\ell=0}^{K-2} \binom{K-2}{\ell} \sum_{t=0}^{K-2-\ell} \{ P_{1,\ell} \partial_{n}^{\ell+1}U + P_{2,\ell} \partial_{n}^{\ell}U \}, \]
where the highest order of normal derivatives on the right-hand side is \( K-1 \). Further tangential differentiation of (3.5) and the Leibniz rule together with the induction assumption yield the proposed representation of \( \partial_{n}^{\alpha} \partial_{n}^{K}U \) by a linear combination of \( \partial_{n}^{\beta} \partial_{n}^{\gamma}U \) and \( \partial_{n}^{\mu} \partial_{n}^{\gamma}U \) for \( |\beta| \leq |\alpha| + K-1 \) and \( |\mu| \leq |\alpha| + K \).

3.2. Boundary integral equations for tangential derivatives of the Cauchy data.

Lemma 3.2. Let \( A \) be a classical pseudo-differential operator of integer order \( a \) on \( \Gamma \subset \mathbb{R}^{3} \). Then
\[ (3.6) \quad \partial_{1}^{k} \partial_{2}^{j}A\varphi = \sum_{i=0}^{k} \sum_{j=0}^{j} \binom{k}{i} \binom{j}{j} A_{(i,j)} (\partial_{1}^{k-i} \partial_{2}^{j-i} \varphi), \]
where the commutators \( A_{(i,j)} \) are defined recursively by
\[ (3.7) \quad A_{(0,0)} := A, \]
\[ A_{(i+1,j)} := \partial_{1} A_{(i,j)} - A_{(i,j)} \partial_{1}, \]
\[ A_{(i,j+1)} := \partial_{2} A_{(i,j)} - A_{(i,j)} \partial_{2}. \]

Every \( A_{(i,j)} \) is a classical pseudo-differential operator of order \( a \) on \( \Gamma \).

Clearly, for \( d = 2 \), i.e., \( \Gamma \subset \mathbb{R}^{2} \), these formulae simplify accordingly.

Proof. The representation (3.6) follows from the definition (3.7) of the commutators and the binomial formula by elementary induction. Also recursively, from (3.7) follows the assertion on the order \( a \) with [37, Corollary 4.2], since the differential operators are scalar operators.

This lemma will now be applied to the boundary integral equations (2.36), (2.37), respectively (2.38), (2.39), which we write in the generic form
\[ (3.8) \quad A\varphi = F\psi \]
for the missing Cauchy datum \( \varphi \). We now assume that the integral operator \( A \) in (3.8) is injective. Generically (but not always), this is the case when the original boundary value problem (2.1), (2.3) is uniquely solvable. For the equations of the first kind (2.36) and (2.37), the Gårding inequality (2.12) in the domain together with its variant for the exterior domain implies the Gårding inequality
\[ (3.9) \quad \text{Re}\langle \varphi, A\varphi \rangle \geq \Lambda_{1} \| \varphi \|^{2} - \text{Re}C(\varphi,\varphi) \quad \text{for all } \varphi \in \mathcal{H}^{0} \]
(see [6, Theorem 3.9]), where
\[ (3.10) \quad \mathcal{H}^{t} := PH^{-1/2+t}(\Gamma) \times (I - P)H^{1/2+t}(\Gamma) \]
equipped with the norm
\[ (3.11) \quad \| \varphi \|_{t} = \| (\sigma, \varphi) \|_{t} := \| \sigma \|_{H^{-1/2+t}(\Gamma)} + \| \varphi \|_{H^{1/2+t}(\Gamma)} \]
and where \(C(\cdot, \cdot) : \mathcal{H}^0 \times \mathcal{H}^0 \to \mathbb{C}\) is a compact sesquilinear form. For \(\varphi = (\sigma, \varrho)\) and \(\tilde{\varphi} = (\tilde{\sigma}, \tilde{\varrho}) \in \mathcal{H}^0\), the pairing \(\langle \tilde{\varphi}, \varphi \rangle\) is defined by

\[
\langle \tilde{\varphi}, \varphi \rangle := \langle \tilde{\sigma}, \varrho \rangle_{\Gamma} + \langle \tilde{\varrho}, \sigma \rangle_{\Gamma}.
\]

(3.12)

For the equations of the second kind (2.38), (2.39) we consider \(\langle \cdot, \cdot \rangle\) to be the \(L_2\)–scalar product and take \(H^t := H^t(\Gamma)\). In this case we assume (3.9) to hold, which must be verified for the particular problem at hand. (For details we refer to [40].)

In practice, either type of integral equations can be used for solving the boundary value problem and as the basic formulation for its numerical solution.

To obtain a boundary integral equation for tangential derivatives of \(\varphi\), we differentiate both sides of (3.8) and regroup terms. The boundary integral equation for \(\partial^\alpha \varphi := \partial^k_1 \partial^\ell_2 \varphi\) with \(\alpha = (k, \ell)\) reads

\[
A \partial^\alpha \varphi = F \partial^\alpha \psi + \sum_{0 < \beta \leq \alpha} \binom{\alpha}{\beta} \left\{ F_{(\beta)} \partial^{\alpha-\beta} \psi - A_{(\beta)} \partial^{\alpha-\beta} \varphi \right\},
\]

(3.13)

where \(\alpha = (k, \ell), \beta = (i, j), \binom{\alpha}{\beta} = \frac{k! (\ell)!}{i! j! (k-i)! (\ell-j)!}\) and \(0 < \beta \leq \alpha\) means \((1 \leq i + j) \wedge (0 \leq i \leq k) \wedge (0 \leq j \leq \ell)\).

Note particularly, that the integral operator \(A\) in (3.13) is the same as in (3.8). Therefore, any available discretization of (3.8) can readily be used to solve (3.13). Recursive use of (3.13) allows the computation of \(\partial^\alpha \varphi\) for any \(\alpha = (k, \ell) \in \mathbb{N}_0^2\). To see this, consider the dependency graph in Figure 2.

Each derivative corresponds to a grid point in the \(k–\ell\)–plane. For fixed \((k, \ell)\) corresponding to \(\bullet\) in the figure, all derivatives in the shaded region are generally needed. Starting with \((0, 0)\), i.e., equation (3.8), compute \(\varphi\); then a boot–strapping procedure with rectangles of increasing size allows us to reach any \(\alpha = (k, \ell)\).

In the two-dimensional case \(d = 2\), all the indices \(\alpha, \beta\) in (3.13) are only scalar indices.

Remark 3.3. The integral operators in (3.8) and (3.13) must, for computational purposes, generally be written in the local coordinates of the charts \(\chi_j\) which are assumed to form a piecewise \(C^\infty\)–atlas or sufficiently differentiable atlas of \(\Gamma\); see also Remark 3.7, below.
3.3. Calculation of the commutators. As mentioned in Lemma 3.2, all the commutators in (3.13) are classical pseudo-differential operators whose orders are equal to those of $A$ and $F$, respectively.

Since $A$ and $F$ were obtained by boundary reduction, these operators admit in each chart the representation with “finite part”, Cauchy singular and weakly singular integrals in connection with non-integrable kernels in the boundary integral operators (see [34]).

**Definition 3.4.** Let $\varepsilon \to A(\varepsilon)$ denote a complex-valued function which is continuous on $(0, \varepsilon_0)$ for some $\varepsilon_0 > 0$ and admits an asymptotic expansion of the form

$$A(\varepsilon) = A_0 + A_1 \log \varepsilon + \sum_{j=2}^{m} A_j \varepsilon^{-j+1} + o(1)$$

as $\varepsilon \to 0$, where $A_j \in \mathbb{C}$. Then $A_0$ is called the finite part of $A(\varepsilon)$, and we write $A_0 = \text{p.f.} A(\varepsilon)$.

The finite part in (3.14) is well-defined, since

$$C_0 + C_1 \log \varepsilon + \sum_{j=2}^{m} C_j \varepsilon^{-j+1} = o(1)$$

as $\varepsilon \to 0$ implies that $C_0 = C_1 = \ldots = C_m = 0$. For a detailed treatment of the finite part concept in conjunction with two-dimensional area and surface integrals with non-integrable kernels, we refer to [34]. There one can also find the behaviour of finite part integrals under the substitution of variables.

Since $A$ and $F$ are matrices of classical pseudo-differential operators, their entries $B_n$ in local coordinates on $\Gamma_j$ have the form

$$B_n \varphi = \varphi_n \varphi + \text{p.f.} \int_{V_j} \tilde{K}_n(u, v-u) \varphi(v) dv \quad \text{for } \varphi \in C_0^\infty(\Gamma_j),$$

where

$$\varphi_n \varphi = \sum_{|\alpha| \leq n} b_\alpha(u) \partial^\alpha \varphi(u).$$

The subscript $n$ denotes the order of $B_n$, and $\varphi_n \equiv 0$ if $n < 0$. Our aim is a representation of the commutator of $B_n$ with tangential differentiation. Since, for $\varphi_n$, the commutators

$$\partial^\alpha \varphi_n \varphi - \varphi_n \partial^\alpha \varphi \quad \text{for } |\alpha| = 1$$

can be computed in the usual fashion, we consider only the integral operator in (3.15). Our main result is as follows.

**Theorem 3.5.** Let $\varphi \in C_0^\infty(\Gamma_j)$, and let $\partial^\lambda$ be any tangential differential operator of order $|\lambda| = 1$. Then, in the local coordinates induced by the chart $\chi_j$, we have

$$|\partial^\lambda, B_n| \varphi(u) = |\partial^\lambda, \varphi_n| \varphi(u) + \text{p.f.} \int_{V_j} \left( \partial^\lambda_t \tilde{K}_n(u, t) \right)_{t=v-u} \varphi(v) dv.$$
Proof. The kernel function $\tilde{K}_n(u, t)$ with $t = v - u$ is $C^\infty$ with respect to $u$ for all $t \neq 0$ and is pseudohomogeneous in $t$ of order $-n - 2$. In particular, for any $L \geq 0$,

\begin{equation}
\tilde{K}_n(u, t) = \sum_{0 \leq j \leq L} \tilde{k}_{n-j}(u, t) + \tilde{K}_{n-L-1}(u, t)
\end{equation}

with

\[ \tilde{k}_{n-j}(u, t) = r^{-2-n+j}f_{n-j}(u, \Theta) \]

and

\[ \tilde{K}_{n-L-1}(u, t) = O(r^{L-n-1}) \text{ uniformly in } u, \]

where $t = r(\cos \Theta, \sin \Theta)^\top$. Here, for $d = 3$, logarithmic terms are absent since here we consider only boundary integral equations for second order elliptic boundary value problems in $\mathbb{R}^3$. In what follows we choose $L > n$.

Due to (3.18) we will show (3.17) separately for the remainder $\tilde{K}_{n-L-1}(u, t)$ and the homogeneous terms $\tilde{k}_{n-j}$.

For $\tilde{K}_{n-L-1}(u, t)$ we use that $\partial_u^\lambda \tilde{K}_{n-L-1}(u, v - u)$ is only weakly singular and, hence, integrable. Therefore,

\begin{equation}
\partial_u^\lambda \int_{V_j} \tilde{K}_{n-L-1}(u, v - u)\varphi(v)dv = \int_{V_j} \left( \partial_u^\lambda \tilde{K}_{n-L-1}(u, v - u) \right)\varphi(v)dv.
\end{equation}

Now we use the elementary property

\begin{equation}
\partial_u^\lambda \left( \tilde{K}_{n-L-1}(u, v - u) \right) = (\partial_u^\lambda \tilde{K}_{n-L-1}(u, t))_{|t=v-u} - \partial_v^\lambda \tilde{K}_{n-L-1}(u, v - u),
\end{equation}

insert it into (3.18) and integrate the last term in the resulting integral by parts. Since $\varphi \in C_0^\infty(V_j)$, the corresponding line integral vanishes, and (3.18) with (3.20) yields the assertion (3.17) for $\tilde{K}_{n-L-1}$. For the remaining terms choose $R > 0$ such that the ball $B_R(u) := \{ v \mid |v - u| \leq R \}$ satisfies $B_R(u) \subset V$; and choose an associated cut-off function $\chi \in C_0^\infty(B_r(u))$ with $\chi(v) \equiv 1$ for $|v - u| \leq R/2$. Note, however, that $\chi$ does not depend on $u$. Set

\begin{equation}
\varphi := \chi \varphi \in C_0^\infty(B_R(u)) ; \quad \varphi = w + (1 - \chi)\varphi.
\end{equation}

Now consider the term

\[ \tilde{k}_{n-j}(u, t) = r^{-2-n+j}f_{n-j}(u, \Theta), \]

where $\Theta = \frac{v - u}{r}, \quad r = |v - u|$. The corresponding operator is given by

\[ B_n-j\varphi = B_n-jw + B_n-j(1 - \chi)\varphi, \]

\[ B_n-j w(u) = \int_{r \leq R} \frac{f_{n-j}(u, \Theta)}{r^{n+2-j}} \left\{ w(v) - \sum_{0 \leq |\beta| \leq n-j} \frac{(v - u)\beta}{|\beta|!} \left( \partial_u^\beta w(u) \right) \right\} dv \]

\begin{equation}
+ \sum_{0 \leq |\beta| \leq n-j} c_\beta(u) \partial^\beta w(u),
\end{equation}

and

\begin{equation}
B_n-j(1 - \chi)\varphi(u) = \int_{\text{supp}(1 - \chi)\varphi} \tilde{k}_{n-j}(u, v - u)(1 - \chi)\varphi(v)dv.
\end{equation}
Since the integrand in (3.23) is $C_0^\infty$, we find, analogously to (3.20), that

\begin{equation}
\partial^\lambda u B_{n-j}(1-\chi) \varphi(x) = \int_{\text{supp}((1-\chi)\varphi)} \left( \frac{\partial^\lambda k_{n-j}(u, t)}{t-v-u} (1-\chi)\varphi(v) \right) dv
\end{equation}

Integrating the last term again by parts, one gets

\begin{equation}
[\partial^\lambda, B_{n-j}(1-\chi) \varphi] = \int_{\text{supp}((1-\chi)\varphi)} \left( \frac{\partial^\lambda k_{n-j}(u, t)}{t-v-u} (1-\chi)\varphi(v) \right) dv.
\end{equation}

It remains to analyze (3.22). First, note that

\begin{equation}
c_\beta(u) = \int_{B_R} \frac{f_{n-j}(u; \Theta) (v-u)^\beta}{\beta!} dv
\end{equation}

\begin{equation}
= 2\pi \int_{\vartheta=0}^\pi \frac{f_{n-j}(u; (\cos \vartheta, \sin \vartheta))}{\beta!} \pi_\beta(\vartheta) d\vartheta \times \begin{cases}
\ln R & \text{if } j + |\beta| = n, \\
\frac{R^{j+|\beta|-n}}{j+|\beta|-n} & \text{else,}
\end{cases}
\end{equation}

and

\begin{equation}
\pi_\beta(\vartheta) = (\cos \vartheta, \sin \vartheta)^\beta := \cos^{\beta_1} \vartheta \sin^{\beta_2} \vartheta \quad \text{with } \beta \in \mathbb{N}_0^2.
\end{equation}

Differentiating (3.22), we get for $|\lambda| = 1$

\begin{equation}
\partial^\lambda B_{n-j} w(u) = \partial^\lambda \int_{r \leq R} \frac{1}{r} H(u, v) dv
\end{equation}

\begin{equation}
+ \sum_{0 \leq |\beta| \leq n-j} \left\{ \left( \partial^\lambda c_\beta(u) \right) \partial^\beta w(u) + c_\beta(u) \partial^{\lambda+|\beta|} w(u) \right\}
\end{equation}

with

\begin{equation}
H(u, v) = f_{n-j}(u; \Theta) r^{-n+j-1} \left\{ w(v) - \sum_{0 \leq |\beta| \leq n-j} \frac{(v-u)^\beta}{\beta!} \partial^\beta w(u) \right\}.
\end{equation}

Since $H$ is bounded, the integral in (3.27) is weakly singular. Using the rule of differentiation for weakly singular integrals (see [27, Section 8]), we find that, for every $0 < \varepsilon < R$,

\begin{equation}
\partial^\lambda \int_{\varepsilon \leq r \leq R} \frac{1}{r} H(u, v) dv = \int_{\varepsilon \leq r \leq R} \partial^\lambda u \left( \frac{1}{r} H(u, v) \right) dv - \int_{|v-u|=\varepsilon} H(u, v)(v-u)^\lambda \varepsilon^{-2} ds.
\end{equation}
We calculate

\[
\partial_u^\lambda \left( \frac{1}{r} H(u, v) \right) = \left( \partial_u^\lambda f_{n-j}(u, \Phi) \right) \bigg|_{\Phi=\Theta} r^{-n+j-2} \{ \cdots \}
\]

\[
+ \left( \partial_u^\lambda f_{n-j}(s, \Theta) \right) \bigg|_{s=u} \{ \cdots \}
\]

\[
+ \frac{f_{n-j}(u, \Theta)}{r^{n-j+2}} \sum_{1 \leq |\beta| \leq n-j} \frac{(\beta \cdot \lambda)(v-u)^{\beta-\lambda}}{\beta!} \partial^\beta w(u)
\]

\[- \frac{f_{n-j}(u, \Theta)}{r^{n-j+2}} \sum_{1 \leq |\beta| \leq n-j} \frac{(v-u)^\beta}{\beta!} \partial^\beta w(u).
\]

(3.29)

Since \( \Theta = \frac{1}{r}(v-u) \) and \( r = |v-u| \), one has

\[
\partial_u^\lambda f_{n-j}(s, \Theta) = -\partial_u^\lambda f_{n-j}(s, \Theta).
\]

(3.30)

We use (3.30) in the second term of (3.29) and integrate the corresponding integral by parts to obtain

\[
\int_{\varepsilon < r < R} \left( \partial_u^\lambda f_{n-j}(s, \Theta) \right) dv = \int_{\varepsilon < r < R} f_{n-j}(s, \Theta) \partial_u^\lambda \{ \cdots \} dv + \int_{\varepsilon < r < R} H(u, v)(v-u)^\lambda \varepsilon^{-2} ds,
\]

since \( \text{supp} w \subset B_R(u) \). Inserting (3.29) into (3.28) and using (3.31), we get

\[
\partial^\lambda \int_{\varepsilon < r < R} \frac{1}{r} H(u, v) dv = \int_{\varepsilon < r < R} \left( \partial_u^\lambda f_{n-j}(u, \Phi) \right) \bigg|_{\Phi=\Theta} r^{-n+j-2} \{ \cdots \} dv
\]

\[+ \int_{\varepsilon < r < R} f_{n-j}(s, \Theta) \left\{ \partial_u^\lambda w(v) - \sum_{|\beta| \leq n-j} \frac{(v-u)^\beta}{\beta!} \partial_u^\beta w(u) \right\} dv.
\]

(3.32)

Since the integrals in (3.32) are weakly singular, they depend on \( \varepsilon \) continuously and (3.32) holds for \( \varepsilon = 0 \), too. Inserting (3.32) in (3.27), we find that

\[
\partial^\lambda B_{n-j} w(u) = \left( B_{n-j} \partial^\lambda w(u) \right) + \sum_{|\beta| \leq n-j} \left( \partial^\lambda c_\beta(u) \right) \partial^\beta w(u)
\]

\[+ \int_{\varepsilon < r < R} \left( \partial_u^\lambda f_{n-j}(u, \Phi) \right) \bigg|_{\Phi=\Theta} r^{-n+j-2} \left\{ w(v) - \sum_{|\beta| \leq n-j} \frac{(v-u)^\beta}{\beta!} \partial_u^\beta w(u) \right\} dv.
\]

(3.33)
Note that from (3.27) we have
\[
\partial^\alpha \gamma(u) = \int_0^{2\pi} \left( \frac{\partial^\alpha f_{n-j}(u, \Phi)}{\Phi = \Theta(\partial)} \right) \frac{\tau_{\beta}(\partial)}{\beta!} d\partial \times \begin{cases} \ln R & \text{if } j + |\beta| = n, \\ \frac{R^{j+|\beta|-n}}{j+|\beta|-n} & \text{else}, \end{cases}
\]
which gives in (3.29) the desired equation for the special operator in (3.22) with (3.26). Hence,

(3.34)
\[
D^\lambda B_{n-j}w(u) = D_{n-j}^\lambda w(u) + \text{p.f.} \int_{V_j} \left( D^\lambda f_{n-j}(u, \varphi) \right) |_{\varphi = \Theta} r^{-n+j-2} \frac{(v-u)^\beta}{\beta!} dv.
\]

Summing (3.34) and (3.23) over 0 \( \leq j \leq L \), adding it to (3.20) and referring to (3.18) completes the proof.

**Corollary 3.6.** Let \( T \subset V_j \) be some compact, simply connected and piecewise smoothly bounded subregion of \( V_j \) with \( u \in \partial \), and let \( \varphi \in C^\infty(\chi_j(T)) \). Let \( \partial^\lambda \) be any differential operator of order \( |\lambda| = 1, \lambda = (\lambda_1, \lambda_2) \) with \( \lambda_k \in \{0, 1\}, \ k = 1, 2 \). Then for the operator

(3.35)
\[
B_{nT}\varphi = \psi_n \varphi + \text{p.f.} \int_T \overline{K}_n(u, v-u) \varphi(v) dv
\]
we have the commutator property

(3.36)
\[
[\partial^\lambda, B_{nT}] \varphi(u) = [\partial^\lambda, \psi_n] \varphi(u) + \text{p.f.} \int_T \left( \partial^\lambda \overline{K}_n(u, t) \right) |_{t = v-u} \varphi(v) dv
\]
\[
- \int_{\partial \gamma} \overline{K}_n(u, v-u) \varphi(v) \left( \overline{n}(v) \cdot \lambda \right) d\gamma.
\]

Here \( \gamma \) denotes the parameter of arc-length on \( \partial T \), and \( \overline{n}(v) \) the exterior two-dimensional normal vector of \( \partial T \).

**Proof.** For the proof we write \( \varphi(u) = w(u) + \varphi_1(u) \) as in (3.21) and get (with \( \varphi_1 = (1-\chi)\varphi \) as in (3.24))
\[
\partial^\lambda B_{nT}\varphi_1 = \int_{\text{supp}(\varphi_1) \cap T} \left( \partial^\lambda \overline{K}_n(u, t) \right) |_{t = v-u} \varphi_1(v) dv
\]
\[
- \int_{\text{supp}(\varphi_1) \cap T} \left( \partial^\lambda \overline{K}_n(u, v-u) \right) \varphi_1(v) dv.
\]
Integration by parts of the last term yields (3.36) for \( \varphi = \varphi_1 \), since \( \varphi_1 \) is identically zero in \( B_{R/2}(u) \). For \( w \in C^\infty(T) \) we apply Theorem 3.5, which completes the proof. \( \square \)
Remark 3.7. So far we have considered only the three–dimensional case. All assertions, however, have exact analogues in two dimensions where \( \Gamma \) is a piecewise \( C^\infty \)–curve.

The details for the two–dimensional case can be found in [32].

**Example 5:** As an example for the application of the commutator formula (3.17) consider the single layer potential

\[
V\varphi = \begin{cases}
-\frac{1}{2\pi} \int_{\Gamma} \ln |x-y| \varphi(y) ds_y & \text{in } \mathbb{R}^2, \\
\frac{1}{4\pi} \int_{\Gamma} |x-y|^{-1} \varphi(y) ds_y & \text{in } \mathbb{R}^3.
\end{cases}
\]

Here we have, of course, \( \varphi_n \equiv 0 \) since \( n = -1 \).

The commutators are as follows:

**In 2–D:**

\[
V(1)\varphi = \left[ \frac{d}{ds}, V \right] \varphi = \frac{1}{2\pi} \int_{\Gamma} \frac{(y-x) \cdot (\chi'(y) - \chi'(x))}{|y-x|^2} \varphi(y) ds_y,
\]

where \( \chi' \) denotes the tangential vector defined by the derivative to \( s \), the parameter of the arc length on \( \Gamma \).

**In 3–D for \(|\lambda| = 1|:**

\[
V(\lambda)\varphi = [\partial^\lambda, V] \varphi = \frac{1}{4\pi} \int_{\Gamma} \left\{ \frac{(y-x) \cdot (\chi(\lambda)(y) - \chi(\lambda)(x))}{|y-x|^3} + \frac{1}{|x-y|} \log \sqrt{|\gamma|} \right\} \varphi(y) ds_y.
\]

4. Numerical approximation of the derivatives

In the present section we analyze Galerkin discretizations for the system of boundary integral equations (3.13). The basic idea is that any stable discretization of the original equation (3.8) is also applicable to the system (3.13), since the latter is triangular. This yields numerical approximations and corresponding error estimates for the differentiated Cauchy data \( \partial^\alpha \varphi \). We consider only Galerkin schemes based on \( h \)–refinements on the boundary \( \Gamma \). It should be clear, however, that all the arguments carry over to more general Galerkin–Petrov projection schemes (as e.g., least squares methods, Nyström methods and collocation methods) as well as to more general approximation schemes such as \( p \)– and \( hp \)–versions of the BEM.

The error estimates are obtained in the usual scales of Sobolev norms. To exploit the Taylor formula (1.7), however, pointwise approximations of \( \partial^\alpha \varphi \) are needed. To this end, we use an extraction formula based on the Riesz potentials and present corresponding pointwise error estimates.

4.1. Galerkin schemes for tangential derivatives. As usual, a Galerkin approximation of (3.8) reads: Find \( \tilde{\varphi}_h \in \mathcal{H}_h \) such that

\[
\langle \tilde{\varphi}_h, A\varphi \rangle_\Gamma = \langle \tilde{\varphi}_h, F\psi \rangle_\Gamma \quad \text{for all } \tilde{\varphi}_h \in \mathcal{H}_h.
\]

Here \( \mathcal{H}_h \) is a family of finite–dimensional subspaces of \( PH^{-1/2}(\Gamma) \times (1-P)H^{1/2}(\Gamma) \) providing the approximation property

\[
\inf_{\tilde{\varphi}_h \in \mathcal{H}_h} \| \varphi - \tilde{\varphi}_h \|_{\mathcal{H}^t} \leq ch^{t-1}\| \varphi \|_{\mathcal{H}^\tau} \quad \text{for } t \leq \tau.
\]
For example, for the integral equations of the first kind (2.36) and (2.37) we select
\begin{equation}
\mathcal{H}_h = P S_{h}^{d,r} \times (1 - P) S_{h}^{d+1,r+1},
\end{equation}
where $S_{h}^{d,r}$ with $t \leq r < d$ denotes a family of finite elements on the boundary in the sense of Babuška and Aziz [1]; then $\tau \leq d + \frac{1}{2}$ in (4.2).

For the integral equations of the second kind (2.38) and (2.39) we may select $\mathcal{H}_h := S_{h}^{d,r} \subset \mathcal{H}^0 = L_2(\Gamma)$; then $\tau \leq d$ in (4.2).

As is well known, the Gårding inequality (3.9) and injectivity of $A$ provide quasi-optimal asymptotic convergence, i.e.,
\begin{equation}
\|\varphi - \varphi_h\|_\tau \leq c h^{r-t} \|\varphi\|_\tau
\end{equation}
for $-d - \frac{1}{2} \leq t \leq 0 \leq \tau \leq d + \frac{1}{2}$ in case of equations of the first kind (2.36), (2.37) and for $-d \leq t \leq 0 \leq \tau \leq d$ in case of equations of the second kind (2.38), (2.39) (see [15]).

To approximate the derivative $\partial^m \varphi$ of the Cauchy data $\varphi$ for a given $\alpha = (k, \ell)$, we introduce the vector $\vec{\varphi} = \{\partial^\alpha \varphi\}$ of partial derivatives of orders $\delta = (i, j)$, $0 \leq i \leq k$ and $0 \leq j \leq \ell$. We order the components of $\vec{\varphi}$ according to ascending orders $i + j$. This is a partial ordering, denoted by $\delta_m$ with $m = 1, \ldots, M = (k+1)(\ell+1)$. Then (3.13) can be written as
\begin{equation}
A \partial^m \varphi + \sum_{0 < \beta \leq \delta_m} \left( \frac{\delta_m}{\beta} \right) A(\beta) \partial^{\delta_m - \beta} \varphi = \partial^m (F \varphi), \quad m = 1, \ldots, M,
\end{equation}
or as a triangular system of equations
\begin{equation}
A \vec{\varphi} = \vec{f} := (\partial^m F \varphi)_{m=1}^M
\end{equation}
with the diagonal $A_{mm} = A$.

**Lemma 4.1.** There exists a positive diagonal constant matrix $\Theta \in \mathbb{R}^M \times \mathbb{R}^M$ such that
\begin{equation}
\text{Re}(\Theta A \vec{\varphi}, \vec{\varphi}) \geq \Lambda_0 \|\varphi\|^2_{(\mathcal{H}^0)^M} - \text{Re} C(\vec{\varphi}, \vec{\varphi}) \quad \text{for all } \vec{\varphi} \in (\mathcal{H}^0)^M,
\end{equation}
where $\Lambda_0 > 0$ and $C : (\mathcal{H}^0)^M \times (\mathcal{H}^0)^M \to \mathbb{C}$ is a compact sesquilinear form.

The duality pairing in (4.7) is the natural extension of $(\cdot, \cdot)$ to the vector case.

**Proof.** The proof is by induction with respect to $M$. The case $M = 1$ corresponds to one equation and (3.9). Now assume that (4.7) holds for some $M_0 \geq 1$, i.e.,
\begin{equation}
\text{Re}(\Theta A \vec{\varphi}, \vec{\varphi}) \geq \Lambda_{M_0} \|\varphi\|^2_{(\mathcal{H}^0)^{M_0}} - \text{Re} C_{M_0}(\vec{\varphi}, \vec{\varphi}) \quad \text{for all } \vec{\varphi} \in (\mathcal{H}^0)^{M_0}.
\end{equation}
Then, for $M = M_0 + 1$ we write
\begin{equation}
\Theta = \begin{pmatrix} \Theta_{M_0} & 0 \\ 0 & \vartheta \end{pmatrix}, \quad A = \begin{pmatrix} A_{M_0} & 0 \\ A & A \end{pmatrix}, \quad \vec{\varphi} = \begin{pmatrix} \vec{\varphi}_0 \\ \varphi \end{pmatrix}.
\end{equation}
Here $\vec{\varphi} = (\varphi_j)_{j=1, \ldots, M_0}$ are the commutators in (4.5) for $m = M = M_0 + 1$. Hence,
\begin{align*}
\text{Re}(\Theta A \vec{\varphi}, \vec{\varphi}) & \geq \Lambda_{M_0} \|\vec{\varphi}_0\|^2_{(\mathcal{H}^0)^{M_0}} + \vartheta \Lambda_1 \|\varphi\|^2_{\mathcal{H}^0} \\
& - \text{Re} C_{M_0}(\vec{\varphi}_0, \vec{\varphi}_0) - \text{Re} \partial C_1(\varphi, \varphi) - \vartheta K \|\vec{\varphi}_0\|_{(\mathcal{H}^0)^{M_0}} \|\varphi\|_{\mathcal{H}^0},
\end{align*}
where $K$ depends on the norms of $\bar{A}$ but is independent of $\vartheta > 0$. Applying Cauchy’s inequality yields

$$-\vartheta K \| \bar{\varphi}_0 \|_{(H^0)^M} \| \varphi \|_{H^0} \geq -\frac{1}{2} \Lambda M_0 \| \bar{\varphi}_0 \|_{(H^0)^M}^2 - \frac{1}{2} \Lambda^{-1} \vartheta^2 K^2 \| \varphi \|_{H^0}^2.$$

Selecting $\vartheta = \Lambda_1 \Lambda M_0 / K^2 > 0$ completes the proof.

If we apply the Galerkin method (4.1) to (4.6), i.e., we perform the bootstrapping algorithm for the evaluation of $\partial^\alpha \varphi$ in combination with the approximation procedure, then it is equivalent to: Find $\bar{\varphi}_h \in (H_h)^M$ such that

$$\langle \bar{\varphi}_h, A \bar{\varphi}_h \rangle = \langle \bar{\varphi}_h, f \rangle \quad \text{for all } \bar{\varphi}_h \in (H_h)^M.$$

Because of (4.7), this method converges asymptotically of optimal order (4.4):

**Proposition 4.2.** For every $M$ and sufficiently small $h$, (4.8) admits unique solutions $\bar{\varphi}_h = (\varphi_h^{(\delta)})_{j=1}^M$ which satisfy

$$\| \partial^\beta \varphi - \varphi_{h}^{(\delta)} \|_{H^t} \leq c(j) h^t \| \varphi \|_{H^{t+|\delta|}} \quad \text{for } j = 1, \ldots, M.$$

Here $\tau$ and $t$ are as in (4.4).

### 4.2. Point value extraction for tangential derivatives.

For the numerical evaluation of the Taylor expansion (1.7) we require normal derivatives of orders up to $K$ of the Cauchy data at $x_0 \in \Gamma$. They can be expressed exclusively in terms of the tangential derivatives $\partial^\beta \varphi(x_0)$ of orders $|\delta| \leq K$ by Theorem 3.1. The tangential derivatives are approximated by $\varphi_{h}^{(\delta)}$ obtained from the Galerkin scheme (4.8).

Rather than evaluating $\varphi_{h}^{(\delta)}(x_0)$ directly from the Galerkin approximation $\varphi_{h}^{(\delta)}$, we calculate point values by averaging. We depart from the identity

$$(4.10) \quad (-\Delta_v)^k G_k(r) = \delta(v - u),$$

where

$$(4.11) \quad G_k(r) = \frac{(-1)^k}{\pi^{k/2} (k - 1)!} r^{2(k-1)} \ln r^2$$

is the fundamental solution of the polyharmonic operator $(-\Delta)^k$, $k = 1, 2, \ldots$, in $\mathbb{R}^2$ (see [36, p. 288]). This yields for any $f \in C_0^\infty(\mathbb{R}^2)$ the identities

$$(4.12) \quad f(u) = \int_{\mathbb{R}^2} (-1)^k (\Delta_v^k f)(v) G_k(|v - u|)dv$$

Both relations can be written as

$$(4.13) \quad f(u) = \int_{\mathbb{R}^2} \bar{\mathcal{P}}_{\ell}(\partial_v) f(v) \bar{G}_\ell(v - u)dv$$

for any $\ell \in \mathbb{N}$, where $\bar{G}_{2k} = G_k$ and $\bar{G}_{2k-1} = \nabla_v G_k$, $k \in \mathbb{N}$, and where $\bar{\mathcal{P}}_{\ell}$ is the operator in the parametric plane defined in (4.12). We observe that $\bar{G}_\ell(z) \in \mathbb{R}^2$. 
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\[ H_{loc}^{t-1-\varepsilon} (\mathbb{R}^2) \text{ for every } \varepsilon > 0. \]

We will use formula (4.13) with \( f(v) = \zeta (v-u) \partial^\alpha \varphi (v), \) where \( \zeta \in C_0^\infty (\mathbb{R}^2) \) is a suitable cut–off function with \( \zeta (0) = 1. \) With

\[
(4.14) \quad \bar{P}_r (\partial_v) \left( \zeta (v-u) f(v) \right) = \sum_{0 \leq |\beta| \leq t} d_\beta (v-u) \partial^\beta f(v)
\]

the extraction formula (4.13) takes the form

\[
(4.15) \quad \partial^\alpha \varphi (u) = \sum_{0 \leq |\beta| \leq t} \int \! d_\beta (v-u) (\partial^{\alpha+\beta} \varphi (v)) \bar{G}_r (v-u) dv .
\]

Using here on the right–hand side the approximations \( \bar{\varphi}^{(\alpha+\beta)}_h \) obtained from the boot–strapping procedure (4.8), we recover the pointwise approximations

\[
(4.16) \quad \partial^\alpha \varphi (u) \sim \bar{\varphi}^{(\alpha)}_h (u) := \sum_{0 \leq |\beta| \leq t} \int \! d_\beta (v-u) \bar{\varphi}^{(\alpha+\beta)}_h (v) \bar{G}_r (v-u) dv .
\]

For the corresponding error we have

**Theorem 4.3.** For the extracted derivatives \( \bar{\varphi}^{(\alpha)}_h \) in (4.16) we have the error estimate

\[
(4.17) \quad |\partial^\alpha \varphi (u) - \bar{\varphi}^{(\alpha)}_h (u)| \leq c h^{t+\ell} \| \varphi \|_{H^{t+\ell}} ,
\]

where \( \ell > \frac{d}{2} + 1 \) and

\[ 0 \leq t \leq \min \{ d + \frac{\kappa}{2}, \ell - 1 - \frac{\kappa}{2} - \varepsilon \} , \quad 0 \leq \tau \leq \frac{\kappa}{2} + d , \]

where \( \kappa = 0 \) for equations of the second kind, \( \kappa = 1 \) for equations of the first kind, and \( \varepsilon > 0 \) is arbitrary.

Note that the choice \( \ell = d + 2 + \kappa \) ensures the maximum rate of convergence for the extracted derivatives in (4.16), whereas \( \ell = d + 1 + \kappa \) implies an order \( O(h^{2d+1-\varepsilon}). \)

**Proof of Theorem 4.3:** Subtracting (4.15) from (4.16), we estimate

\[
|\partial^\alpha \varphi (u) - \bar{\varphi}^{(\alpha)}_h (u)| \leq \sum_{0 \leq |\beta| \leq t} \| d_\beta \|_{L_\infty} \| \partial^{\alpha+\beta} \varphi - \bar{\varphi}^{(\alpha+\beta)}_h \|_{H^{-\tau}(B+u)} \| \bar{G}_r \|_{H^{\tau}(B)} .
\]

Since \( \bar{G}_r \in H^{t-1-\varepsilon} (\mathbb{R}^2), \) we must have \( t \leq \ell - 1 - \varepsilon \) for some \( \varepsilon > 0 \) for both types of integral equations. We discuss the cases now separately.

**Case 1:** Equation of the second kind. Here \( H^t = H^t \) in (4.9), i.e., (4.2) gives

\[
\| \partial^{\alpha+\beta} \varphi - \bar{\varphi}^{(\alpha+\beta)}_h \|_{H^{-\tau}(B+u)} \leq c h^{\tau+\ell} \| \varphi \|_{H^{\tau+\ell}} ,
\]

for \( 0 \leq t \leq d, \) \( 0 \leq \tau \leq d, \) i.e., \( 0 \leq t \leq \min (d, \ell - 1 - \varepsilon). \) This is (4.17) with \( \kappa = 0. \)

**Case 2:** Equation of the first kind. The Galerkin solution \( \bar{\varphi}_h = (\sigma_h, \rho_h) \in \mathcal{H}_h \) satisfies, according to (4.2),

\[
\| \partial^{\alpha+\beta} \sigma - \bar{\sigma}^{(\alpha+\beta)}_h \|_{H^{-\tau'}(B+u)} \leq c h^{\tau'+\ell'} \| \sigma \|_{H^{\tau'+\ell'+\frac{\kappa}{2}}},
\]

where \( \frac{1}{2} \leq \tau' \leq d + 1, \) \( -\frac{1}{2} \leq \tau'' \leq d, \) and

\[
\| \bar{\rho}^{(\alpha+\beta)} - \rho_h^{(\alpha+\beta)} \|_{H^{-\tau'}(B+u)} \leq c h^{\tau''} \| \bar{\rho} \|_{H^{\tau''+\frac{\kappa}{2}}},
\]

where \( -\frac{1}{2} \leq \tau'' \leq d + 1. \) Therefore

\[
\| \partial^{\alpha+\beta} \sigma - \bar{\sigma}^{(\alpha+\beta)}_h \|_{H^{-\tau'}(B+u)} \leq c h^{\tau'+\ell'} \| \varphi \|_{H^{\tau'+\ell'+\frac{\kappa}{2}}},
\]
where the indices must satisfy
\[
\frac{1}{2} \leq t' \leq d + 1, \quad -\frac{1}{2} \leq \tau' \leq d, \quad t' \leq \tau - 1 - \epsilon, \\
-\frac{1}{2} \leq \tau'' \leq d, \quad \frac{1}{2} \leq \tau'' \leq d + 1, \quad t'' \leq \tau - 1 - \epsilon.
\]
Selecting here \(\tau' + \frac{1}{2} = \tau'' - \frac{1}{2} = \tau\), we find that
\[
0 \leq \tau \leq d + \frac{1}{2}.
\]
Selecting further \(t' - \frac{1}{2} = t'' + \frac{1}{2} = t\), we find that \(t\) must satisfy
\[
0 \leq t \leq d + \frac{1}{2}.
\]
Moreover, we get from \(G_i \in H^{r - 1 - \epsilon}\) for any \(\epsilon > 0\) the conditions
\[
t' = t + \frac{1}{2} \leq \tau - 1 - \epsilon \land t'' = t - \frac{1}{2} \leq \tau - 1 - \epsilon,
\]
i.e.,
\[
0 \leq t \leq \min\{d + \frac{1}{2}, \tau - \frac{3}{2} - \epsilon\}
\]
where \(\epsilon > 0\) is arbitrarily small, which is the assertion (4.17) with \(\kappa = 1\).
\[\square\]

**Remark 4.4 (on first kind equations).** For \(P = 1\) we have \(H^r = H^{r - \frac{1}{2}}\) (weakly singular equations) and
\[
0 \leq \tau \leq d + \frac{1}{2} \quad \text{and} \quad 0 \leq t \leq \min\{d + \frac{1}{2}, \tau - \frac{3}{2} - \epsilon\}.
\]

For \(P = 0\) we have \(H^r = H^{r + \frac{1}{2}}\) (hypersingular equation) and
\[
0 \leq \tau \leq d + \frac{1}{2} \quad \text{and} \quad 0 \leq t \leq \min\{d + \frac{1}{2}, \tau - \frac{1}{2} - \epsilon\}.
\]

We see that the choices \(\iota = d + 2\) for the weakly singular and \(\iota = d + 1\) for the hypersingular equation and \(\tau = d + \frac{1}{2}\) provides the convergence rate \(h^{2\iota + 1 - \epsilon}\) for the extracted data. This is almost optimal. The \(\epsilon > 0\) can be removed and the optimal rate \(h^{2\iota + 1}\) achieved with the choices \(\iota = d + 3\) and \(\iota = d + 2\), respectively. In practice, this difference will hardly be noticeable and may not be worth the extra term in (4.16) corresponding to \(\iota = d + 2\).

**4.3. Error Estimates near \(\Gamma\).** We use Theorem 4.3 to analyze the error in the truncated Taylor expansion
\[
U(x) = \sum_{k=0}^{M} (-1)^k \frac{\epsilon^k}{k!} (\partial_h^k U)(x_0) + O(\epsilon^{M+1})
\]
of the potential \(U(x)\) at \(x = x_0 - \epsilon n(x_0)\), when replacing \((\partial_h^k U)(x_0)\) by the approximations \((\partial_h^k U)(x_0)\) obtained with the postprocessed tangential derivatives \(\hat{\varphi}^{(a)}(x_0)\), i.e.,
\[
\hat{U}_h^M(x) := \sum_{k=1}^{M} (-1)^k \frac{\epsilon^k}{k!} \hat{\varphi}_h^{(a)}(x_0).
\]
Theorem 4.5. Assume that $\Gamma$ is smooth. For the approximate potential $\tilde{U}_h^M(x)$ at $x = x_0 - \epsilon n(x_0)$, we have the error estimate
\[
|U(x) - \tilde{U}_h^M(x)| \leq C(h^{t+\tau} \|\varphi\|_{H^{r+M+1}(\Gamma)} + \epsilon^{M+1} \|\varphi\|_{H^{M+2+\delta}(\Gamma)} + \|\psi\|_{H^{M+2+\delta}(\Gamma)}).
\]

Here $\delta > 0$ is arbitrary and $C$ depends on $\Omega, \delta, M, d$ and
\[
0 \leq \tau \leq d + \frac{\kappa}{2}, \quad 0 \leq t \leq \min\{d + \frac{\kappa}{2}, \ell - 1 - \frac{\kappa}{2} - \delta\},
\]
with $\kappa$ as in Theorem 4.3.

Proof. Inspecting the proof of Theorem 3.1, we get with (2.24)
\[
\begin{align*}
\partial_h^k U(x_0) &= \mathcal{P}_{1,k}(\partial)(\gamma_0 U)(x_0) + \mathcal{P}_{2,k-1}(\partial)(\gamma_1 U)(x_0) \\
&= \mathcal{P}_{1,k}(\partial)[P \psi + (I - P)\varphi] + \mathcal{P}_{2,k-1}[(I - P)\psi + P\varphi] \\
&= \sum_{|\alpha| \leq k} c^1_{\alpha}(\partial^\alpha \varphi)(x_0) + \sum_{|\alpha| \leq k} c^2_{\alpha}(\partial^\alpha \psi)(x_0).
\end{align*}
\]

Since $\psi$ is given explicitly, we have with Theorem 4.3 the error estimate
\[
|\partial_h^k U(x) - (\partial_h^k U)_h(x_0)| = \left| \sum_{|\alpha| \leq k} c^1_{\alpha} \left[ (\partial^\alpha \varphi)(x_0) - \tilde{\varphi}_h^{(\alpha)}(x_0) \right] \right|
\]
\[
\begin{align*}
&\leq C \cdot \sum_{|\alpha| \leq k} \|\partial^\alpha \varphi(x_0) - \tilde{\varphi}_h^{(\alpha)}(x_0)\| \\
&\leq ch^{t+\tau} \sum_{|\alpha| \leq k} \|\varphi\|_{H^{r+|\alpha|+\delta}} \leq ch^{t+\tau} \|\varphi\|_{H^{r+k+\delta}}.
\end{align*}
\]

Using the Taylor formula
\[
U(x) = \sum_{k=0}^{M} (-1)^k \frac{\epsilon^k}{k!} (\partial_0 U)(x_0) + O(\epsilon^{M+1})
\]
and the corresponding approximation
\[
\tilde{U}_h^M(x) := \sum_{k=0}^{M} (-1)^k \frac{\epsilon^k}{k!} (\tilde{\partial}_0 U)(x_0),
\]
we find the error estimate
\[
|U(x) - \tilde{U}_h^M(x)| \leq \sum_{k=0}^{M} \frac{\epsilon^k}{k!} |\partial_h^k U(x_0) - (\partial_h^k U)(x_0)| + O(\epsilon^{M+1})
\]
\[
\begin{align*}
&\leq c \sum_{k=0}^{M} \sum_{|\alpha| \leq k} \|\partial^\alpha \varphi(x_0) - \tilde{\varphi}_h^{(\alpha)}(x_0)\| + O(\epsilon^{M+1}) \\
&\leq ch^{t+\tau} \|\varphi\|_{H^{r+k+\delta}} + O(\epsilon^{M+1}).
\end{align*}
\]

The remainder $O(\epsilon^{M+1})$ is equal to
\[
C_M \epsilon^{M+1}(\partial_0^{M+1} U)(\zeta), \quad \zeta \in (x_0, x_0 - \epsilon n(x_0)).
\]
Using the embedding theorem, we get, using \( LU = 0 \) in \( \Omega \) and the smoothness of \( \Gamma \), that
\[
| (\partial_n^{M+1} U)(\zeta) | \leq c_5(\Omega) \|U\|_{H^{M+1}+\frac{3}{4}+\delta(\Gamma)} \\
\leq c_5(\Omega) \|\gamma_0 U\|_{H^{M+2+\delta}(\Gamma)} \\
\leq c_5(\Omega) \|P\varphi + (I - P)\varphi\|_{H^{M+2+\delta}(\Gamma)} \\
\leq c_5(\Omega) (\|\varphi\|_{H^{M+2+\delta}(\Gamma)} + \|\varphi\|_{H^{M+2+\delta}(\Gamma)}) ,
\]
which completes the proof.

**Remark 4.6.** In the previous theorem, we assumed that \( \Gamma \) is smooth. The result holds, however, also in the case of piecewise smooth \( \Gamma \), if \( x_0 \) is sufficiently far away from the set \( S \) of edges and vertices.

5. A Numerical Example

The following two–dimensional example is due to H. Schulz and can be found in more detail in [32]. Consider the interior Dirichlet problem with the Laplacian,
\[
(5.1) \quad \Delta U = 0 \quad \text{in} \quad \Omega = \{x \mid x_1^2 + 4x_2^2 < 0.36\}, \quad U|_{\Gamma} = \psi = \log |x - y|,
\]
where \( \Gamma : \chi(t) = (0.6 \cos t, 0.3 \sin t), \ t \in [0, 2\pi], \) and \( y = y_0 + \delta n(y_0), \ y_0 = \chi(3\pi/4), \ \delta = 0.4. \)

The boundary integral equations of the first kind for \( \varphi = \frac{\partial U}{\partial n} \mid \Gamma \), and its tangential derivative \( \varphi' := \frac{d\varphi}{dt} = \varphi \mid \chi \mid^{-1} \), where \( d/dt = \cdot \), read
\[
(5.2) \quad A\varphi := -\frac{1}{2\pi} \int_{0}^{2\pi} \ln |x - \chi(t)| \varphi(t) \mid \chi \mid dt \\
= f(t) := 0.3 \cos t + \frac{1}{2\pi} \int_{0}^{2\pi} \frac{n(t) \cdot (\chi(t) - x)}{|\chi(t) - x|^2} 0.3 \cos t \mid \chi \mid dt
\]
and
\[
(5.3) \quad A\varphi' = -\frac{1}{2\pi} \int_{0}^{2\pi} \ln |x - \chi(t)| \varphi'(t) dt = \overline{f} \mid \chi \mid^{-1} - V_{(1)} \varphi
\]
with \( V_{(1)} \) given by (3.38). The system (5.2), (5.3) is numerically solved by Galerkin’s method on the family of regular partitions and grids with \( h = 2\pi/N \) for \( N = 2^\ell \) with \( \ell = 4, \ldots, 8 \) and with piecewise constant periodic functions \( S_h^{1,0}([0, 2\pi]) \). Table 1 shows the \( L^2 \)-error of \( \varphi_h, \varphi_h^{(1)} \) and of the recovered \( \tilde{\varphi}_h \) (with \( \iota = 1 \)) for successively refined uniform meshes, together with the convergence rates \( \alpha \). In Figure 3 we see the different behaviour of the pointwise errors of a): direct evaluation of the representation formula
\[
(5.4) \quad U_h(x) := -\frac{1}{2\pi} \int_{0}^{2\pi} \ln |x - \chi(t)| \varphi_h \mid \chi \mid dt + \frac{1}{4\pi} \int_{0}^{2\pi} \frac{n(t) \cdot (\chi(t) - x)}{|\chi(t) - x|^2} x_1(t) \mid \chi \mid dt
\]
Table 1. $L^2$-errors of $\varphi_h, \varphi_h^{(1)}, \hat{\varphi}_h$.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$|\varphi - \varphi_h|_{L^2(\Gamma)}$</th>
<th>$\alpha$</th>
<th>$|\partial_s \varphi - \varphi_h^{(1)}|_{L^2(\Gamma)}$</th>
<th>$\alpha$</th>
<th>$|\varphi - \hat{\varphi}<em>h|</em>{L^2(\Gamma)}$</th>
<th>$\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>0.724432</td>
<td>0.338135</td>
<td>0.167685</td>
<td>0.083584</td>
<td>0.041751</td>
<td>0.020869</td>
</tr>
<tr>
<td>16</td>
<td>0.338135</td>
<td>1.0</td>
<td>0.941592</td>
<td>1.0</td>
<td>0.233676</td>
<td>1.0</td>
</tr>
<tr>
<td>32</td>
<td>0.167685</td>
<td>1.0</td>
<td>0.468299</td>
<td>1.0</td>
<td>0.116770</td>
<td>1.0</td>
</tr>
<tr>
<td>64</td>
<td>0.083584</td>
<td>1.0</td>
<td>0.006876</td>
<td>1.0</td>
<td>0.000389</td>
<td>1.0</td>
</tr>
<tr>
<td>128</td>
<td>0.041751</td>
<td>1.0</td>
<td>0.000389</td>
<td>1.0</td>
<td>0.000097</td>
<td>1.0</td>
</tr>
<tr>
<td>256</td>
<td>0.020869</td>
<td>1.0</td>
<td>0.000097</td>
<td>1.0</td>
<td>0.000031</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Figure 3. Errors of $U_h(x)$ and $\hat{U}_h(x)$ at $x = (0.6 - \epsilon, 0)$ versus $\epsilon$

with various numbers of quadrature points (broken lines) and b): of the Taylor approximation

\begin{equation}
\hat{U}_h(x) = \psi(x_0) - \epsilon \hat{\varphi}_h(x_0) + \epsilon^2 (\kappa \hat{\varphi}_h(x_0) - \hat{\psi}(x_0))
\end{equation}

for points $x = (0.6 - \epsilon, 0)$ with $\epsilon \in [10^{-8}, 10^{-1}]$ and $x_0 = (0.6, 0)$ where $N = 64$. Here $\kappa$ is the curvature of $\Gamma$.

The solid line in Figure 3 shows that the error $|\hat{U}_h(x_0 - \epsilon n(x_0)) - U(x_0 - \epsilon n(x_0))|$ exhibits two different asymptotic behaviours - namely $O(\epsilon^3)$ first and, for small $\epsilon$, $O(\epsilon)$. From the Taylor expansion

\begin{equation}
U(x) = \psi(x_0) - \epsilon \varphi(x_0) + \epsilon^2 (\kappa \varphi - \hat{\psi})(x_0) + O(\epsilon^3)
\end{equation}

we expect $O(\epsilon^3)$ behaviour. Note, however, that the computed approximation (5.5) uses the extracted values $\hat{\varphi}_h(x_0)$ rather than $\varphi(x_0)$. For small $\epsilon$, therefore, the error
\( |\varphi(x_0) - \hat{\varphi}_h(x_0)|\epsilon \) dominates, as we see in Figure 3. The crossover point from \( O(\epsilon^3) \) to \( O(\epsilon) \) behaviour is determined by the accuracy of \( \hat{\varphi}_h(x_0) \), the superconvergent, extracted point value of the Cauchy datum \( \varphi \). We also note that the approximations \( U_h(x) \) obtained by quadrature evaluation of the representation formula (5.4) are clearly inferior at points close to \( \Gamma \), even if many quadrature points are used.

6. Appendix. The representation of second order elliptic systems in tubular coordinates [17, Chapter 3]

For the local surface representation of \( \Gamma_j \subset \mathbb{R}^3 \), we have in addition to (1.8) – (1.12) the well-known Weingarten formulae for the curvatures (see e.g., [24, Chap. III, 11.7]):

\[
L_{\lambda\nu} := \chi_{\lambda\nu} \cdot n, \quad L_\nu^\mu := \sum_{\nu=1}^{2} L_{\lambda\nu} \gamma_\nu^\mu \text{ for } \lambda, \mu = 1, 2; 
\]

\[
n_{|\lambda} = -\sum_{\mu=1}^{2} L_\mu^\nu \chi_{|\mu}, \quad K = \det((L_\lambda^\nu)), \quad 2HL_{\nu\mu} - K\gamma_{\nu\mu} = \sum_{\lambda=1}^{2} L_{\nu\lambda} K_\mu^\lambda. 
\]

For the diffeomorphism defined in (1.13), we have the following representations of the Riemann fundamental tensor:

\[
g_{jk} := \frac{\partial y}{\partial v_j} \cdot \frac{\partial y}{\partial v_k} \text{ for } j, k = 1, 2, 3; 
\]

\[
g_{\nu\lambda} = \left( 1 - v_3^2 K \right) \gamma_{\nu\lambda} - 2v_3(1 - v_3 H)L_{\nu\lambda} \text{ for } \lambda, \nu = 1, 2; 
\]

\[
g_{33} = 0 \text{ for } \lambda = 1, 2 \text{ and } g_{33} = 1. 
\]

If \( \Phi \) is differentiable, then

\[
\frac{\partial (\Phi \circ y(v))}{\partial v_3} = \partial_n \Phi = \nabla \Phi \cdot n \text{ in } U. 
\]

The Christoffel symbols

\[
G_{jk}^r := \frac{\partial^2 y}{\partial v_j \partial v_k} \cdot \sum_{\ell=1}^{3} \frac{\partial y}{\partial v_\ell} g^{\ell r}, \text{ where } ((g^{\ell r})) = ((g_{jk}))^{-1}, 
\]

satisfy in \( U \):

\[
G_{\nu\mu}^3 = (1 - 2v_3 H)L_{\nu\mu} + v_3 K\gamma_{\nu\mu} \text{ and } G_{33}^3 = G_{33}^\alpha = 0 \text{ for } \nu, \mu, \lambda = 1, 2; 
\]

\[
\left( G_{3\lambda}^\alpha \right) = \left( L_\lambda^1 \right) - \sum_{\ell=1}^{\infty} v_3 \left( L_\lambda^1 L_\lambda^2 \right)^{\ell} \left( L_\lambda^1 \right); 
\]

\[
G_{\lambda\mu}^g = \sum_{\alpha=1}^{2} \left( \chi_{|\alpha} - v_3 \sum_{\beta=1}^{2} L_\alpha^\beta \chi_{|\beta} \right) \cdot \left( \chi_{|\lambda\mu} - v_3 \sum_{\beta=1}^{2} L_\lambda^\beta \chi_{|\beta\mu} \right) g^{\alpha g} 
\]

\[ 
\text{for } \lambda, \mu, g = 1, 2; 
\]

\[
G_{33}^r = 0 \text{ for } r = 1, 2, 3. 
\]
The local representation of the operator $LU$ reads

$$LU \equiv \sum_{j,k} \frac{\partial}{\partial x_j} \left( a_{jk}(x) \frac{\partial U}{\partial x_k} \right) + cU = \left\{ P_2 + P_1 \frac{\partial}{\partial n} + P_0 \left( \frac{\partial}{\partial n} \right)^2 \right\} U,$$

where, in $U$,

$$P_0 = \sum_{j,k=1}^{3} n_j a_{jk} n_k,$$

$$P_1 = 2 \sum_{\lambda=1}^{2} \left( \sum_{j,k=1}^{3} a_{jk} \sum_{\nu=1}^{2} y_{j|\nu} n_k g^{\nu \lambda} \right) \frac{\partial}{\partial v_{\lambda}}$$

$$+ \left( \frac{2\sqrt{g}}{\sqrt{g}} (v_3 K - H) - \sum_{k=1}^{2} C_{\lambda 3}^k \sum_{j,k=1}^{3} n_j a_{jk} n_k ight)$$

$$- 3 \sum_{j,k=1}^{3} \sum_{q.A.n}^{2} a_{jk} y_{j|q} L_{q A}^\nu x_{k|q} g^{\nu \lambda}

+ \sum_{j,k=1}^{3} \frac{\partial a_{jk}}{\partial v_3} n_j n_k + \sum_{j.k, \ell=1}^{3} \sum_{q.A.n}^{2} \frac{\partial a_{jk}}{\partial x_\ell} y_{\ell|q} y_{j|\nu} n_k g^{\nu \mu},$$

$$P_2 = 2 \sum_{\kappa,\lambda=1}^{2} \frac{1}{\sqrt{g}} \frac{\partial}{\partial v_{\kappa}}$$

$$\left\{ \sqrt{g} \sum_{j,k=1}^{3} \sum_{\mu,\nu=1}^{2} a_{jk} y_{j|\nu} y_{k|\mu} g^{\nu \nu} g^{\mu \lambda} \right\} \frac{\partial}{\partial v_{\lambda}}$$

$$+ 2 \sum_{\lambda=1}^{2} \left\{ \sum_{j,k=1}^{3} a_{jk} n_j \left( \sum_{\mu=1}^{2} \left[ \frac{2\sqrt{g}}{\sqrt{g}} (v_3 K - H) y_{k|\mu} 

- \frac{2}{\nu=1} (x_{k|\nu} L_{\mu}^{\nu} + y_{k|\nu} C_{\mu 3}^{\nu} g^{\mu \lambda} - \sum_{\mu,\nu=1}^{2} y_{k|\nu} g^{\mu \nu} C_{\mu 3}^{\nu})

+ \sum_{\nu=1}^{2} \left( \sum_{j,k=1}^{3} \frac{\partial a_{jk}}{\partial v_3} n_j \right) g^{\mu \nu} \right) \frac{\partial}{\partial v_{\lambda}} + c. \right. \right}$$
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