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ANALYSIS OF MULTILEVEL METHODS
FOR EDDY CURRENT PROBLEMS

R. HIPTMAIR

Abstract. In papers by Arnold, Falk, and Winther, and by Hiptmair, novel
multigrid methods for discrete H(curl; Ω)-elliptic boundary value problems
have been proposed. Such problems frequently occur in computational elec-
tromagnetism, particularly in the context of eddy current simulation.

This paper focuses on the analysis of those nodal multilevel decompositions
of the spaces of edge finite elements that form the foundation of the multigrid
methods. It provides a significant extension of the existing theory to the
case of locally vanishing coefficients and nonconvex domains. In particular,
asymptotically uniform convergence of the multigrid method with respect to
the number of refinement levels can be established under assumptions that are
satisfied in realistic settings for eddy current problems.

The principal idea is to use approximate Helmholtz-decompositions of the
function spaceH(curl; Ω) into an H1(Ω)-regular subspace and gradients. The
main results of standard multilevel theory for H1(Ω)-elliptic problems can then
be applied to both subspaces. This yields preliminary decompositions still
outside the edge element spaces. Judicious alterations can cure this.

1. Introduction

The eddy current model (see [2]) leads to degenerate parabolic initial-boundary
value problems. Though the equations are initially posed on the entire space R3, we
can switch to a bounded domain by introducing an artificial boundary sufficiently
removed from the region of interest. This is common in engineering simulations
[24] and results in a bounded and polyhedral computational domain Ω ⊂ R3. For
the sake of stability, time-stepping schemes have to be L-stable and stiffly accurate,
requirements that can only be met by implicit schemes. When we restrict our at-
tention to linear, isotropic media, each time step entails the solution of a discretized
version of the degenerate elliptic boundary value problem

(1.1) curlχ curl u + βu = f in Ω, u× n = 0 on ∂Ω .

The coefficients χ (magnetic susceptibility) and β belong to L∞(Ω) and are non-
negative almost everywhere. For physical reasons the right hand side f ∈ L2(Ω)
has to be divergence free. Besides, χ is uniformly positive, i.e., for some χ,
χ̄ > 0 holds 0 < χ ≤ χ ≤ χ̄ a.e. in Ω.
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The label “degenerate” is due to the behavior of the coefficient β ∈ L∞(Ω),
which, in physical terms, is a scalar multiple of the conductivity σ divided by the
length of the time step. Usually, there is a crisp distinction between conducting
regions ΩC , where σ is bounded away from zero, and insulating regions, where
σ = 0. Thus, we will take for granted that β ≥ β > 0, for some bound β > 0,
wherever β 6= 0. Often, the material parameters vary only moderately and smoothly
inside and outside the conductor. Hence, for the sake of lucidity and without
departing too much from realistic situations, we can make the assumption that
χ = χ0 > 0 everywhere and β = β0 > 0 in ΩC .

It is important to note that the really interesting quantity is curl u. This is why
we can use an ungauged formulation as in (1.1), which does not impose a constraint
on div u outside ΩC . Obviously, this forfeits uniqueness of the solution in parts of
the domain where β = 0, but the solution for curl u remains unique everywhere.
Inside the conductor, where β > 0, we get a unique u.

Problem (1.1) cast in primal weak form yields a variational problem in the Hilbert
space H(curl; Ω) of L2(Ω)-vector fields, whose curl is square integrable: Find
u ∈H0(curl; Ω) such that for all q ∈H0(curl; Ω)

(1.2) (χ curl u, curl q)L2(Ω) + (βu,q)L2(Ω) = (f ,q)L2(Ω) .

A subscript 0 indicates that vanishing tangential traces on ∂Ω are imposed on
the fields. For β uniformly positive a.e. in Ω the Lax-Milgram lemma guarantees
existence and uniqueness of a solution of (1.2). If β = 0 on sets of positive measure,
we can still expect a unique solution for curl u.

It is now generally accepted that an appropriate finite element discretization
of (1.2) should rely on genuine H(curl; Ω)-conforming schemes that merely en-
force tangential continuity across interelement boundaries [12, 14, 1]. For simplicial
meshes H(curl; Ω)-conforming finite elements of arbitrary polynomial order were
first introduced by Nédélec [47], generalizing the lowest order Whitney elements
[58]. Similar schemes are also known for other shapes of elements [47, 28]. For all of
them, standard a priori error bounds can be established for shape-regular meshes,
as was done in [45, 44, 23]. It turns out that standard families of H(curl; Ω)-
conforming finite elements permit us to approximate curl u to the same order as u
itself. Ultimately, the discretization of (1.2) by these so-called edge elements leads
to a large sparse linear system of equations.

Keeping in mind that the discretized problem (1.2) has to be solved in each time
step, one easily appreciates the need for fast iterative solvers. Suitable multigrid
algorithms forH(curl; Ω)-elliptic variational problems discretized by edge elements
have been introduced in [36, 4, 40]. Closely related domain decomposition methods
are discussed in [56, 31]. However, the theoretical investigations in these articles do
not cover the eddy current setting, because the proofs of stability of the multilevel
decompositions fail in the presence of re-entrant corners or locally vanishing coeffi-
cients. Some approaches rely heavily on duality techniques [4, 40], which are only
feasible if powerful lifting theorems for second-order elliptic operators are available.
Those merely hold for smooth or convex domains. On the contrary, the techniques
in [36] suffer from their dependence on Helmholtz-decompositions whose weakly
solenoidal part has to be H1(Ω)-regular. Again, this is tied to the same restric-
tions on the shape of Ω as above. However, in numerical experiments the methods
perform excellently in situations far beyond the scope of the hitherto existing theory
[36, Sect. 6].
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Thus, the situation much resembles that in the field of classical multigrids for
second order elliptic problems before the arrival of variational multigrid theory
[51, 59, 17]: Tight regularity assumptions were necessary to prove the convergence
of the V -cycle [16, 63]. It was then the feat of variational multilevel theory to
launch a successful attack on arbitrary domains and even discontinuous coefficients
[18, 19, 52].

In a sense, this paper aims to extend the scope of theoretical results available for
established multilevel schemes for H(curl; Ω)-conforming finite elements, covering,
in particular, regular eddy current problems. More precisely, merely the following
restrictions on the geometry will be imposed:

(1) The closure of ΩC is strictly contained in Ω.
(2) Both Ω and ΩC are (curvilinear) Lipschitz-polyhedra in the sense of [33].
(3) The complement Ωe := Ω \ Ω̄C is to be connected.

The crucial idea, how to cope with this general situation, is borrowed from recent
studies of singularities of solutions of Maxwell’s equations [27, 26]. In short, it was
shown that the solutions possess Helmholtz-type decompositions into an H1(Ω)-
regular part and a singular part that can be represented by a gradient. This insight
already had a strong impact on the theory of numerical methods for Maxwell’s
equations: it was used to establish discrete compactness of higher order edge ele-
ments in [46] and as the basis of numerical methods in [10]. This paper puts forth
an application to the analysis of multilevel schemes.

A brief outline is as follows: First, a survey of essential properties of H(curl; Ω)-
conforming edge elements is supplied in Section 2. I emphasize that profound
understanding of the traits of edge elements is indispensable for the theoretical
treatment of the multilevel scheme. In the third section the notion of a stable nodal
multilevel splitting is introduced. Its uniform quasi-orthogonality is established in
Section 4. Then, I embark on a detailed derivation of the crucial Helmholtz-type
decompositions. In the sixth section these are exploited to show the stability of the
nodal multilevel decomposition.

2. Finite element spaces

The Galerkin discretization of (1.2) is based on H0(curl; Ω)-conforming finite
elements. To this end we set up a simplicial or hexahedral triangulation Th := {Ti}i
of Ω consisting of elements Ti. Th is assumed to be quasi-uniform with mesh width
h > 0 and shape-regular in the sense of [22, Ch. 3,§3.1]. In this section, both Ω
and Th should be read as a generic domain and a related triangulation with mesh
width h.

We recall Nédélec’s H(curl; Ω)-conforming finite elements from [47] and [30,
Sect. 5.3]: For a tetrahedron T the corresponding local spaces of order k, k ∈ N,
are given by

NDk(T ) := (Pk−1(T ))3 +
{

p ∈ (Pk(T ))3 ; p(x) · x = 0, ∀x ∈ T
}
,

where Pk(T ) designates the spaces of polynomials of degree ≤ k over T . If T is a
hexahedron, which is aligned with the coordinate axes, we know

NDk(T ) := Qk−1,k,k(T )×Qk,k−1,k(T )×Qk,k,k−1(T ) ,
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where Qk1,k2,k3(T ) is the space of polynomials of degree ≤ ki in the ith coordinate
direction, i = 1, 2, 3. Similar local spaces can be found for prisms [47, 28] and
pyramids [32].

In this presentation I focus on the classical edge elements, also called Whitney-1-
forms [13], i.e., the lowest order case k = 1. Then we have ND1(T ) =
{x 7→ a + b × x, a,b ∈ R3}. As a technical tool curl-conforming finite elements
of the second kind, sometimes called Mur-Nédélec finite elements [48, 25], will be
needed. In the lowest order case their local spaces contain all linear (on tetrahedra)
or trilinear (on hexahedra) polynomials, respectively. Cast in formulae this means

N̂D1(T ) = P1(T ) or N̂D1(T ) = Q1,1,1(T ) .

Then global finite element spaces can be introduced by

ND1(Ω; Th) :=
{
u ∈H(curl; Ω) ; u|T ∈ND1(T )∀T ∈ Th

}
,

N̂D1(Ω; Th) :=
{

u ∈H(curl; Ω) ; u|T ∈ N̂D1(T )∀T ∈ Th
}
.

A subscript 0 will label the corresponding finite element subspaceND1,0(Ω; Th) and
N̂D1,0(Ω; Th) of H0(curl; Ω) satisfying homogeneous Dirichlet boundary
conditions. A superscript 0 tags the subspaces H0(curl; Ω), ND0

1(Ω; Th) and

N̂D
0

1(Ω; Th) that contain only finite element vector fields with vanishing curl,
i.e.,

H0(curl; Ω) := {v ∈H(curl; Ω), curl v = 0} ,

ND0
1(Ω; Th)/N̂D

0

1(Ω; Th) := H0(curl; Ω) ∩ND1(Ω; Th)/N̂D1(Ω; Th) .

I point out that the condition that ensures H(curl; Ω)-conformity is the continuity
of tangential components across interelement faces [47, 35]. In practice, it is en-
forced by an appropriate choice of degrees of freedom (d.o.f.). In the lowest order
case k = 1, the sets of d.o.f. are given by weighted path integrals along the oriented
edges of the mesh Th [35, 47]:

for ND1(Ω; Th) : Ξ1(Th) := {uh 7→
∫
e

uh · d~s , e edge of Th} ,

for N̂D1(Ω; Th) : Ξ̂1(Th) := Ξ1(Th) ∪ {uh 7→
∫
e

πeuh · d~s , e edge of Th} ,

where πe is linear along the edge e assuming the value +1 at one endpoint and −1
at the other. In the case of ND1,0(Ω; Th) and N̂D1,0(Ω; Th), one has to skip the
edges on ∂Ω.

All degrees of freedom remain invariant under a suitable covariant transformation
of vector fields, which also commutes with the application of the curl-operator (see
[47, 35]). Firstly, this immediately supplies edge elements for curvilinear elements,
which we need to deal with smooth curved parts of the boundary. Secondly, edge
elements of any kind become affine families of finite elements in the sense of [22].
Consequently, affine equivalence techniques are an all-important tool in the inves-
tigation of properties of edge elements. A first application yields the L2-stability
of nodal bases. Remember that those are defined as sets of localized finite element
functions dual to Ξ1(Th) and Ξ̂1(Th), respectively.
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Lemma 2.1. Denote by {bκ}, κ ∈ Ξ1(Th), and b̂κ, κ ∈ Ξ̂1(Th), the nodal bases of
ND1(Ω; Th) and N̂D1(Ω; Th), respectively. Then,

‖uh‖2L2(Ω) �
∑

κ∈Ξ1(Th)

κ(uh)2 ‖bκ‖2L2(Ω)

and
‖ûh‖2L2(Ω) �

∑
κ∈Ξ̂1(Th)

κ(ûh)2‖b̂κ‖2L2(Ω) .

for all for all uh ∈ND1(Ω; Th), ûh ∈ N̂D1(Ω; Th).

Taking the cue from [59], I adopt the notation � to express equivalence up to
constants that, unless stated otherwise, only depend on the geometry, i.e., Ω and
ΩC , and the shape regularity of the triangulations. Estimates up to such constants
will be marked by . and &, respectively. The value of the constants may vary
between different occurrences of these symbols.

For later use we cite some properties of the nodal basis functions

‖bκ‖2L2(Ω) � h, ‖bκ‖L2(Ω) . h ‖curl bκ‖L2(Ω)(2.1)

for all κ ∈ Ξ1(Th). The same relationships hold for all b̂κ. It is also worth men-
tioning that the support of bκ is confined to those elements of Th that are adjacent
to the edge to which κ belongs.

Now, given the degrees of freedom, the nodal projections (nodal interpolation
operators) Πh and Π̂h onto the finite element spacesND1(Ω; Th) and N̂D1(Ω; Th)
can be introduced as in [22]. For smooth vector fields they are straightforward, but
Π̂h fails to be defined on the entire function space H(curl; Ω) and even H1(Ω),
because the d.o.f. in Ξ̂1(Th) fail to provide continuous linear functionals on these
spaces. A slightly enhanced smoothness of the argument function is required, be-
cause the integrals along edges are continuous functionals only for vector fields,
which locally belong to the space Wp(T ) for p > 2 and all T ∈ Th [3, Lemma 4.7].
Wp(T ) is given by

Wp(T ) := {w ∈ (Lp(T ))3, curl w ∈ (Lp(T ))3, w × n ∈ (Lp(∂T ))2} .(2.2)

Edge elements can be viewed as discrete differential forms [15]. As such they
possess discrete potentials in spaces of H1(Ω)-conforming finite element functions
[35, Thm. 18], if the domain covered by the triangulation Th is simply connected.
For ND1(Ω; Th) the discrete potential space agrees with the space S1(Ω; Th) of
piece-wise linear, globally continuous functions on Th. In the case of N̂D1(Ω; Th)
the potential space is S2(Ω; Th), which contains the continuous, piece-wise quadratic
finite element functions. In short, we have for simply connected Ω

ND0
1(Ω; Th) = gradS1(Ω; Th) and N̂D

0

1(Ω; Th) = gradS2(Ω; Th).(2.3)

I point out that the potentials can be chosen in H1
0 (Ω) if the edge element func-

tions satisfy homogeneous boundary conditions and ∂Ω is connected. The symbol
Sk(Ω; Th) will be used for vector fields, whose Cartesian components belong to
Sk(Ω; Th). The following embeddings are trivial but fundamental in our investiga-
tions:

ND1(Ω; Th) ⊂ N̂D1(Ω; Th) and S1(Ω; Th) ⊂ N̂D1(Ω; Th) .(2.4)
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It is their unique algebraic features that render the nodal interpolation operators
indispensable. They are the only known locally defined projection operators that
satisfy a so-called commuting diagram property (cf. Remark 3.2 in [29]). Re-
call that curlND1(Ω; Th) ⊂ RT 0(Ω; Th) and curl N̂D1(Ω; Th) ⊂ RT 0(Ω; Th),
where RT 0(Ω; Th) is the lowest-order H(div; Ω)-conforming Raviart-Thomas fi-
nite element space [21, III.3.1]. When writing Jh for the canonical interpolation
operators onto RT 0(Ω; Th), it turns out [35, Thm. 13] that for all w ∈Wp(Th) :=
{v ∈H(curl; Ω), v|T ∈Wp(T )∀T ∈ Th}, p > 2,

(Jh ◦ curl)w = (curl ◦Πh)w and (Jh ◦ curl)w = (curl ◦ Π̂h)w .(2.5)

Another commuting diagram property involves the nodal interpolation operators
Ih and Îh for S1(Ω; Th) and S2(Ω; Th), respectively. It claims that

(grad ◦Ih)φ = (Πh ◦ grad)φ and (grad ◦Îh)φ = (Π̂h ◦ grad)φ(2.6)

for all continuous functions φ in H1(Ω). We may use (2.6) along with affine equiv-
alence techniques to establish the following stable splitting.

Lemma 2.2. The space N̂D1(Ω; Th) is the L2(Ω)-stable direct sum ofND1(Ω; Th)
and grad Ŝ2(Ω; Th), where Ŝ2(Ω; Th) = (Id − Ih)S2(Ω; Th) is the quadratic hier-
archical surplus. This means that for all ûh ∈ N̂D1(Ω; Th) there are unique
uh ∈ND1(Ω; Th) and φ̂h ∈ Ŝ2(Ω; Th) such that

ûh = uh + grad φ̂h and ‖uh‖L2(Ω) + ‖grad φ̂h‖L2(Ω) . ‖ûh‖L2(Ω) .

As for technical tools, I have to resort to the boundary compliant quasi-interpola-
tion operators according to Scott and Zhang [54]: Qh : H1(Ω) 7→ S1(Ω; Th) and
Q̂h : H1(Ω) 7→ S2(Ω; Th). They furnish projections with the continuity and approx-
imations properties

‖Qhφ‖H1(Ω) . ‖φ‖H1(Ω) , ‖φ−Qhφ‖L2(Ω) . h ‖φ‖H1(Ω) ∀φ ∈ H1(Ω) .

In addition, these projectors leave boundary values invariant if those are traces of
finite element functions in the range of the projectors.

Finally, I will examine the traces of finite element vector fields. First note that
the mesh Th induces a shape-regular, quasi-uniform triangulation T ∂h of the surface
∂Ω of Ω. We can then view the tangential trace uh × n|∂Ω of an edge element
vector field uh as a piece-wise polynomial 2D vector field on ∂Ω. More precisely, a
closer scrutiny reveals [35]:

Lemma 2.3. For ξ ∈ ND1(Ω; Th), we have ξh × n|∂Ω ∈ RT 0(Ω; T ∂h ), where
RT 0(Ω; T ∂h ) is the H(div∂ ; ∂Ω)-conforming space of 2D Raviart-Thomas finite
element functions of lowest order as introduced in [53, 21]. Similarly, the tangential
trace of N̂D1(Ω; Th) agrees with the space R̂T 0(Ω; T ∂h ) of two-dimensional BDM
elements [20, 21] on the surface ∂Ω.

In addition, we observe that the degrees of freedom in Ξ1(Th), which belong
to edges on the boundary ∂Ω, agree with the canonical degrees of freedom of
RT 0(Ω; T ∂h ). The same is true for Ξ̂1(Th) and R̂T 0(Ω; T ∂h ). Thus, we get from
an L2-stability estimate for Raviart-Thomas elements in two dimensions [39]

‖uh × n‖2L2(∂Ω) �
∑
κ

κ(uh)2 ,(2.7)
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where the sum covers all degrees of freedom in Ξ1(Th) or Ξ̂1(Th) that lie on the
boundary of Ω.

3. Nodal multilevel splitting

The crucial variational problem (1.2) involves the symmetric, positive semi-
definite bilinear form a : H0(curl; Ω)×H0(curl; Ω) 7→ R given by

a(u,v) := (χ0 curl u, curl v)L2(Ω) + (β0u,v)L2(ΩC) .

On top of that, the discretization relies on a conforming Galerkin scheme. This
makes the problem amenable to the variational theory of multilevel Schwarz meth-
ods. In this framework standard multigrid methods and multilevel preconditioners
arise from a nodal multilevel decomposition of the underlying finite element space
ND1,0(Ω; Th).

The background is that a discrete variational problem based on the bilinear form
a(·, ·) can be viewed as a minimization problem for a quadratic energy functional.
Writing the trial space as a sum of subspaces, successive minimization of the energy
functional (the multiplicative Schwarz method) in the direction of these subspaces
leads to an iterative scheme, which is closely related to von Neumann’s method of
alternating projections [57] (see [61, Sect. 3,4]). Parallel minimization (the additive
Schwarz method) gives rise to preconditioners. There is a huge body of literature on
the theory and practical implementation of (multilevel) Schwarz methods starting
from [43]. I merely refer to the survey papers [59, 60, 63] and the books [17, 55] for
comprehensive presentations. I stress that the subspace decomposition completely
determines the additive Schwarz method. In the case of the multiplicative variant,
we additionally have to specify an ordering of the subspaces. Tersely speaking,
a complete theoretical analysis of the schemes only needs to study the underlying
subspace decomposition. Of course, efficient implementation is still a challenge, but
this is outside the scope of the present paper. For information about the algorithmic
aspects of the multilevel methods discussed in this paper, the reader is referred to
[36, Sect. 6], [6, Sect. 7.3], [37, Sect. 7], and [7].

To fix the multilevel setting, we assume that we have a nested sequence T0 ≺
T1 ≺ . . . ,≺ TL, L ∈ N, of quasiunform triangulations at our disposal, which has
been created by regular refinement of some initial mesh T0 (coarse grid). Its mesh
width h0 is supposed to be 1, which can always be achieved by scaling. The coarse
grid has to provide a full description of the geometry in the sense that the conductor
ΩC is completely resolved by T0. Nesting ensures that this is satisfied for all other
meshes Tl, too. Thus we can single out two sequences of subgrids

T Cl := {T ∈ Tl, T ⊂ ΩC}, T el := {T ∈ Tl, T ⊂ Ωe}, l = 0, . . . , L ,

and restrictions of the meshes to boundaries and interfaces

T Γ
l := Tl on ∂ΩC , T ∂l := Tl on ∂Ω, l = 0, . . . , L .

Refinement strategies that guarantee uniform shape regularity of the Tl, l=0, . . . , L,
have been introduced, for instance, in [8, 5]. The mesh widths hl, l = 0, . . . , L, are
expected to decrease in geometric progression so that hl � 2−l. With each level l
we associate the finite element space ND1,0(Ω; Tl). These spaces are contained in
each other, i.e., ND1,0(Ω; Tl−1) ⊂ND1,0(Ω; Tl), l = 1, . . . , L.
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The multigrid method from [36, 40] relies on the following nodal multilevel de-
compositions of both the edge element space and the discrete potential space

ND1,0(Ω; TL) =ND1,0(Ω; T0) +
L∑
l=1

∑
κ∈Ξ1(Tl)

Span {bκ}

+
L∑
l=1

∑
x∈Nl

Span {gradψx} ,

(3.1)

where {b}κ is the nodal basis of ND1,0(Ω; Tl) and Nl designates the set of interior
vertices of Tl. Further, {ψx}x∈Nl is the nodal basis of the space S1(Ω; Tl) of lin-
ear Lagrangian finite element functions. The rationale for choosing the multilevel
splitting (3.1) is thoroughly explained in [36, Sect. 3] and [40, Sect. 3].

From [59, Sect. 5] we learn that it is essential that the decomposition (3.1) is
sufficiently stable with respect to the energy semi-norm ‖·‖

E;Ω := a(·, ·) 1
2 . At first

glance, it may seem that the theory of [59] does not apply, because a(·, ·) has a non-
trivial kernel. There is a simple remedy, however, and it boils down to switching to
factor spaces modulo Ker(a): Let us write ÑD1,0(Ω; TL) := ND1,0(Ω; TL)/Ker(a)
and observe that a spawns an inner product ã on ÑD1,0(Ω; TL). Thus,
ÑD1,0(Ω; TL) equipped with ã provides just the right setting for the abstract the-
ory of [59].

Throughout, operators in the factor space will be tagged by .̃ In particular,
I denote by ÃL : ÑD1,0(Ω; TL) 7→ ÑD1,0(Ω; TL)′ the s.p.d. operator associated
with ã. The ã-orthogonal projections P̃κ : ÑD1,0(Ω; TL) 7→ Span {bκ} /Ker(a),
κ ∈ Ξ1(Tl), l = 1, . . . , L, are given, in terms of representatives, by

Pκuh :=
a(uh,bκ)
a(bκ,bκ)

· bκ .(3.2)

Obviously, they are well defined on the factor space. Moreover, (3.2) also makes
sense on the actual finite element space, because a(bκ,bκ) 6= 0 for all κ ∈ Ξ1(Tl),
l = 1, . . . , L. This greatly benefits the implementation of the method, because one
does not have to handle factor spaces.

The family P̃x : ÑD1,0(Ω; TL) 7→ Span {gradψx} /Ker(a), x ∈ NC
l , l=1, . . . , L,

of ã-orthogonal projections is defined in terms of representatives by

Pxuh =
a(uh, gradψx)

a(gradψx, gradψx)
· gradψx .(3.3)

Again, these projections can be considered in the real finite element space. Note
that the range of x has to be restricted to vertices of T Cl , which form the set NC

l .
Otherwise ill-defined terms “ 0

0” would occur in (3.3).
Then the approximate inverse B̃add

L : ÑD1,0(Ω; TL)′ 7→ ÑD1,0(Ω; TL) of ÃL
provided by the additive Schwarz method related to (3.1) is given by (cf. [59,
Sect. 3.2])

B̃add
L ÃL = P̃0 +

L∑
l=1

 ∑
κ∈Ξ1(Tl)

P̃κ +
∑

x∈NCl

P̃x

 ,(3.4)
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where P̃0 is the ã-orthogonal projection onto ÑD1,0(Ω; T0). In order to describe
the corresponding operator B̃mul

L : ÑD1,0(Ω; TL)′ 7→ ÑD1,0(Ω; TL) arising from
the symmetric multiplicative Schwarz method (multigrid) we introduce

R̃l :=
∏

κ∈Ξ1(Tl)
(Ĩd− P̃κ), S̃l :=

∏
x∈NCl

(Ĩd− P̃x), T̃l := S̃lR̃l .

Then, we obtain (cf. [59, Sect. 3.3])

Ĩd− B̃mul
L ÃL = T̃ ∗LT̃

∗
L−1 · · · · · T̃ ∗1 T̃0T̃1 · · · · · T̃L−1T̃L ,(3.5)

where T̃0 := Ĩd− P̃0 and ∗ designates ã-adjoints. I point out that (3.5) supplies the
error propagation operator of the multigrid iteration with symmetric Gauß-Seidel
smoother. It is also worth noting that both B̃add

L ÃL and B̃mul
L ÃL are ã-self-adjoint

and positive definite, and, thus, possess a positive real spectrum.
According to [59, Sect. 5], stability of a subspace decomposition can be gauged

by means of two estimates. The first is a strengthened Cauchy-Schwarz inequality
that makes a statement about the quasi-orthogonality of the subspaces involved in
the decomposition. It will be stated and proved in the next section. The second
may be called a stability estimate. Formally writing {Vj}j for the set of subspaces
in (3.1), it can be stated as

(3.6) inf

∑
j

‖vj‖2E;Ω ;
∑
j

vj = uh, vj ∈ Vj

 . Cstab ‖uh‖2E;Ω

for all uh ∈ ND1,0(Ω; TL). Here, Cstab > 0 may be a function of the ratio χ0/β0.
The objective of the remainder of this paper, except for the next section, is to
establish (3.6) and, in particular, to make sure that the norm equivalence will hold
independently of the depth L of refinement.

4. Quasi-orthogonality

To prove a strengthened Cauchy-Schwarz inequality, I pursue a strategy analo-
gous to what has been done in [11, 62] and [59, Sect. 7.1.1] for the standard H1-
conforming case. The proof is conducted parallel to that detailed in Sect. 6 of [34]
for the case of Raviart-Thomas elements. To begin with, elementary combinatorial
arguments verify the following “coloring lemma”.

Lemma 4.1. The vertex sets Nl and edge sets El of Tl, l = 0, . . . , L, can be
partitioned into subsets Nl = V1

l ∪· · ·∪VPl , El = E1
l ∪· · ·∪EKl , P,K ∈ N, independent

of l, such that any T ∈ Tl possesses only vertices/edges from different subsets.

As the nodal basis functions of ND1,0(Ω; Tl) and S1,0(Ω; Tl), l = 0, . . . , L, as-
sociated with edges and vertices in Eil and Vjl , respectively, have nonoverlapping
supports, they are a(·, ·)-orthogonal. Hence, the stability properties of (3.1) and
those of the splitting

(4.1) ND1,0(Ω; TL) = ND1,0(Ω; T0)

+
L∑
l=1

(
K∑
i=1

Span
{
bκ, κ ∈ Ξi1(Tl)

}︸ ︷︷ ︸
=:Dil

+
P∑
j=1

grad Span
{
ψx, x ∈ Vjl

}
︸ ︷︷ ︸

=:Cjl

)
,
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with Ξi1(Tl) standing for those d.o.f. of Ξ1(Tl) that belong to edges in Eil, i =
1, . . . ,K, are exactly the same.

Lemma 4.2. For all vm ∈ ND1,0(Ω; Tm) and dl ∈ Dil, 0 ≤ m ≤ l ≤ L, i =
1, . . . ,K, it holds that

(curl vm, curl dl)L2(Ω) . hl/hm ‖curl vm‖L2(Ω) ‖curl dl‖L2(Ω) ,

(vm,dl)L2(ΩC) . hl ‖vm‖L2(ΩC) ‖curl dl‖L2(ΩC) .

Proof. Pick any T ∈ Tm and observe that curl vm|T is constant. Then, by Green’s
formula, ∫

T

curl vm · curl dl dx = curl vm|T

∫
∂T

dl × n dS

=
∫

ΣT

curl vm · curl dl dx

≤ ‖curl vm‖L2(ΣT ) ‖curl dl‖L2(ΣT )

≤ |ΣT ||T | ‖curl vm‖L2(T ) ‖curl dl‖L2(T )

. hlh
−1
m ‖curl vm‖L2(T ) ‖curl dl‖L2(T ) ,

where ΣT := {T̃ ∈ Tl, T̃ ⊂ T, ∂T̃ ∩ ∂T 6= ∅} (cf. the proof of Lemma 7.1 in [59]).
Summing over all T ∈ Tm and applying the Cauchy-Schwarz inequality gives the
first estimate. The second follows immediately from (2.1) and the definition of
Dil . �

Lemma 4.3. For all vm ∈ ND1,0(Ω; Tm) and φl ∈ Cjl , 0 ≤ m ≤ l ≤ L, j =
1, . . . , P , we have

(vm, gradφl)L2(ΩC) . hlh
−1
m ‖vm‖L2(ΩC) ‖gradφl‖L2(ΩC) .

Proof. Again, pick some T ∈ T Cm . Using the notation of the previous proof and
div vm|T = 0, we infer from Green’s formula that∫

T

vm · gradφl dx =
∫
∂T

φlvm · n dS =
∫

ΣT

vm · gradφl dx

. hlh
−1
m ‖vm‖L2(T ) ‖gradφl‖L2(T ) .

�

These two lemmas and the definition of the bilinear form a(·, ·) immediately yield
the pivotal strengthened Cauchy-Schwarz inequality for the decomposition (4.1).

Theorem 4.4. For 0 ≤ m ≤ l ≤ L and all admissible i, j it holds that

|a(dil,d
j
m)| . hlh

−1
m min{1,

√
β0
χ0
}
∥∥dil∥∥E;Ω

∥∥djl ∥∥E;Ω
∀dil ∈ Di

l,d
j
m ∈ Dj

m,

|a(dil, grad φjm)| . hl
√

β0
χ0

∥∥dil∥∥E;Ω

∥∥gradφjm
∥∥

E;Ω
∀dil ∈ Di

l, φ
j
m ∈ Cjm,

|a(dim, gradφjl )| . hlh
−1
m

∥∥dim∥∥E;Ω

∥∥gradφlm
∥∥

E;Ω
∀dim ∈ Di

m, φ
j
l ∈ C

j
l ,

|a(gradφim, gradφjl )| . hlh
−1
m

∥∥gradφim
∥∥

E;Ω

∥∥gradφjl
∥∥

E;Ω
∀φim ∈ Cim, φjl ∈ C

j
l .
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5. Helmholtz-type decomposition

In [36] the key idea was to consider the bilinear form of the variational problem
(1.2) separately on the components of the L2(Ω)-orthogonal Helmholtz-decomposi-
tion

H0(curl; Ω) = Ker(curl)⊕Ker(curl)⊥ .(5.1)

The reasoning was that the bilinear form when restricted to Ker(curl)⊥ behaved like
an H1(Ω)-elliptic bilinear form and became amenable to standard nodal multilevel
decompositions. Exploiting the continuous embedding H(div; Ω) ∩H0(curl; Ω) ⊂
H1(Ω) for convex or smooth domains (cf. [30, Prop. 3.1]), the analysis could largely
stay in the customary framework for second order elliptic problems. The idea
remains valid, but the plain Helmholtz-decomposition (5.1) may no longer be an
adequate tool in a more general situation: firstly, in the presence of re-entrant
corners, H(div; Ω) ∩ H0(curl; Ω) 6⊂ H1(Ω) [26], and, secondly, a plain L2(Ω)-
orthogonal splitting ignores the distinction between ΩC and Ωe. We conclude that
more elaborate splittings into the kernel of curl and some, by no means orthogonal,
complements are needed.

Let us start with topological preliminaries. If ΩC has p ∈ N0 holes, i.e., the first
Betti number of ΩC equals p, then we can find p orientable cutting (Seifert-)surfaces
Σ1, . . . ,Σp such that ΩC \ (Σ1 ∪ · · · ∪ Σp) admits a single-valued scalar potential
for any irrotational vector field and ∂Σk ⊂ ∂ΩC for all k ∈ {1, . . . , p} (see [42] and
[3, Sect. 3]). Even better, as ΩC is triangulated by T C0 , these cutting surfaces can
be chosen such that their closures are the union of closed faces of elements of T C0 .
This is what we take for granted from now on.

Write νk ∈ H1(ΩC \ Σk)/R, k = 1, . . . , p, for the solutions of the transmission
problems

∆νk = 0 in ΩC \Σk,
∂νk
∂n

= 0 on ∂ΩC , [νk]Σk = 1,
[
∂νk
∂n

]
Σk

= 0 ,

where [·]Σ stands for the jump of a function across Σ. Their gradients provide
a complete set of harmonic Neumann vector fields for ΩC [3, Prop. 3.14]. We
introduce certain discrete counterparts hNk ∈ ND0

1(ΩC ; T C0 ) defined by hNk :=
g̃radQC0 νk, k = 1, . . . , p, where QC0 : H1(ΩC \ Σk) 7→ S1(ΩC \ Σk; T0) is a Scott-
Zhang type quasi-interpolation operator and g̃rad is the gradient of a function in
H1(ΩC \ Σk) regarded as a vector field in L2(ΩC).

Lemma 5.1. All u ∈H0(curl; ΩC) have a representation u = gradφ+
∑
k αkh

N
k ,

φ ∈ H1(ΩC)/R, αk ∈ R, k = 1, . . . , p, which fulfills

‖φ‖H1(ΩC) +
p∑
k=1

∥∥αkhNk ∥∥L2(ΩC)
. ‖u‖L2(ΩC) .

Proof. Theorem 3.12 of [3] implies that there is an L2(ΩC)-orthogonal representa-
tion

u = gradφ+
p∑
k=1

αk g̃rad νk , φ ∈ H1(ΩC), αk ∈ R .

The constant jump of νk across Σk is inherited by QC0 νk owing to the special
properties of the quasi-interpolation operator. Hence, νk − QC0 νk ∈ H1(ΩC). In
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addition we have the stability

‖g̃radQC0 νk‖L2(ΩC) . ‖g̃radνk‖L2(ΩC) .

The assertion of the lemma is straightforward. �

Next, we introduce the harmonic Dirichlet vector fields in Ωe. Denote by
Γ1, . . . ,Γq, q ∈ N, the connected components of ∂ΩC and let δk ∈ H1(Ωe),
k = 1, . . . , q, be the solutions of the Dirichlet problems

∆δ = 0 in Ωe, δ|∂Ω = 0, δ|Γi = 0 for i 6= k, δ|Γk = 1 .

Then the space of harmonic Dirichlet vector fields in Ωe is given by

(5.2) HD(Ωe) := Span {grad δk, k = 1 . . . , q} ⊂H0
0(curl; Ωe) ∩H0(div; Ωe)

(see [3, Prop. 3.18]). Discrete counterparts hDk are defined as above by hDk :=
gradQe0δk, where Qe0 : H1(Ωe) 7→ S1(Ωe; T e0 ) is another quasi-interpolation oper-
ator. Please be aware that hDk ∈ ND0

1,0(Ωe; T e0 ). An analogous result holds, the
proof being almost the same as before:

Lemma 5.2. For u ∈ H0
0(curl; Ωe), there exists φ ∈ H1

0 (Ωe) and αk ∈ R, k =
1, . . . , q, such that u = gradφ+

∑
k αkh

D
k and

‖φ‖H1(Ωe)
+

q∑
k=1

∥∥αkhDk ∥∥L2(Ωe)
. ‖u‖L2(Ωe)

.

The next theorem supplies the crucial Helmholtz-type decomposition.

Theorem 5.3. Under the assumptions on Ω and ΩC made in Section 1 and given
a coarse grid T0 as introduced in Section 3, we find for each v ∈ H0(curl; Ω) a
vector field

Ψ ∈ (H1(ΩC)×H1(Ωe)) ∩H0(curl; Ω) ,

a function φ ∈ H1
0 (Ω), and a finite element vector field hh ∈ ND1,0(Ω; T0) ∩

ND0
1(ΩC ; T0) such that

v = Ψ + gradφ+ hh .

Moreover, we get the estimates

‖Ψ‖H1(Ω) . ‖curl v‖L2(Ω) , ‖φ‖H1(ΩC) . ‖v‖H(curl;ΩC) ,

‖hh‖H(curl;ΩC) . ‖v‖H(curl;ΩC) , ‖curl hh‖L2(Ωe)
. ‖v‖H(curl;ΩC) .

Proof. Following the proof of Thm. 3.1 in [30, Sect.3.1], set u := curl v|ΩC ∈
H0(div; ΩC) and define ω ∈ H1(Ωe)/R through

∆ω = 0 in Ωe,
∂ω

∂n
= u · n on ∂ΩC ,

∂ω

∂n
= 0 on ∂Ω .

This permits us to define an extension ũ ∈H0(div;R3) of u by

ũ(x) =


u(x), if x ∈ ΩC ,
gradω(x), if x ∈ Ωe ,
0, if x 6∈ Ω .
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By Fourier transform (cf. proof of Lemma 3.5 in [3]) we find Ψ̃ ∈ H1(R3) such that
curl Ψ̃ = ũ, div Ψ̃ = 0, and (cf. Thm. 2.5 of [30, Sect. 2.2])

‖Ψ̃‖H1(R3) . ‖ũ‖L2(R3) . ‖u · n‖H− 1
2 (∂ΩC)

+ ‖u‖H(div;ΩC)

. ‖u‖L2(ΩC) . ‖curl v‖L2(ΩC) .

We denote by ΨC its restriction to ΩC . Next, set q := v|ΩC −ΨC , which means
that curl q = 0 in ΩC . According to Lemma 5.1 this implies the existence of
φC ∈ H1(ΩC)/R and hCh ∈ ND0

1(ΩC ; T C0 ) such that q = gradφC + hCh and

‖φC‖H1(ΩC) +
∥∥hCh ∥∥L2(ΩC)

. ‖q‖L2(ΩC) .

As a consequence

‖gradφC‖L2(ΩC) .
(
‖Ψ‖L2(ΩC) + ‖v‖L2(ΩC)

)
. ‖v‖H(curl;ΩC) .

Combining the above inequalities, we have arrived at a decomposition

v|ΩC = ΨC + gradφC + hCh , ΨC ∈H1(ΩC), φC ∈ H1(ΩC),

which satisfies
∥∥hCh ∥∥L2(ΩC)

. ‖v‖H(curl;ΩC) and

‖ΨC‖H1(ΩC) . ‖curl v‖L2(ΩC) , ‖gradφC‖L2(ΩC) . ‖v‖H(curl;ΩC) .

The next step in the proof centers around extensions. Let φ̃C ∈ H1
0 (Ω) denote

the harmonic extension of φC . We also employ an H1(Ω)-continuous extension
of ΨC to Ψ̃C ∈ H1

0(Ω). Eventually, we perform a discrete extension of hCh to
h̃h ∈ND1(Ω; T0). This can be done by simply setting d.o.f. associated with edges
in Ωe to zero. Even this crude procedure results in∥∥∥h̃h∥∥∥

H(curl;Ω)
.
∥∥hCh ∥∥L2(ΩC)

.

Set

z := v|Ωe − Ψ̃C − grad φ̃C − h̃h ∈H0(curl; Ωe) ,

and observe

‖z‖H(curl;Ωe)
. ‖v‖H(curl;Ωe)

+ ‖ΨC‖H1(ΩC) + ‖gradφC‖L2(ΩC) +
∥∥hCh ∥∥L2(ΩC)

,

which means ‖z‖H(curl;Ωe)
. ‖v‖H(curl;Ω). Consider the L2(Ωe)-orthogonal Helm-

holtz decomposition

z = Θ′ + grad ν′, Θ′ ∈ XN (Ωe) := H0(curl; Ωe) ∩H(div; Ωe), ν′ ∈ H1
0 (Ωe) .

Next, use Thm. 3.1 from [9] (see also [10, Prop. 5.1] and [27, Thm. 3.4]), which
states the existence of a stable splitting

Θ′ = Θ + gradν , Θ ∈H1(Ωe) ∩H0(curl; Ωe), ν ∈ H1
0 (Ωe).

Since div Θ′ = 0, stability of the splitting means that

‖Θ‖H1(Ωe)
.
(∥∥Θ′∥∥

L2(Ωe)
+
∥∥curl Θ′

∥∥
L2(Ωe)

)
. ‖curl z‖L2(Ωe)

.

On top of that, curl Θ = curl Θ′, so that z −Θ ∈ H0
0(curl; Ωe). By Lemma 5.2

there exist φe ∈ H1
0 (Ωe)/R and heh ∈ND0

1,0(Ωe; T e0 ) such that z−Θ = gradφe+heh
and

‖φe‖H1(Ωe)
+ ‖heh‖L2(Ωe)

. ‖z−Θ‖L2(Ωe)
.
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Finally we end up with the decomposition

v =

{
ΨC + gradφC + h̃Ch , in ΩC ,
(Ψ̃C + Θ) + grad(φe + φ̃C) + (h̃h + heh) , in Ωe .

(5.3)

This, written as v = Ψ + gradφ+ hh , is the asserted splitting. �

6. Stability estimate

The verification of the stability (3.6) of the multilevel decomposition (3.1) boils
down to finding a concrete stable splitting compatible with (3.1) for an arbitrary
uh ∈ND1,0(Ω; TL). By Theorem 5.3 we may write

uh = Ψ + gradφ+ hh ,(6.1)

where the individual components belong to the spaces specified in the statement
of Theorem 5.3. Keep in mind that both Ψ and φ have no reason to belong to
any finite element space. We have to treat them as rather general functions, which
accounts for most of the difficulties we are facing.

The construction of a particular decomposition of uh is carried out separately
for the terms in (6.1) and proceeds in several steps. A crude road map is as follows:

(1) Find stable nodal multilevel decompositions of Ψ minus some gradient sep-
arately in ΩC and Ωe. The components belong to the N̂D1-spaces.

(2) Alter the decomposition in Ωe such that it meets boundary and matching
conditions on ∂Ω and Γ, respectively.

(3) Return to the lowest order edge element spaces by shedding suitable gradi-
ents.

(4) Provide a stable multilevel decomposition for the accumulated gradients of
(6.1) and the previous stages.

The first item is settled by the next lemma.

Lemma 6.1. We can find ΦC
l ∈N̂D1(ΩC ; T Cl ), Φe

l ∈N̂D1(Ωe; T el ), l = 0, . . . , L,
and σC ∈ H1(Ω), σe ∈ H1(Ωe) such that for Ψ from (6.1)

Ψ =


L∑
l=0

ΦC
l − gradσC in ΩC ,

L∑
l=0

Φe
l − gradσe in Ωe ,

and

‖ΦC
0 ‖

2

H(curl;ΩC) +
L∑
l=1

h−2
l ‖Φ

C
l ‖2L2(ΩC) . |Ψ|

2
H1(ΩC) ,

‖Φe
0‖

2
H(curl;Ωe)

+
L∑
l=1

h−2
l ‖Φ

e
l ‖

2
L2(Ωe)

. ‖Ψ‖2H1(Ωe)
,

‖σC‖H1(ΩC) . hL ‖Ψ‖H1(ΩC) , ‖σe‖H1(Ωe)
. hL ‖Ψ‖H1(Ωe)

.

Proof. First, we use a fundamental result about the nodal multilevel decomposition
of S1(Ω; TL) underlying the BPX-preconditioner (cf. [50], appendix of [59], and [64]).
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We apply it to the Cartesian components of QC
LΨ, where QC

L : H1(Ω) 7→ S1(Ω; T CL )
is a vector-valued quasi-interpolation operator. We get a multilevel decomposition

QC
LΨ =

L∑
l=0

Φ̃C
l , Φ̃C

l ∈ S1(Ω; T Cl ) ,

which fulfills

|Φ̃C
0 |

2

H1(ΩC) +
L∑
l=1

h−2
l ‖Φ̃

C
l ‖2L2(ΩC) . |QC

LΨ|2H1(ΩC) . |Ψ|
2
H1(ΩC) .

The idea is to incorporate the difference Ψ−QC
LΨ partly into Φ̃C

L and partly into
a gradient. Set

ΘC
l :=

{
Φ̃C
l , for 0 ≤ l < L ,

Φ̃C
L + (Ψ−QC

LΨ), for l = L .

Then
L∑
l=0

ΘC
l = Ψ, ΘC

l ∈ S1(Ω; Tl) for 0 ≤ l < L , but ΘC
L ∈H1(Ω) ,

and thanks to the approximation estimate∥∥Ψ−QC
LΨ
∥∥
L2(Ω)

. hL |Ψ|H1(Ω) ,

the asymptotic stability of the new splitting is maintained:

|ΘC
0 |

2

H1(ΩC) +
L∑
l=1

h−2
l ‖Θ

C
l ‖2L2(ΩC) . |Ψ|

2
H1(ΩC) .(6.2)

However, ΘC
L is no longer a discrete vector field. Yet, its curl is a finite element

function in RT 0(ΩC ; TL), because

curl ΘC
L = curl(uh − hh)− curl

(
L−1∑
l=0

ΘC
l

)
.

This carries the important consequence that the nodal interpolation operator Π̂h

onto N̂D1(Ω; T CL ) is well defined for ΘC
L and that the interpolation error can be

estimated. As can be seen from both [40, Lemma 4.3] and [23, Lemma 3.3], the
interpolation estimate

‖ΘC
L − Π̂hΘC

L‖L2(ΩC) . hL|ΘC
L |H1(ΩC) . hL‖Ψ‖H1(Ω)(6.3)

holds true. This enables us to set

ΦC
L := Π̂hΘC

L |ΩC ∈ N̂D1(Ω; T CL ) .

By the commuting diagram property (2.5) we conclude that

curl(ΘC
L −ΦC

L ) = 0 in ΩC .

Now apply Lemma 5.1 to ΦC
L −ΘC

L , which yields a representation

ΦC
L −ΘC

L = gradσC + wh , σC ∈ H1(Ω), wh ∈ N̂D
0

1(Ω; T C0 ) ,
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and fix the remaining terms by

ΦC
l :=

{
ΘC
l , for 0 < l < L ,

ΘC
0 + wh, for l = 0 .

The estimates of the lemma follow from those in Lemma 5.1, (6.2) and (6.3). The
assertion for Ωe can be shown in an entirely analogous fashion. �

We have found multilevel decompositions of Ψ, but their components neither
match across ∂ΩC , i.e., they do not display any tangential continuity there, nor do
the Φe satisfy the boundary conditions at ∂Ω. Thus, in a next step we have to
alter the splittings to enforce matching at ∂ΩC and ∂Ω. At present, we know

uh =
L∑
l=0

ΦC
l + gradσC + gradφ+ hh in ΩC ,

uh =
L∑
l=0

Φe
l + gradσe + gradφ+ hh in Ωe .

(6.4)

We get σ̃C ∈ H1
0 (Ω) by extending σC and write τh := Q̂L(σe − σ̃C). From (6.4) we

learn that

(σe − σ̃C)|∂ΩC ∈ S2(∂ΩC ; TL|∂ΩC ) and σe|∂Ω ∈ S2(∂Ω; TL|∂Ω) .

As before, we infer

(σe − σ̃C)− τh ∈ H1
0 (Ωe) .

Since, from the stability of the quasi-interpolation operator and Lemma 6.1

‖grad τh‖L2(Ωe)
≤ ‖σ̃C‖H1(Ωe)

+ ‖σe‖H1(Ωe)
. hL ‖Ψ‖H1(Ω) ,

we can incorporate grad τh into Φe
L without affecting the estimates of Lemma 6.1.

This time we retain the notation Φe
L for the modified component. Summing up,

we have

uh = gradφ′ + hh +


L∑
l=0

ΦC
l in ΩC ,

L∑
l=0

Φe
l in Ωe ,

(6.5)

where

φ′ :=

{
φ+ σC in ΩC
φ+ σ̃C + (σe − σ̃C − τh) in Ωe

⇒ φ′ ∈ H1
0 (Ω) ,

‖φ′‖H1(ΩC) . ‖uh‖H(curl;ΩC) .

We have shown that(
L∑
l=0

ΦC
l −

L∑
l=0

Φe
l

)
× n|∂ΩC = 0 and

L∑
l=0

Φe
l × n|∂Ω = 0 .(6.6)

As in [36, Sect. 5.1], we can now apply Oswald’s trick [49, Cor. 30] to make the indi-
vidual components of the decompositions match. Starting with the decomposition
(6.5), we set

s̃n :=
n∑
l=0

Φe
l , sCn :=

n∑
l=0

ΦC
l , 0 ≤ n ≤ L .
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Then, sn ∈ N̂D1(Ωe; T en ) emerges from s̃n, first by discarding all basis functions
on the boundary ∂Ω, and second by setting the degrees of freedom on ∂ΩC to those
of sCn :

sn =
∑

κ∈Ξ̂int(T en )

κ(s̃n)b̂κ +
∑

κ∈Ξ̂1(T ∂n )

κ(sCn )b̂κ ,

where Ξ̂int(T en ) designates the set of N̂D1-d.o.f. associated with edges in Ωe.
Thanks to (6.6), Lemma 2.3 and (2.7) we can control the effect of the alterations:

‖sn − s̃n‖2L2(Ω) .hn
∑

κ∈Ξ̂1(Ctn)

κ(sn − s̃n)2

.hn(‖s̃n × n‖2L2(∂Ω) +
∥∥(sCn − s̃n)× n

∥∥2

L2(∂ΩC)
)

.hn

(∥∥∥∥∥
(

Ψ̃
e −

n∑
l=0

Φe
l

)
× n

∥∥∥∥∥
2

L2(∂Ω)

+

∥∥∥∥∥
(

Ψ̃
e −

n∑
l=0

Φe
l + Ψ̃

C −
n∑
l=0

ΦC
l

)
× n

∥∥∥∥∥
2

L2(∂ΩC)

)
,

where Ψ̃
e

:=
∑
l Φ

e
l and Ψ̃

C
:=
∑
l Φ

C
l . The estimate of the first term will serve

to elucidate the technique. First we make use of stability estimates (2.7) for the
bases of RT 0(∂Ω; T ∂n ) and of Lemma 2.1 for N̂D1(Ωe; T en ):∥∥∥∥∥
(

Ψ̃
e −

n∑
l=0

Φe
l

)
× n

∥∥∥∥∥
L2(∂Ω)

≤
L∑

l=n+1

‖Φe
l × n‖L2(∂Ω) ≤

L∑
l=n+1

h
−1/2
l ‖Φe

l ‖L2(Ωe)
.

Thanks to hl ≈ 2−l, we immediately get from the Cauchy-Schwarz inequality

(6.7)
L∑

l=n+1

h
−1/2
l ‖Φe

l ‖L2(Ωe)
. h1/2−ε

n

(
L∑

l=n+1

h
−2(1−ε)
l ‖Φe

l ‖
2
L2(Ωe)

)1/2

,

for 0 ≤ n ≤ L and any small ε > 0. We continue by
L∑
l=1

h−1
l ‖s̃l × n‖2L2(∂Ω) .

L∑
l=1

h−2ε
l

L∑
i=l+1

h
−2(1−ε)
i ‖Φe

i ‖
2
L2(Ωe)

.
L∑
i=2

(
i∑
l=1

h−2ε
l

)
h
−2(1−ε)
i ‖Φe

i ‖
2
L2(Ωe)

.
L∑
i=2

h−2
i ‖Φ

e
i‖

2
L2(Ωe)

. ‖Ψ‖2H1(Ωe)
.

A similar treatment can be used to bound the other terms and yields
L∑
l=1

h−2
l ‖sl − s̃l‖2L2(Ω) . ‖Ψ‖

2
L2(Ω) .(6.8)

The partial sums sn, n = 0, . . . ,K, now generate the desired components Φl ∈
N̂D1(Ωe; Tl), 0 ≤ l ≤ L, satisfying the matching conditions by

Φl :=
{

s0 for l = 0,
sl − sl−1 for l ∈ {1, . . . , L} .
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Closer scrutiny reveals that for l ≥ 1,

Φl = (sl − s̃l)− (sl−1 − s̃l−1) + Φe
l .

Taking into account (6.8) and Theorem 5.3 we have confirmed the following lemma.

Lemma 6.2. For each uh ∈ ND1,0(Ω; TL) we can find Φl ∈ N̂D1,0(Ω; Tl), 0 ≤
l ≤ L, hh ∈ ND1,0(Ω; T0) ∩ND0

1(ΩC ; T C0 ), and φh ∈ S2,0(Ω; TL) such that uh =∑L
l=0 Φl + gradφh + hh and

‖Φ0‖2H(curl;Ω) +
L∑
l=1

h−2
l ‖Φl‖2L2(Ω) . ‖curl uh‖2L2(Ω) ,

‖φh‖H1(ΩC) . ‖uh‖H(curl;ΩC) .

Proof. By and large, the preceding considerations have settled everything. I point
out that gradφh ∈ N̂D1(Ω; TL). �

Still, we are not done, because we would like to have Φl ∈ND1,0(Ω; Tl) and, on
top of that, we need to split the contribution φh of the potential space.

Theorem 6.3. For each uh ∈ ND1,0(Ω; TL) there exist vl ∈ ND1,0(Ω; Tl), µl ∈
S1,0(Ω; Tl), 0 ≤ l ≤ L, and hh ∈ ND1,0(Ω; T0) ∩ND0

1(ΩC ; T C0 ) such that uh =∑L
l=0 vl +

∑L
l=0 gradµl + hh and the following stability estimates are satisfied

‖v0‖2H(curl;Ω) +
L∑
l=1

h−2
l ‖vl‖

2
L2(Ω) . ‖curl uh‖2L2(Ω) ,

‖µ0‖2H1(ΩC) +
L∑
l=1

h−2
l ‖µl‖

2
L2(ΩC) . ‖uh‖

2
H(curl;ΩC) ,

‖hh‖L2(ΩC) . ‖uh‖H(curl;ΩC) , ‖curl hh‖L2(Ωe)
. ‖uh‖H(curl;ΩC) .

Proof. We start with the decomposition uh =
∑L
l=0 Φl + gradφh + hh from the

previous lemma. According to Lemma 2.2 we can split Φl =: vl + grad γ̂l, with
vl ∈ND1,0(Ω; Tl) and γ̂l ∈ Ŝ2,0(Ω; Tl) and

‖vl‖L2(Ω) + ‖grad γ̂l‖L2(Ω) . ‖Φl‖L2(Ω) .

By the stability estimate from Lemma 6.2, one infers via the Cauchy-Schwarz in-
equality∥∥∥∥grad

∑L

l=0
γ̂l

∥∥∥∥
L2(Ω)

≤
L∑
l=0

‖grad γ̂l‖L2(Ω)

≤ ‖grad γ̂0‖L2(Ω) +
L∑
l=1

hl(h−1
l ‖grad γ̂l‖L2(Ω))

. ‖Φ0‖L2(Ω) +

(
L∑
l=1

h2
l

) 1
2
(

L∑
l=1

h−2
l ‖Φl‖2L2(Ω)

) 1
2

. ‖curl uh‖L2(Ω) .
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Everything remains valid, when replacing Ω by ΩC . Therefore, ψh := φh +
∑L

l=0 γ̂l
satisfies

‖ψh‖H1(Ω) . ‖uh‖H(curl;Ω) and ‖ψh‖H1(ΩC) . ‖uh‖H(curl;ΩC) .

Applying standard results about stable BPX-type multilevel splittings for H1(Ω)-
conforming quadratic Lagrangian finite elements gives µl ∈ S1,0(Ω; Tl), 0 ≤ l < L,
and µL ∈ S2,0(Ω; TL) such that

ψh =
L∑
l=0

µl, ‖µ0‖2H1(ΩC) +
L∑
l=1

h−2
l ‖µl‖

2
L2(ΩC) . ‖ψh‖

2
H1(ΩC) .

Due to

gradµL = uh − hh −
L∑
l=0

vl −
L−1∑
l=0

gradµl ∈ND0
1,0(Ω; TL),

µL has a piece-wise constant gradient, and belongs to S1,0(Ω; TL). �

Next, a standard argument using the L2-stability of the bases {bκ}κ∈Ξ1(Tl),
l = 1, . . . , L, (cf. Lemma 2.1) and (2.1) confirms

‖curl v0‖2L2(Ω) +
L∑
l=1

∑
κ∈Ξ1(Tl)

‖curl vl,κ‖2L2(Ω) . ‖curl uh‖2L2(Ω) ,

where the notation of Theorem 6.3 have been used and∑
κ∈Ξ1(Tl)

vl,κ = vl, vl,κ ∈ Span {bκ} .

We also obtain

‖v0‖2L2(Ω) +
L∑
l=1

∑
κ∈Ξ1(Tl)

‖vl,κ‖2L2(Ω) . ‖curl uh‖2L2(Ω) .

Along with the estimates for hh from Theorem 5.3, this means that

‖v0 + hh‖2E;Ω +
L∑
l=1

∑
κ∈Ξ1(Tl)

‖vl,κ‖2E;Ω . (χ0 + β0)(‖curl uh‖2L2(Ω) + ‖uh‖2L2(ΩC)) .

For the irrotational components of the decomposition, we deduce from Theorem
6.3 that

|µ0|2H1(ΩC) +
L∑
l=1

∑
x∈Nl

|µl,x|2H1(ΩC) . ‖curl uh‖2L2(Ω) + ‖uh‖2L2(ΩC) ,

where ∑
x∈Nl

µl,x = µl, µl,x ∈ Span {ψx} .

Eventually, skipping some elementary manipulations, it turns out that for the de-
composition (3.1) a possible bound for the stability constant from (3.6) is given
by

Cstab = 1 +
χ0

β0
+
β0

χ0
.(6.9)
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Now we are in a position to apply the powerful results of variational multigrid
theory. Using Thm. 4.1, Lemmas 4.5, 4.6, and Thm. 4.4 of [59] our Theorems 4.4
and 6.3 in conjunction with (6.9) lead to the main result.

Theorem 6.4. Using the notation introduced in Section 3, the spectral condition
number of B̃add

L ÃL satisfies

κ(B̃add
L ÃL) :=

λmax(B̃add
L ÃL)

λmin(B̃add
L ÃL)

.
√
β0

χ0

(
β0

χ0
+
χ0

β0

)
.

The convergence rate ρ — measured in the energy seminorm ‖·‖
E;Ω — of the mul-

tiplicative Schwarz method (multigrid) based on (3.1) will be bounded by

ρ :=
∥∥∥Ĩd− B̃mul

L ÃL

∥∥∥
E;Ω
≤ 1− 1

C(1 +
√
β0/χ0)(1 + β0/χ0 + χ0/β0)

,

where C > 0 only depends on Ω, ΩC , and the shape regularity of the triangulations.

What does it mean that the statements of the previous theorem use the setting
of factor spaces? For instance in the case of the multigrid method, it means that
there is no information about the behavior of components of the iterates that lie
in Ker(a). A more thorough discussion is given in [38, Sect. 3]. In the case of the
additive Schwarz preconditioner, Theorem 6.4 implies that the method can be used
in conjunction with the preconditioned conjugate gradient method. We know that
the latter will then converge in the factor space with a rate only bounded by the
spectral condition number κ(B̃add

L ÃL) [41]. The convergence in Ker(a) cannot be
controlled either.

Remark. The presence of the ratio β0/χ0 in the the estimates of Theorem 6.4 is
problematic, because this ratio might become very large in the context of implicit
time stepping. If I had succeeded in finding a splitting similar to (6.1), but stable
with respect to the L2(ΩC)-norm, then the dependence of Cstab on β0 and χ0 could
be removed. The genuine Helmholtz decomposition is a specimen of an L2(ΩC)-
stable splitting, but unfortunately it lacks the essential regularity properties, unless
ΩC is smooth or convex.

However, numerical evidence suggests that for additive schemes large ratios of
β0/χ0 really cripple convergence. The reason is that in the strengthened Cauchy-
Schwarz inequality of Theorem 4.4 the ratio β0/χ0 inevitably occurs.

The classical approach to the analysis of the multigrid method pursued in [4]
manages to show that the relative scaling of χ0 and β0 does not severely affect the
rate of convergence, if Ω and ΩC coincide and are convex. The techniques applied
in this paper cannot deliver on this point, because they cover both multiplicative
and additive subspace correction schemes.

7. Conclusion

For a setting that is encountered in real eddy current problems, the stability of
the nodal multilevel decomposition that gives rise to the hybrid multigrid method
for H(curl; Ω)-elliptic problems has been established. This implies that the rate
of convergence of the multigrid method remains bounded away from 1 as L→ ∞.
However, the theory does not yet reflect the robustness of the multigrid method
with respect to the relative scaling of the parameters χ and β. The techniques
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developed in this paper may be powerful devices in the analysis of nonoverlapping
domain decomposition methods for edge elements and H(div; Ω)-elliptic problems.
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