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ABSTRACT. This work addresses a theory of convergence for finite volume methods applied to linear equations. A non-consistent model problem posed in an abstract Banach space is proved to be convergent. Then various examples show that the functional framework is non-empty. Convergence with a rate $h^{1/2}$ of all TVD schemes for linear advection in 1D is an application of the general result. Using duality techniques and assuming enough regularity of the solution, convergence of the upwind finite volume scheme for linear advection on a 2D triangular mesh is proved in $L^\alpha$, $2 \leq \alpha \leq +\infty$: provided the solution is in $W^{1,\infty}$, it proves a rate of convergence $h^{1/4-\epsilon}$ in $L^\infty$.

1. INTRODUCTION

The Lax theorem states that stability and consistency are sufficient conditions for a linear scheme to be convergent. Many numerical examples show that stability is necessary and sufficient. However, there are numerical methods, such as finite volume methods in 2D on triangular meshes, which are formally non-consistent even for linear equations. Since numerical evidence shows that finite volume methods for linear equations are convergent, we infer that consistency (that is, consistency in the finite difference setting [28], [13], [27]) is not necessary. To our knowledge, a comprehensive explanation of this phenomena is still missing. This work intends to fill the gap, for non-stationary linear equations.

Finite volume methods are engineers’ methods: in the rest of this paper finite volume stands for $P^0$ cell-centered numerical schemes. In contrast with the finite element methods [6], there is no functional framework for the introduction of finite volume numerical schemes. Despite this lack of mathematical foundations, finite volume methods are very robust and efficient for practical computations when applied to the direct simulation of complex physics. This is particularly the case in computational fluid dynamics. On the mathematical side, many researchers have stressed that proofs of convergence are very difficult to obtain for finite volume methods: see [20], [26], [7], [12], [15], [11], [30], [2] (based on [22]) and other papers therein; an up-to-date reference is [17]. A rule of thumb for numerical methods is that robustness of a scheme is partially a consequence of its dissipativity. On the mathematical side dissipativity is a standard way to obtain a priori estimates, and then to prove convergence. But this paradigm seems not to be true when applied to finite volume methods, mainly due to the formal non-consistency of finite volume methods. Even though it is not the purpose of this work to treat higher
order methods such as discontinuous Galerkin methods (which are a compromise between finite volumes and finite elements, see [19], [8]) for linear problems, we do mention that many mathematical difficulties still exist around all finite volume based numerical schemes on arbitrary meshes.

However, some of the issues about convergence of finite volume methods have already been resolved. Among past works to which this one can be related, let us mention the series of papers [31], [32], [33], where the notion of supraconvergence has been proposed to explain why formally non-consistent schemes are actually convergent. The same idea is used in [24] and [24] for vertex centered second order and high order schemes on various meshes. This idea (the structure of the truncation error has to be taken into account, and not only its magnitude) in conjunction with entropy inequalities has been used in [9], [10] to get a proof of convergence with an optimal rate $h^{1/2}$ of convergence in $L^1$ for scalar hyperbolic equations in dimension two. Application to scalar linear equations gives the same rate of convergence. Despite this recent and major progress, a general proof with optimal rate of convergence in various $L^p$ spaces for linear finite volume discretization is not reachable by these techniques.

The main idea of this work is the following. If we analyze the truncation error of a finite volume scheme on an arbitrary triangular mesh in 2D, then we are forced to admit that finite volume methods are non-consistent in the finite difference sense: the truncation error is $O(1)$. This motivates the study of an abstract non-consistent model problem posed in a general Banach space: we wonder if it is possible to relax consistency in the Lax theorem, still having convergence of the model problem. The answer is positive, based on some simple and formally non-consistent residuals with a vanishing perturbation as the mesh size tends to zero. Destructive interactions in time explain why the error is negligible. Note that we give explicit expansions of the norm of the error, so there is a natural interpretation of our results. This interpretation is the following. Finite volume methods are indeed non-consistent methods: an $O(1)$ numerical error is made at each time step. But this $O(1)$ error is spread over the whole mesh after some time steps, so its norm tends to zero. In some cases, we can prove an $O\left(\frac{1}{(q+1)h^s}\right)$ bound where $s > 0$ and $q$ is the number of time steps after the occurrence of the $O(1)$ error: $s = \frac{1}{2}$ in 1D, and $s = \frac{1}{4}$ or $s = \frac{1}{4} - \varepsilon$ in 2D. Finally, it is proved on various examples that the $O\left(\frac{1}{(q+1)h^s}\right)$ decrease of the error implies an explicit and standard $C(T)h^s$ rate of convergence.

This paper is organized as follows. In section 2, we present the model problem, which is an abstract evolution equation posed in a Banach space $V$. After recalling the Lax theorem in section 3, we study the possibility of getting non-consistent but convergent methods in section 4. In section 5 we prove that there exist non-consistent residuals with a vanishing perturbation when the mesh size tends to 0. Then we turn to applications. We prove that implicit and explicit schemes converge one to the other (section 6). Then, in section 7, we apply the formalism to all TVD schemes for the discretization of linear advection in 1D: we prove the convergence in $L^1(\mathbb{R})$ for all of them. Finally, in sections 8 to 12 we generalize the analysis to finite volume methods for the numerical solution of linear advection on a uniformly regular triangulation: using duality techniques and assuming enough regularity of the solution, we prove convergence in $L^\alpha$, $2 \leq \alpha \leq +\infty$. Some of these estimates seem to be new: this is particularly the case for the $h^{1/4 - \varepsilon}$ $L^\infty$ error estimate on
arbitrary regular triangulations. By comparison with [9], [10], one may infer that the $h^{1/4}$ rate of convergence is probably still sub-optimal.

2. Model problem and notations

Let $V$ be a Banach space equipped with the norm $\|\cdot\|$ defined by $\langle L(V) \rangle$ is the space of linear continuous operators in $V$:

$$\forall A \in L(V), \quad \|A\| = \sup_{u \in V, u \neq 0} \frac{\|Au\|}{\|u\|}.$$

Let $u(t) \in V$ be the solution of the following abstract and general time evolution problem:

$$\begin{cases}
\frac{\partial}{\partial t} u = Au, \\
u(0) = u_0 \in V.
\end{cases}$$

$A$ is a linear operator with a dense domain $D(A) \subset V$. Under very natural hypotheses, this problem is well posed [13], [3]. In the rest of this paper, we assume that the semigroup $e^{tA}$ is bounded as a linear operator in $V$, namely

$$\exists T > 0 \text{ and } K > 0, \quad \|e^{tA}\| \leq K, \quad \forall t \in [0, T].$$

A convenient abstract framework for the introduction of numerical methods for the numerical solution of problem (2.1) is the following. Let $h > 0$ be a parameter referred to as the mesh size. Studying the convergence of some numerical method when the mesh size tends to 0 consists in studying the limit case $h \to 0^+$. Let $V_h \subset V$ be some vector subspace of $V$ with finite dimension. $V_h$ is a space of discrete functions. This vector subspace is indexed by the mesh size $h$. $u_h$ is some approximation operator, $\Pi_h : V \to V_h$. We assume that $\Pi_h$ is a "good" approximation operator in the sense that

$$\forall u \in D(A), \quad \lim_{h \to 0} \|u - \Pi_h u\| = 0.$$

Let $A_h$ be some numerical approximation of the operator $A$, $A_h : V_h \to V_h$. Let $\Delta t > 0$ be the time step.

Using these notations, a general explicit numerical approximation of (2.1), referred to as the time-explicit scheme (forward Euler), is

$$(2.4) \quad \begin{cases}
\frac{u_{n+1}^h - u_n^h}{\Delta t} = A_h u_n^h, \\
u_0^h = \Pi_h u_0.
\end{cases}$$

In this work we will focus more on the model problem

$$(2.5) \quad \begin{cases}
\frac{u_{n+1}^h - u_n^h}{\Delta t} = A_h u_n^h + s_n^h, \\
u_0^h = \Pi_h u_0,
\end{cases}$$

where $s_n^h \in V_h$, $s_n^h = O(1)$. $s_n^h$ incorporates all extra terms due to some non-linear discretization of (2.1), or all the consistency defaults caused by the approximation of $A$ by $A_h$.

System (2.5) appears naturally when studying the convergence of (2.4) by means of the numerical error $e_n^h$,

$$(2.6) \quad e_n^h = v_n^h - u_n^h, \quad \text{where } v_n^h = \Pi_h u(n\Delta t).$$
Since \( v^n_h \) is solution of
\[
\begin{cases}
\frac{v^{n+1}_h - v^n_h}{\Delta t} = A_h v^n_h + \left( \frac{v^{n+1}_h - v^n_h}{\Delta t} - A_h v^n_h \right), & n \geq 0, \\
v^0_h = \Pi_h u_0,
\end{cases}
\]
then the numerical error \( e^n_h \) is the solution of
\[
\begin{cases}
\frac{e^{n+1}_h - e^n_h}{\Delta t} = A_h e^n_h + s^n_h, & n \geq 0, \\
e^0_h = 0,
\end{cases}
\]
where \( s^n_h = \frac{v^{n+1}_h - v^n_h}{\Delta t} - A_h v^n_h \). It is clear that (2.7) and (2.8) are particular cases of the model problem (2.5).

The proof of the key estimate will be given for the model problem with variable time steps \( t_n \neq t_{n+1} \):
\[
\begin{cases}
\frac{u^{n+1}_h - u^n_h}{\Delta t} = A_h u^n_h + s^n_h, & n \geq 0, \\
u^0_h = \Pi_h u_0,
\end{cases}
\]

3. CONSISTENT APPROXIMATIONS

Since Lax it is well known that stability and consistency are sufficient to insure the convergence of the numerical solution of the linear scheme (2.4) to the exact solution of (2.1) (see [28], [27], [13]). Let us recall these notions.

**Definition 3.1** (Stability). We assume that there exists a function \( \tau : \mathbb{R}^+ \rightarrow \mathbb{R}^+ \), called the maximal time step for a given mesh size \( h \), such that
\[
\forall h > 0, \forall \Delta t \in [0, \tau(h)], \forall n, \ 0 \leq n\Delta t \leq T,
\]
we have
\[
||(I + \Delta t A_h)^n|| \leq K,
\]
where \( K \) is given in (2.2).

The inequality
\[
\Delta t \leq \tau(h)
\]
is called the CFL stability condition. In general (that is, when \( A_h \) is the numerical discretization of a partial differential operator \( A \)) the maximal time step is such that
\[
\lim_{h \to 0} \tau(h) = 0.
\]

A consequence of the CFL inequality (3.3) is then that the finer the mesh and the smaller the time step, the more work one has to do on the computer.

Since the scheme (2.4) is clearly of order one in time, we retain the following simplified definition of consistency.

**Definition 3.2** (Consistency). Let \( u(t) \) be the solution of (2.1). Let us define the truncation error \( r^n_h \) in \( V_h \) as
\[
r^n_h = \frac{\Pi_h u((n+1)\Delta t) - \Pi_h u(n\Delta t)}{\Delta t} - A_h \Pi_h u(n\Delta t), \ \forall n, h.
\]
Considering the solution \( u(t) \) of (2.1), we assume that there exists \( s > 0 \) such that
\[
\exists C_1 > 0 \text{ and } C_2 > 0, \ ||r^n_h|| \leq C_1 h^s + C_2 \Delta t, \ \forall n, h.
\]
The order of the scheme with respect to the space is $s$, while the order with respect to the time is only 1. Generally speaking, it is necessary to assume that the initial data $u_0$ is sufficiently regular in order for the consistency inequality to be true: for instance $u_0 \in D(A)$ (see [28, 27]).

Various extensions of this definition of consistency are possible. In particular, full high order schemes such that
\[ ||r_n^h|| \leq C_1 h^s + C_2 \Delta t^s_2 \] with $s_2 > 1$ are highly desirable for practical numerical computations. However, for the sake of simplicity, we only consider in this paper the case $s_2 = 1$, compatible with (2.4).

**Theorem 3.3** (Lax theorem). Assume that a linear scheme (2.4) is stable and consistent. Then, under the CFL condition (3.3), it is convergent. See [28].

Following (2.6), we define the projection $v^h_n$ of the exact solution and the numerical error $e^h_n$. Then by definition of the truncation error, we get (2.7) and (2.8). The error is the solution of a non-homogeneous system with zero initial data. Due to the recurrence formula
\[ e^h_{n+1} = (I + \Delta t A_h) e^h_n + \Delta t r^h_n, \]
we get the exact representation formula
\[ e^h_n = (I + \Delta t A_h)^n e^0_h + \Delta t \sum_{p=0}^{n-1} (I + \Delta t A_h)^{n-1-p} r^p_h, \]
that is,
\[ e^h_n = \Delta t \sum_{p=0}^{n-1} (I + \Delta t A_h)^{n-1-p} r^p_h. \]
So
\[ ||e^h_n|| \leq \Delta t \sum_{p=0}^{n-1} ||(I + \Delta t A_h)^{n-1-p}|| ||r^p_h||; \]
that is, due to (3.1) and (3.5),
\[ ||e^h_n|| \leq K (n \Delta t)(C_1 h^s + C_2 \Delta t) \leq KT(C_1 h^s + C_2 \tau(h)). \]
Since $C_1 h^s + C_2 \tau(h) \to 0$ when $h \to 0$, it proves an estimate of convergence for the error and ends the proof. The estimate is uniform for $0 \leq n \Delta t \leq T$.

4. **Non-consistent approximations**

Many numerical methods for the numerical approximation of linear problems, however, do not satisfy the consistency requirement. Examples are known in finite volume methods for linear problems or non-linear numerical methods for linear problems. References may be found in [26], [20] and other papers cited therein. Examples are given in the last sections of this work.

The above fact motivates the study of the model problem
\[ \left\{ \begin{array}{l}
\frac{u^{n+1} - u^n}{\Delta t} = A_h u^n_h + s^n_h, n \geq 0, \\
u^0_h = \Pi_h u_0,
\end{array} \right. \]
where $u_0 \in V$ and
\[ ||s^n_h|| = O(1) \] uniformly with respect to $h \to 0$ and $n$. 
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The solution of (4.1) satisfies

\[ u^n_h - (I + \Delta t A_h)^n \Pi_h u_0 = \Delta t \sum_{p=0}^{n-1} (I + \Delta t A_h)^{n-1-p} s^p_h. \]

If we bound the right hand side of this equality using (4.2) and the stability inequality (3.1), we only obtain

\[ \| u^n_h - (I + \Delta t A_h)^n \Pi_h u_0 \| \leq K(n\Delta t) O(1) \leq (K T) O(1). \]

The introduction of the extra term \( s^n_h \) may induce some discrepancy between \( u^n_h \) and the solution of (2.4), that is, \( (I + \Delta t A_h)^n \Pi_h u_0 \). In this case the numerical solution of the scheme (4.1) may be very different from the numerical solution of the scheme (2.4), even for \( h \to 0 \).

We address the possibility of this extra term becoming negligible after some time steps due to some internal structure of these \( s^n_h \), this internal structure being compatible with the iteration operator \( I + \Delta A_h \). In other words, we investigate the possibility that

\[ \forall p, \lim_{n \to +\infty} (I + \Delta t A_h)^{n-1-p} s^p_h \to 0, \]

even if we only have (4.2) and (3.1) (still assuming the CFL inequality). A key issue seems to be obtaining uniform bounds such as

\[ \| (I + \Delta t A_h)^q s^n_h \| \leq \varepsilon_q \forall p, q, \forall h, \]

where the sequence \( (\varepsilon_q)_{q \in \mathbb{N}} \) decreases to 0:

\[ \varepsilon_q \to 0 \text{ when } q \to +\infty. \]

Indeed, a consequence of (4.3)-(4.6) is

\[ \| u^n_h - (I + \Delta t A_h)^n \Pi_h u_0 \| \leq \Delta t \sum_{p=0}^{n-1} \varepsilon_{n-1-p} = \Delta t \sum_{p=0}^{n-1} \varepsilon_p. \]

Since the sum is bounded uniformly with respect to \( n \), i.e.,

\[ \Delta t \sum_{p=0}^{n-1} \varepsilon_p \leq \Delta t \sum_{p=0}^{n-1} \max_{q=0}^{n-1} \varepsilon_q = (n\Delta t) \max_{q=0}^{n-1} \varepsilon_q = T \max_{q=0}^{n-1} \varepsilon_q, \]

since and we have by hypothesis pointwise convergence to 0 (i.e., \( \varepsilon_q \to 0 \)), then the Lebesgue theorem states that

\[ \Delta t \sum_{p=0}^{n-1} \varepsilon_p \to 0 \text{ when } n \to 0. \]

In this case we really have \( \| u^n_h - (I + \Delta t A_h)^n \Pi_h u_0 \| \to 0 \) when \( h \to 0 \), and for all \( n, 0 \leq n\Delta t \leq T \).

In summary, an \( O(1) \) perturbation \( s^n_h \) such that (4.3) and (4.4) are true has asymptotically a zero perturbation.
5. Convergence for the model problem

In order to apply the previous analysis, the key is to identify some general perturbations \( s^n_h \) such that (4.5)-(4.6) is true for the model problem (4.1).

**Definition 5.1** (A class of admissible perturbations). An additional term \( s^n_h \) such that

\[
(5.1) \quad \exists \mathcal{C} > 0, \forall h, n, \exists z^n_h \in V_h \text{ with } ||z^n_h|| \leq \mathcal{C} \text{ and } s^n_h = (\tau(h) A_h) z^n_h
\]

is called an admissible perturbation.

In this definition \( \tau(h) \) is the maximal time step given by the CFL condition (3.2). Defining

\[
(5.2) \quad T_h = I + \tau(h) A_h
\]

and using the stability estimate (3.1), we know that there exists a constant \( K > 0 \) such that \( ||T_h|| \leq K \) for all \( h \). Thus the operator \( \tau(h) A_h \) is bounded:

\[
||\tau(h) A_h|| \leq 1 + K, \forall h,
\]

and we only have the bound

\[
||s^n_h|| \leq ||\tau(h) A_h|| ||z^n_h|| \leq (1 + K) \mathcal{C},
\]

compatible with (4.2).

We rewrite

\[
I + \Delta t A_h = (1 - \nu_h)I + \nu_h T_h, \quad \nu_h = \frac{\Delta t}{\tau_h} \in [0, 1] \text{ due to (3.1)},
\]

and rewrite (4.3) plus (5.1) as

\[
(5.3) \quad u^n_h - (I + \Delta t A_h)^n \Pi_h u_0 = \Delta t \sum_{p=0}^{n-1} ((1 - \nu_h)I + \nu_h T_h)^{n-1-p} (T_h - I) z^n_p.
\]

Note that all powers of \( T_h \) are uniformly bounded due to the stability estimate (3.1):

\[
(5.4) \quad ||(T_h)^n|| \leq K, \forall h, n.
\]

Now we make the remark which is at the base of this work.

In (5.3) \( ((1 - \nu_h)I + \nu_h T_h)^{n-1-p} \) is as a polynomial in \( T_h \) with non-negative coefficients. Multiplying this polynomial by \( T_h - I \) results in cancellation of these coefficients. This cancellation is the key to obtaining (4.5)-(4.6).

In the next theorem, a bound is given for \( B^n_h = ((1 - \nu_h)I + \nu_h T_h)^p (T_h - I) \). Note that we state the result in a slightly more general framework, such that the result is also true for non-constant time steps. Of course it also covers the model problem with constant time steps (4.1) or (5.3).

**Theorem 5.2.** Let us assume a), b) and c).

a) We assume that the CFL inequality (5.5) is true \( \forall h > 0, \forall n \) such that

\[
(5.5) \quad 0 \leq \sum_{j=0}^{n-1} \Delta t_j \leq T, \Delta t_j \in [0, \tau(h)].
\]
b) We assume that the stability estimate
\begin{equation}
\| \prod_{j=0}^{n-1} (I + \Delta t_j A_h) \| \leq K
\end{equation}
holds, where \( K \) is given in (2.2) and (3.1), as a consequence of the CFL inequality.

c) We assume that
\begin{equation}
\exists (\nu^-, \nu^+) \text{ such that } 0 < \nu^- \leq \nu_{h,j} \leq \nu^+ < 1 \quad \forall j, h,
\end{equation}
where \( \nu_{h,j} \) is defined by
\begin{equation}
\nu_{h,j} = \frac{\Delta t_j}{\tau(h)} \in [0, 1].
\end{equation}
Let us consider \( B_h^p \) given by
\begin{equation}
B_h^p = \prod_{j=0}^{p-1} ((1 - \nu_{h,j}) I + \nu_{h,j} T_h) (T_h - I), \quad B_h^0 = T_h - I,
\end{equation}
where \( T_h \) is given by (5.2). Then there exists \( C > 0 \) such that \( \forall h, \forall \nu_{h,j} \) satisfying (5.7), \( \forall p \geq 0, \)
\begin{equation}
\| B_h^p \| \leq \left( \max_{\pm} \frac{KC}{\sqrt{1 - \nu^\pm}} \right) \frac{1}{\sqrt{p+1}}.
\end{equation}
Here \( C \) is a universal constant which does not depend on \( \nu^-, \nu^+, p, h. \)

We drop the index \( h \) in the proof since it does not play any role. We study
\begin{equation}
B^p = \prod_{j=0}^{p-1} ((1 - \nu_j) I + \nu_j T) (T - I),
\end{equation}
where all powers of \( T \) are uniformly bounded (\( \| T^p \| \leq K \)) and \( (\nu_j) \) is a sequence such that \( 0 < \nu^- \leq \nu_j \leq \nu^+ < 1. \) Identifying all coefficients in the polynomial expansion
\begin{equation}
\prod_{j=0}^{p-1} ((1 - \nu_j) I + \nu_j T) = \sum_j \alpha^p_j T^j,
\end{equation}
we get
\begin{equation}
\begin{cases}
\alpha^0_0 = 1, \quad \alpha^0_j = 0 \text{ for } j \neq 0, \\
\alpha^{p+1}_j = (1 - \nu_p) \alpha^p_j + \nu_p \alpha^p_{j-1} \quad \forall j, \forall p \geq 0.
\end{cases}
\end{equation}
Next we split the rest of the proof in three lemmas.

**Lemma 5.3.** Consider (5.13). Then
\begin{equation}
\forall p \geq 0, \quad \exists j_0(p) \in \{0, \ldots, p\} \text{ with } \begin{cases}
\alpha^p_j - \alpha^p_{j-1} \geq 0, & j \leq j_0(p), \\
\alpha^p_j - \alpha^p_{j-1} \leq 0, & j > j_0(p).
\end{cases}
\end{equation}
\footnote{Note that (5.13) is the finite difference upwind discretization of
\begin{equation}
\begin{cases}
\partial_t \alpha + a \partial_x \alpha = 0, & a > 0, \\
\alpha(0, x) = \delta.
\end{cases}
\end{equation}
The proof of this lemma is by recurrence. Note that $\alpha_j^p \geq 0$ for all $j, p$.

a) $p=0$. We define $j_0(0) = 0$, so (5.14) is true.

b) We assume that (5.14) is true for a given $p \geq 0$. Since

$$
\alpha_j^{p+1} - \alpha_{j-1}^{p+1} = (1 - \nu_p)(\alpha_j^p - \alpha_{j-1}^p) + \nu_p(\alpha_{j-1}^p - \alpha_{j-2}^p),
$$

we deduce that

$$
\begin{cases}
\forall j \leq j_0(p) & \alpha_j^{p+1} - \alpha_{j+1}^{p+1} \geq 0, \\
\forall j > j_0(p) + 2 & \alpha_j^{p+1} - \alpha_{j-1}^{p+1} \leq 0.
\end{cases}
$$

It remains to look at $j = j_0(p) + 1$:

$$
\begin{cases}
\text{If } \alpha_{j_0(p)+1}^{p+1} - \alpha_{j_0(p)}^{p+1} \geq 0, & \text{we define } j_0(p+1) = j_0(p) + 1, \\
\text{if } \alpha_{j_0(p)+1}^{p+1} - \alpha_{j_0(p)}^{p+1} < 0, & \text{we define } j_0(p+1) = j_0(p).
\end{cases}
$$

With this definition of $j_0(p+1)$ property (5.14) is true for $p+1$. This finishes the proof of the lemma.

Lemma 5.4. Considering $B^p$ given by (5.11), one has

$$
(5.15) \quad ||B^p|| \leq 2\alpha_{j_0(p)}^p K,
$$

where $K$ is the stability constant.

Since $B^p = \sum_j (\alpha_j^p - \alpha_{j-1}^p)T_j$, we get directly

$$
||B^p|| \leq K \sum_j |\alpha_j^p - \alpha_{j-1}^p| = K \sum_{j \leq j_0(p)} (\alpha_j^p - \alpha_{j-1}^p) - K \sum_{j > j_0(p)} (\alpha_j^p - \alpha_{j-1}^p),
$$

that is, $||B^p|| \leq 2\alpha_{j_0(p)}^p K$.

Lemma 5.5. There exists $C > 0$ such that

$$
(5.16) \quad \alpha_{j_0(p)}^p \leq \left( \frac{1}{C} \max_{\pm} \frac{1}{\sqrt{(1 - \nu \pm)(1 \mp \nu \pm)}} \right) \frac{1}{(p+1)^{\frac{3}{2}}},
$$

Substituting the complex number $e^{i\theta}$ in (5.12), we obtain another definition of $\alpha_{j_0(p)}^p$, that is,

$$
(5.17) \quad \alpha_{j_0(p)}^p = \frac{1}{2\pi} \int_0^{2\pi} f^p(\theta) e^{-ij_0(p)\theta} d\theta,
$$

where the function $f^p$ is defined by $f^p(\theta) = \prod_{j=0}^{p-1} ((1 - \nu_j) + \nu_j e^{i\theta})$. Equality (5.17) means that $\alpha_{j_0(p)}^p$ is the $j_0(p)$th Fourier coefficient of $f^p$. We have

$$
|\alpha_{j_0(p)}^p| \leq \frac{1}{2\pi} \int_0^{2\pi} \prod_{j=0}^{p-1} \left| (1 - \nu_j) + \nu_j e^{i\theta} \right| d\theta.
$$

Since

$$
\left| (1 - \nu_j) + \nu_j e^{i\theta} \right| = \sqrt{1 - 2\nu_j(1 - \nu_j)(1 - \cos \theta)} \leq \sqrt{1 - a \sin^2 \frac{\theta}{2}},
$$

where

$$
a = 4 \min \left( \nu^- (1 - \nu^-), \nu^+ (1 - \nu^+) \right) \leq 1,
$$
we get
\begin{equation}
|\alpha_{j,(p)}^p| \leq \frac{1}{2\pi} \int_0^{2\pi} (1 - a \sin^2 \frac{\theta}{2}) \frac{d\theta}{\sqrt{\pi}}.
\end{equation}

The singularity in this integral is at \( \theta = 0 \). We isolate it:
\begin{equation}
\int_0^{2\pi} (1 - a \sin^2 \frac{\theta}{2}) \frac{d\theta}{\sqrt{\pi}} = \frac{1}{2\pi} \int_0^{2\pi} \frac{d\theta}{\sqrt{\pi}} = \frac{1}{2}.
\end{equation}

We use the change of variable \( \varphi = p \sin^2 \theta, \sin \theta = \sqrt{\frac{\pi}{2}} \). Since \( \theta \in [0, \pi] \), we have
\[ d\theta = \frac{1}{2p \sin \theta \cos \theta} d\varphi \leq \frac{1}{2 \cos \frac{\pi}{2}} \int_0^{2\pi} (1 - a \sin^2 \frac{\theta}{2}) \frac{d\varphi}{\sqrt{\varphi}}. \]
So we obtain
\[ \int_0^{2\pi} (1 - a \sin^2 \frac{\theta}{2}) \frac{d\theta}{\sqrt{\pi}} = \frac{1}{2} \pi \int_0^{2\pi} (1 - a \sin^2 \frac{\theta}{2}) \frac{d\varphi}{\sqrt{\varphi}}. \]
Finally we note that the function
\[ g_p(\varphi) = \begin{cases} (1-a \varphi \frac{\pi}{2}) \varphi \sin \varphi, & \text{for } 0 \leq \varphi \leq \frac{\pi}{2}, \\ 0, & \text{in other cases,} \end{cases} \]
is uniformly bounded for all \( p \) and \( \varphi \geq 0 \) by an integrable function \( g_p(\varphi) \leq g(\varphi) \), where \( g \) is defined by
\[ g(\varphi) = \frac{e^{-2a\varphi}}{\sqrt{\varphi}} \]
So
\[ \int_0^{2\pi} g_p(\varphi) d\varphi = \int_0^{+\infty} g_p(\varphi) d\varphi \leq \int_0^{+\infty} g(\varphi) d\varphi = \frac{1}{\sqrt{a}} \int_0^{+\infty} e^{-2\varphi} d\varphi. \]
The interesting consequence is that
\[ \exists H > 0, \forall p, \int_0^{+\infty} g_p(\varphi) d\varphi \leq \frac{H}{\sqrt{a}}. \]
So we get that \( \exists I > 0 \) such that \( |\alpha_{j,(p)}^p| \leq \frac{I}{\sqrt{ap}}, \ p \geq 1, \) and
\[ \exists J > 0 \] such that \( |\alpha_{j,(p)}^p| \leq \frac{J}{\sqrt{ap(p+1)}}, \ \forall p \geq 0. \]
In conjunction with (5.18), this finishes the proof of the lemma. Finally, Theorem 5.2 is a consequence of (5.16) and (5.10).

**Corollary 5.6.** Let us consider an admissible perturbation \( s_h^n \) of the form (5.1). We assume that all hypotheses of Theorem 5.2 are true.

Then we have the property (4.4): there exists \( C > 0 \) such that \( \forall p, r, h \)
\begin{equation}
\| \prod_{j=0}^{p-1} ((1 - \nu_{j,T}^n) I + \nu_{j,T}^n T_h^n) s_h^n \| \leq \left( \max_{h,n} \frac{KC}{\sqrt{(1-\nu)^2}} \max \| z_h^n \| \right) \frac{1}{\sqrt{p+1}}.
\end{equation}

Moreover, \( \exists \hat{C} > 0 \) such that the solution of the model problem with variable time steps \( \Delta t_n \),
\begin{equation}
\begin{cases}
\frac{u_{h,n}^{n+1} - u_{h,n}^n}{\Delta t_n} = A_h u_{h,n}^n + s_h^n, \ n \geq 0, \\
u_{h,n}^0 = \Pi_h u_0,
\end{cases}
\end{equation}

satisfies
\[
\| u_h^n - \prod_{j=0}^{n-1} ((1 - \nu_h^{j, j}) I + \nu_h^{j, j} T_h \Pi_h u_0) \| 
\leq \left( \max_{j} \frac{K\hat{C}}{\sqrt{(1 - \nu^{j})\nu^{j}}} \max_{h,n} \| z_h^n \| \right) \sqrt{T \max_{j} \Delta t_j}.
\]
(5.23)

Here \( C \) and \( \hat{C} \) are two universal constants which do not depend on \( p, n, h, \nu^- \) and \( \nu^+ \). These estimates are true for \( 0 \leq n \Delta t \leq T \).

Inequality \( 5.21 \) is a direct consequence of Theorem 5.2.

We detail the rest of the proof only for \( \nu^- = \nu^+ = \nu \); the other case is straightforward. Using \( 4.3 \) and \( 5.21 \), we obtain
\[
\| u_h^n - (I + \Delta t A_h)^n \Pi_h u_0 \| \leq \Delta t \sum_{p=0}^{n-1} \frac{KC}{\sqrt{p+1}} \frac{1}{\sqrt[\nu]{1 - \nu}} \max_{h,n} \| z_h^n \|.
\]

Since
\[
\sum_{p=0}^{n-1} \frac{1}{\sqrt{p+1}} = 1 + \sum_{p=1}^{n-1} \frac{1}{\sqrt{p+1}} \leq 1 + \int_1^n \frac{dx}{\sqrt{x}} = 1 + \sqrt{n} - 1 = \frac{2}{n},
\]
this proves that
\[
\exists F > 0 \text{ such that } \sum_{p=0}^{n-1} \frac{1}{\sqrt{p+1}} \leq F\sqrt{n} \quad \forall n \geq 1.
\]

Then
\[
\| u_h^n - (I + \Delta t A_h)^n \Pi_h u_0 \| \leq (K\hat{C} \max_{h,n} \| z_h^n \|) \frac{1}{\sqrt[\nu]{1 - \nu}} \frac{\Delta t}{\sqrt{n}}
\leq (K\hat{C} \max_{h,n} \| z_h^n \|) \frac{1}{\sqrt[\nu]{1 - \nu}} \frac{T}{\Delta t} = \left( \frac{K\hat{C}}{\sqrt[\nu]{1 - \nu}} \max_{h,n} \| z_h^n \| \right) \sqrt{T\Delta t}
\]
for a suitable \( \hat{C} = CF \). This finishes the proof.

Always for \( \nu^- = \nu = \nu^+ \), a consequence of \( 5.23 \) is
\[
\| u_h^n - (I + \Delta t A_h)^n \Pi_h u_0 \| \leq \left( \frac{K\hat{C}}{\sqrt[\nu]{1 - \nu}} \max_{h,n} \| z_h^n \| \right) \sqrt{T\Delta t(h)}.
\]

Since the right hand side of this inequality is uniformly bounded for \( \Delta t \to 0 \), it gives a similar estimate for the continuous-in-time scheme. This means that the lower bound \( \nu^- \leq \frac{\Delta t}{\tau(h)} \) is not restrictive.

6. Implicit scheme

The next two sections are devoted to showing that the framework developed above is non-empty, and that new results are obtained.

In this section we deal with implicit schemes and prove that, under reasonable assumptions, the difference between the solution of the explicit scheme and the
solution of the implicit scheme tends to 0, when \( h \to 0 \). Let us consider a solution \( u_h^n \) of the first order implicit scheme

\[
\begin{cases}
\frac{u_h^{n+1} - u_h^n}{\Delta t} = A_h u_h^{n+1}, & n \geq 0, \\
u_h^0 = \Pi_h u_0.
\end{cases}
\]

The current iteration is

\[
(I - \Delta t A_h) u_h^{n+1} = u_h^n.
\]

We assume that (6.2) is unconditionally stable, in the sense that \( \forall \Delta t > 0 \), the matrix \( I - \Delta t A_h \) is non-singular and

\[
(6.4) \quad \forall \Delta t > 0, \forall h, \forall p \geq 0, \| (I - \Delta t A_h)^{-p} \| \leq K,
\]

where \( K \) is the stability constant (2.2), (3.1). We rewrite (6.3) as

\[
\frac{u_h^{n+1} - u_h^n}{\Delta t} = A_h u_h^n + \frac{(\tau(h) A_h) (u_h^{n+1} - u_h^n)}{\tau(h)}.
\]

This means that the implicit scheme may be considered as an explicit scheme plus a perturbation which is admissible (in the sense of Definition 5.1) provided we prove that \( \frac{u_h^{n+1} - u_h^n}{\tau(h)} \) is uniformly bounded. Nevertheless, implicit schemes are used mostly with large time steps like \( \Delta t > \frac{\tau(h)}{2} \), so we cannot apply Corollary 5.6 directly to (6.5).

Let us consider a smaller time step

\[
\Delta t = \frac{\Delta t}{d}, \quad d \in \mathbb{N}^*, \quad \text{with} \quad \frac{\Delta t}{\tau(h)} \in [0, 1],
\]

and the linear interpolant \( \bar{u}_h^{n,k}, k = 0, 1, ..., d, \)

\[
\bar{u}_h^{n,k} = u_h^n + \frac{k}{d} (u_h^{n+1} - u_h^n), \quad u_h^{n+1,0} = \bar{u}_h^{n,d}.
\]

For the sake of simplicity we assume that \( d \) is a constant. In other words, \( d \) does not depend on the mesh size \( h \).

For \( 0 \leq k \leq d - 1 \), this linear interpolant is a solution of

\[
\frac{\bar{u}_h^{n+1,k} - \bar{u}_h^{n,k}}{\Delta t} = \frac{u_h^{n+1} - u_h^n}{d\Delta t} = A_h u_h^{n+1} = A_h \bar{u}_h^{n,k} + s_h^{n,k}
\]

with

\[
s_h^{n,k} = A_h (u_h^{n+1} - \bar{u}_h^{n,k}) = (\tau(h) A_h) \left( 1 - \frac{k}{d} \frac{u_h^{n+1} - u_h^n}{\tau(h)} \right).
\]

It remains to obtain some bounds for \( \frac{u_h^{n+1} - u_h^n}{\tau(h)} \). We define

\[
ev_h^n = \frac{u_h^{n+1} - u_h^n}{\Delta t}
\]

\footnote{Generalization of the discussion to the Crank-Nicholson second order implicit scheme (6.1) is straightforward:}

\[
\begin{cases}
\frac{u_h^{n+1} - u_h^n}{\Delta t} = A_h u_h^{n+1} + \bar{u}_h^{n,k}, & n \geq 0, \\
u_h^0 = \Pi_h u_0.
\end{cases}
\]
and note that \( v^n_h \) is the solution of the implicit scheme

\[
\begin{align*}
\frac{v^{n+1}_h - v^n_h}{\Delta t} &= A_h v^{n+1}_h, & n \geq 0, \\
\frac{v^n_h - A_h u_0}{\Delta t} &= A_h v^1_h.
\end{align*}
\]

A consequence of the stability estimate for the implicit scheme is

\[
\| \frac{u^{n+1}_h - u^n_h}{\Delta t} \| = \| v^n_h \| \leq K \| A_h \Pi_h u_0 \|, \quad \forall n \geq 0.
\]

and

\[
\| \frac{u^{n+1}_h - u^n_h}{t \tau(h)} \| \leq \frac{\Delta t}{\Delta t \tau(h)} K \| A_h \Pi_h u_0 \| \leq dK \| A_h \Pi_h u_0 \|.
\]

Under reasonable assumptions, this last term \( \| A_h \Pi_h u_0 \| \) is uniformly bounded for many initial data \( u^0_0 = \Pi_h u_0 \), when \( u_0 \in D(A) \).

So (6.7) enters in the formalism covered by Corollary 5.6. As a consequence we get

**Theorem 6.1.** Under all the above hypotheses (6.3), (6.6) about the implicit scheme (6.2), there exists a constant \( C = C(d, \frac{\Delta t}{\tau(h)}) > 0 \) such that

\[
(6.10) \quad \| u^n_h - (I + \Delta t A_h)^{dn} \Pi_h u_0 \| \leq (KC \| A_h \Pi_h u_0 \|) \sqrt{\Delta t}, \quad 0 \leq n \Delta t \leq T.
\]

This result means that the solution of the implicit scheme is asymptotically equal to the solution of the explicit scheme with a smaller time step. Under the hypotheses of the theorem, proving convergence of the explicit scheme is equivalent to proving convergence of the implicit scheme.

## 7. TVD schemes in 1D

Let us now consider linear advection in 1D,

\[
\begin{align*}
\partial_t u &= -a \partial_x u, & a > 0, \\
u(0, x) &= u_0(x).
\end{align*}
\]

The solution is

\( u(t, x) = u_0(x - at) \).

We would like to discuss the convergence of TVD schemes for the numerical solution of this problem. The space is \( V = L^1(\mathbb{R}) \); we assume that \( u_0 \in L^1(\mathbb{R}) \cap BV(\mathbb{R}) \).

Let \( h > 0 \) be the mesh size and \( \Delta t > 0 \) the time step. The general form of such a TVD scheme is

\[
(7.2) \quad \frac{u^{n+1}_j - u^n_j}{\Delta t} + a \frac{u^n_{j+\frac{1}{2}} - u^n_{j-\frac{1}{2}}}{h} = 0,
\]

with the initial data given by

\[
(7.3) \quad u^0_j = \frac{1}{h} \int_{jh}^{(j+1)h} u_0(x) dx.
\]

We refer to [26], [20] and the references given therein for an introduction to TVD schemes. It is well known in the theory of TVD schemes that interesting values
for the numerical flux are (we give the common name of the limiter and drop the superscript $n$)

\[(7.4) \begin{cases} 
\text{upwind,} & u_{j+\frac{1}{2}} = u_j, \\
\text{minmod,} & u_{j+\frac{1}{2}} = u_j + \frac{1}{2}(1-\nu)\minmod(1,r_{j+\frac{1}{2}})(u_{j+1} - u_j), \\
\text{superbee,} & u_{j+\frac{1}{2}} = u_j + \frac{1}{2}(1-\nu)\max\left(0,\min(1,2r_{j+\frac{1}{2}}),\min(2,r_{j+\frac{1}{2}})\right)(u_{j+1} - u_j), \\
\text{ultrabee,} & u_{j+\frac{1}{2}} = u_j + (1-\nu)\minmod\left(\frac{r_{j+\frac{1}{2}}}{1-\nu}, \frac{-r_{j+\frac{1}{2}}}{1-\nu}\right)(u_{j+1} - u_j).
\end{cases}\]

Here $r_{j+\frac{1}{2}} = \frac{u_{j+1} - u_j}{u_{j+1} - u_{j-1}}$ and $\nu = a\Delta t/h$. The minmod function is defined by

\[\begin{cases} 
\text{if } ab \leq 0, & \minmod(a,b) = 0, \\
\text{if } ab > 0 \text{ and } a > 0, & \minmod(a,b) = \min(a,b), \\
\text{if } ab > 0 \text{ and } a < 0, & \minmod(a,b) = \max(a,b).
\end{cases}\]

A common property of all these schemes is the TVD property [20], [26], which we recall now.

**Lemma 7.1.** Assume the CFL inequality

\[a \frac{\Delta t}{h} \leq 1,\]

that is, $\tau(h) = \frac{h}{a}$. Then:

a) The linear upwind scheme (i.e., (7.2) with the upwind flux) is $L^1$ stable:

\[(7.5) \quad h \sum_j |u_j^{n+1}| \leq h \sum_j |u_j^n| \quad (i.e., K = 1).\]

b) The solution of the scheme (7.2) with a non-linear TVD flux (examples are given in (7.3)) satisfies the TVD inequality

\[(7.6) \quad \sum_j |u_j^{n+1} - u_j^{n+1}| \leq \sum_j |u_j^n - u_j^n|.\]

Many other limiters are used in the literature. We note that all of these numerical fluxes are defined as the upwind scheme plus a correction. This correction is non-linear, and corresponds to a limited evaluation of $\frac{1}{2}(u_{j+1} - u_j)$ for second order fluxes; this is the case for the minmod and superbee limiter formulas, and also for the van Leer limiter formula [20], [26]. The correction is a limited evaluation of $(u_{j+1} - u_j)$ for the ultrabee scheme, which is only first order (see [14] for a discussion of the optimality of the capture of discontinuous profiles).

We only mention that the numerical solution of all these schemes converges in $L^1([0,T] \times \mathbb{R})$ to the exact solution, based on the TVD property. Concerning convergence and rate of convergence in $L^1(\mathbb{R})$, simple proofs are available for monotone schemes—unfortunately only the upwind scheme is monotone. Convergence and rate of convergence of the minmod, superbee and van Leer limiters are reached using the theory of [17], [4]; we remark that these proves are very technical and never use the linearity of the equation.

As for us, we note that all these TVD schemes may be rewritten as

\[(7.7) \quad \frac{u_j^{n+1} - u_j^n}{\Delta t} = -a \frac{u_j^n - u_{j-1}^n}{h} - a \frac{s_j^n - s_{j-1}^n}{h},\]
where \( s^n_j \) is the non-linear correction
\[
s^n_j = u^n_{j+\frac{1}{2}} - u^n_j.
\]

**Lemma 7.2.** All TVD schemes defined in (7.4) satisfy
\[
\sum_j |s^n_j| \leq 2(1 - a \Delta t / h) \sum_j |u^n_j - u^n_{j-1}|.
\]

Due to the definition (7.4), we note that the upwind, minmod and superbee limiters satisfy
\[
|s^n_j| \leq (1 - \nu)|u^n_{j+1} - u^n_j|,
\]
which proves (7.8). A little algebra is needed for the ultrabbee limiter, rewritten as
\[
(s^n_j)^{ub} = \min\{u_{j+1} - u_j, \left(\frac{1}{\nu} - 1\right)(u_j - u_{j-1})\}.
\]

Let us assume that \( \nu \geq \frac{1}{2} \). Then
\[
|(s^n_j)^{ub}| \leq (1 - \nu)|u_j - u_{j-1}| \leq 2(1 - \nu)|u_j - u_{j-1}|.
\]
On the contrary if we assume that \( \nu < \frac{1}{2} \), then we use
\[
|(s^n_j)^{ub}| \leq |(u_{j+1} - u_j) \leq 2(1 - \nu)|(u_{j+1} - u_j|
\]
In both cases we get (7.8). This ends the proof of the lemma.

Let us define
\[
V_h = \{ u \in L^1(\mathbb{R}) : u(x) \text{ is constant for } x \in ]jh, (j+1)h[ \},
\]
and
\[
u^n_j(x) = u^n_j \quad \forall x \in ]jh, (j+1)h[.
\]
One has
\[
\begin{align*}
\{ u^n_j = (u^n_j) \in V_h, \\
(A_h u)_j = -a \frac{u^n_{j+1} - u^n_j}{\Delta t}, \quad \forall u \in V_h,
\}
\end{align*}
\]
(7.10)
\[
\begin{align*}
z^n_h = (z^n_{h,j}) = (a \frac{u^n_{j+1}}{\Delta t}) \in V_h.
\end{align*}
\]

Due to (7.8) we note that
\[
||z^n_h||_{L^1(\mathbb{R})} = h \sum_j |z^n_{h,j}| \leq 2a(1 - a \Delta t / h) \sum_j |u^0_j - u^0_{j-1}|.
\]

Now we assume that \( u_0 \in L^1(\mathbb{R}) \cap BV(\mathbb{R}) \). In this case it is well known that the total variation of the discrete profile \( u^0 \) is bounded by the total variation of \( u_0 \):
\[
\sum_j |u^0_j - u^0_{j-1}| \leq TV(u_0).
\]
(7.12)

For a differentiable \( u_0 \), one has
\[
TV(u_0) = \int_{\mathbb{R}} |\partial_x u_0(x)| dx.
\]
If \( u_0 \) is not differentiable, the total variation is defined as
\[
TV(u_0) = \max_{\varphi \in C^1(\mathbb{R}), \sup |\varphi(x)| \leq 1} \int_{\mathbb{R}} (-\varphi'(x)u_0(x)) dx.
\]
What is important here is that $z^n_h$ is bounded in $L^1(\mathbb{R})$ independently of the mesh size $h$,

$$\|z^n_h\|_{L^1(\mathbb{R})} \leq 2a(1 - a\frac{\Delta t}{h})TV(u_0).$$

So (7.12) may be rewritten as

$$\left\{ \begin{array}{l}
\frac{u^{n+1}_h - u^n_h}{\Delta t} = A_h u^n_h + (\tau(h) A_h) z^n_h, \quad n \geq 0,

u^0_h = \Pi_h u_0,
\end{array} \right.$$  

(7.14)

where $\Pi_h$ is the constant mass approximation (7.3).

We obtain a first result

**Lemma 7.3.** Assume the CFL condition

$$a \frac{\Delta t}{h} < 1,$$

(7.15)

and $u_0 \in L^1(\mathbb{R}) \cap BV(\mathbb{R})$. Then $\exists C > 0$ such that for all TVD schemes considered above we have

$$\|u^n_h - (I + \Delta t A_h)^n\Pi_h u_0\| \leq (C TV(u_0)) \sqrt{a(1 - a\frac{\Delta t}{h})T} h.$$

(7.16)

This is true $\forall h$ and $\forall n$, $0 \leq n \Delta t \leq T$.

The proof is a direct consequence of Corollary 5.6 in the case $\nu^- = \nu^+ = \frac{\Delta t}{\tau(h)}$.

The convergence of the upwind scheme may also be proved using our formalism. Let us define the projection of the exact solution

$$v^n_h = \Pi_h u(n \Delta t, \cdot) = \left( \frac{1}{h} \int_{jh}^{(j+1)h} u(n \Delta t, x) dx \right).$$

(7.17)

This vector is the solution of

$$\left\{ \begin{array}{l}
\frac{v^{n+1}_h - v^n_h}{\Delta t} = A_h v^n_h + \tilde{Q}^n_h, \quad n \geq 0,

v^0_h = \Pi_h u_0,
\end{array} \right.$$  

(7.18)

where

$$\left( \tilde{Q}^n_h \right)_j = \frac{1}{\Delta t h} \int_{jh}^{(j+1)h} (u((n + 1) \Delta t, x) - u(n \Delta t, x)) dx$$

$$+ \frac{a}{h^2} \left( \int_{jh}^{(j+1)h} u(n \Delta t, x) dx - \int_{(j-1)h}^{jh} u(n \Delta t, x) dx \right).$$

(7.19)

Since

$$\int_{jh}^{(j+1)h} (u((n + 1) \Delta t, x) - u(n \Delta t, x)) dx = \int_{n \Delta t}^{(n+1)\Delta t} \int_{jh}^{(j+1)h} \partial_x u(s, x) ds dx$$

$$= -a \int_{n \Delta t}^{(n+1)\Delta t} \int_{jh}^{(j+1)h} \partial_x u(s, x) ds dx$$

$$= -a \int_{n \Delta t}^{(n+1)\Delta t} (u(s, (j+1)h) - u(s, jh)) ds,$$
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we have that
\[
(\tilde{Q}_h^n)_j = \frac{a}{h} \left[ \left( \frac{1}{h} \int_{(j-1)h}^{(j+1)h} u(n\Delta t, x) \, dx - \frac{1}{\Delta t} \int_{n\Delta t}^{(n+1)\Delta t} u(s, (j+1)h) \, ds \right) \right.
- \left. \left( \frac{1}{h} \int_{jh}^{(j+1)h} u(n\Delta t, x) \, dx - \frac{1}{\Delta t} \int_{n\Delta t}^{(n+1)\Delta t} u(s, jh) \, ds \right) \right],
\]
that is, \( \tilde{Q}_h^n = (\tau(h)A_h)\tilde{z}_h^n \) with
\[
(\tilde{z}_h^n)_j = \frac{1}{\tau(h)} \left[ \frac{1}{h} \int_{jh}^{(j+1)h} u(n\Delta t, x) \, dx - \frac{1}{\Delta t} \int_{n\Delta t}^{(n+1)\Delta t} u(s, (j+1)h) \, ds \right].
\]

Note that \( \tilde{z}_h^n \in V_h \) is uniformly bounded in \( L^1 \):
\[
\|\tilde{z}_h^n\| = h \sum_j |(\tilde{z}_h^n)_j| \leq 2a(1 - a\frac{\Delta t}{h})TV(u) = 2a(1 - a\frac{\Delta t}{h})TV(u_0).
\]

Next we define the error \( e_h^n = v_h^n - u_h^n \). This error is the solution of
\[
\begin{cases}
\frac{a^{n+1} - e_h^n}{\Delta t} = A_h e_h^n + (\tau(h)A_h)\tilde{z}_h^n, \quad n \geq 0, \\
e_h^0 = 0.
\end{cases}
\]
So we apply Corollary 5.6 to (7.22) and obtain
Theorem 7.4. Assume the CFL condition
\begin{equation}
(7.23) \quad a \frac{\Delta t}{h} < 1,
\end{equation}
and \(u_0 \in L^1(\mathbb{R}) \cap BV(\mathbb{R})\). Then \(\exists C > 0\) such that for all TVD schemes considered above we have
\begin{equation}
(7.24) \quad \|u_n^h - \Pi_h u(n \Delta t)\| \leq (C TV(u_0)) \sqrt{a(1 - a \frac{\Delta t}{h}) Th}.
\end{equation}
This is true \(\forall h\) and \(\forall n, 0 \leq n \Delta t \leq T\).

Since (7.24) is true for the upwind scheme due to Corollary 5.6 we see that, and since we have Lemma 7.3, it follows that (7.24) is true for all TVD schemes. Note that (7.24) is accurate, in the sense that asymptotic regimes are correctly described. If \(a \rightarrow 0^+\) (no advection), we indeed find a zero error. If \(1 - a \frac{\Delta t}{h} \rightarrow 0^+\), we find a zero error compatible with the fact that the scheme is exact for \(1 - a \frac{\Delta t}{h} = 0\).

8. Linear advection by finite volume method

The rest of this paper is devoted to the study of linear advection in 2D:
\begin{equation}
(8.1) \quad \begin{cases}
\partial_t u + \vec{a} \nabla u = 0, & (t, x) \in [0, T] \times \Omega, \\
u(t = 0, x) = u_0(x), & x \in \Omega = [0, 1] \times [0, 1].
\end{cases}
\end{equation}

For the sake of simplicity we assume that \(\vec{a} \in \mathbb{R}^2, \vec{a} \neq 0\), is constant, and supplement (8.1) with periodic boundary conditions
\begin{equation}
(8.2) \quad \begin{cases}
u(t, 0, x_2) = \nu(t, 1, x_2), & (t, x_2) \in [0, T] \times [0, 1], \\
u(t, x_1, 0) = \nu(t, x_1, 1), & (t, x_1) \in [0, T] \times [0, 1].
\end{cases}
\end{equation}

Let \((\Omega_j)_{j \in J}\) be a finite triangular mesh of \(\Omega\):
\begin{equation}
(8.3) \quad \begin{cases}
\Omega_j \cap \Omega_k = \emptyset, & \forall j, k, \ j \neq k, \\
\bigcup_{j \in J} \Omega_j = \overline{\Omega} = \Omega.
\end{cases}
\end{equation}

Two cells are neighboring cells if and only if they have an edge in common (taking periodic boundary conditions into account). Each cell has 3 neighbors: \(I(j)\) is the set of indices of the neighbors of the cell \(j\). The outgoing normal from \(\Omega_j\) on the edge \(\overline{\Omega_j} \cap \overline{\Omega_k}\) is denoted as \(\vec{n}_{jk}\). Of course the outgoing normal from \(\Omega_j\) is the opposite of the outgoing normal from \(\Omega_k\) for \(k \in I(j)\).
\begin{equation}
(8.4) \quad \vec{n}_{jk} + \vec{n}_{kj} = 0.
\end{equation}

We introduce some very natural notation:
\begin{equation}
(8.5) \quad \begin{cases}
l_{jk} = l_{kj} = \mathbb{R}\text{-Lebesgue measure of } \overline{\Omega_j} \cap \overline{\Omega_k}, & \text{a length,} \\
s_j = \mathbb{R}^2\text{-Lebesgue measure of } \Omega_j, & \text{a surface.}
\end{cases}
\end{equation}

We also define
\begin{equation}
(8.6) \quad \begin{cases}
I^+(j) = \{k \in I(j); (\vec{a}, \vec{n}_{jk}) > 0\}, \\
I^0(j) = \{k \in I(j); (\vec{a}, \vec{n}_{jk}) = 0\}, \\
I^-(j) = \{k \in I(j); (\vec{a}, \vec{n}_{jk}) < 0\}.
\end{cases}
\end{equation}

and
\begin{equation}
(8.7) \quad m_{jk} = m_{kj} = l_{jk} |(\vec{a}, \vec{n}_{jk})|.
\end{equation}

Here \((\cdot, \cdot)\) denotes the standard scalar product. \(I^+(j)\) (resp. \(I^-(j)\)) is the set of outgoing (resp. incoming) cells from \(\Omega_j\). An example is given in Figure 11. With all
these notations the finite volume upwind scheme is defined as

\begin{equation}
    s_j \frac{u_j^{n+1} - u_j^n}{\Delta t} + \sum_{k \in I^+(j)} m_{jk} u_j^n - \sum_{k \in I^-(j)} m_{jk} u_k^n = 0, \quad \forall j \in J,
\end{equation}

with the constant mass initial approximation

\begin{equation}
    u_j^0 = \frac{1}{s_j} \int_{\Omega_j} u(0, x) dx.
\end{equation}

\(m_{jk} u_j^n\) is the flux value integrated along the edge \(\overline{\Omega_j} \cap \overline{\Omega_k}\), \(k \in I^+(j)\).

The following formula will play an important role in the analysis. The proof is left to the reader.

**Lemma 8.1.** One has the equality

\begin{equation}
    \sum_{k \in I^+(j)} m_{jk} = \sum_{k \in I^-(j)} m_{jk}, \quad \forall j.
\end{equation}

Using this formula, we rewrite (8.8) as

\[
    u_j^{n+1} = \left(1 - \frac{\Delta t}{s_j} \sum_{k \in I^-(j)} m_{jk}\right) u_j^n + \frac{\Delta t}{s_j} \sum_{k \in I^-(j)} m_{jk} u_k^n.
\]

Provided the CFL condition is satisfied, i.e.,

\begin{equation}
    \frac{\Delta t}{s_j} \sum_{k \in I^-(j)} m_{jk} \leq 1,
\end{equation}

\(u_j^{n+1}\) is a convex combination of \(u_j^n\). As a consequence we get

**Lemma 8.2.** Assume (8.11). Consider the solution of (8.8). Then

\begin{equation}
    \left(\sum_j s_j |u_j^{n+1}|^\alpha\right)^{\frac{1}{\alpha}} \leq \left(\sum_j s_j |u_j^n|^\alpha\right)^{\frac{1}{\alpha}}, \quad \forall \alpha, \ 1 \leq \alpha < +\infty,
\end{equation}

and
\[(8.13) \quad \max_j |u_j^{n+1}| \leq \max_j |u_j^n|.
\]

Now we reformulate (8.8)-(8.9) using the abstract formalism. Let \( h \) be a characteristic length of the triangular mesh, which is assumed to be uniformly regular, that is,
\[(8.14) \quad c_0 h \leq l_{jk} \leq c_1 h, \quad \forall j, k,
\]  
or equivalently
\[(8.15) \quad c_2 h^2 \leq s_j \leq c_3 h^2, \quad \forall j.
\]  
It implies (a proof is given in [15])
\[(8.16) \quad c_4 h \leq \tau(h) \leq c_5 h.
\]
As a consequence we get
\[\text{Lemma 8.3. The maximal time step}
\]
\[\tau(h) = \max_j \frac{s_j}{\sum_{k \in I^{-}(j)} m_{jk}}
\]
\[\text{is such that}
\]
\[(8.17) \quad 0 < \nu^- \leq \frac{\Delta t}{\tau(h)} \leq \nu^+ < 1, \quad \forall h.
\]
In order to simplify the discussion, we assume for the rest of this paper that the CFL condition is bounded away from 0 and 1: The reason is that we desire to use the estimate (5.21) of Corollary 5.6, which is singular at \( \nu = 0 \) and \( \nu = 1 \). So we assume that there exist \( \nu^- \) and \( \nu^+ \) such that
\[(8.18) \quad \frac{\Delta t}{c_1 h} \leq \nu^- \leq \nu^+ < 1, \quad \forall h.
\]
With this notation, the upwind finite volume scheme is equivalent to (2.4). Note that the stability inequality may be rewritten as

\[(8.19) \quad \| (I + \Delta t A_h)^n \|_\alpha \leq 1, \ \forall n \text{ provided } (8.11) \quad (\text{i.e., } K_\alpha = K = 1).\]

In order to study the convergence we define the approximation \(v^n_h\) of the exact solution:

\[v^n_h = \Pi_h u(n\Delta t).\]

This vector is a solution of the system

\[(8.20) \quad \begin{cases} \frac{v^{n+1}_h - v^n_h}{\Delta t} = A_h v^n_h + s^n_h, \ n \geq 0, \\ v^0_h = \Pi_h u_0. \end{cases}\]

The perturbation \(s^n_h\) is given by

\[ (s^n_h)_j = \left( \frac{v^{n+1}_h - v^n_h}{\Delta t} - A_h v^n_h \right)_j \]

\[ = \frac{1}{s_j} \left( \int_{\Omega_j} u((n+1)\Delta t) - u(n\Delta t) \right) + \sum_{k \in I^+(j)} m_{jk}(v^n_h)_j - \sum_{k \in I^-(j)} m_{jk}(v^n_h)_k \]

\[ = \frac{1}{s_j} \left( \int_{\Omega_j} \int_{n\Delta t}^{(n+1)\Delta t} \partial_t u(s) ds + \sum_{k \in I^+(j)} m_{jk}(v^n_h)_j - \sum_{k \in I^-(j)} m_{jk}(v^n_h)_k \right) \]

\[ = \frac{1}{s_j} \left( - \int_{\Omega_j} \int_{n\Delta t}^{(n+1)\Delta t} a \nabla u(s) ds + \sum_{k \in I^+(j)} m_{jk}(v^n_h)_j - \sum_{k \in I^-(j)} m_{jk}(v^n_h)_k \right). \]

Finally, after integration by parts,

\[(8.21) \quad (s^n_h)_j = \frac{1}{s_j} \left( \sum_{k \in I^+(j)} m_{jk}(v^n_h)_j - u^n_{h,j,k} - \sum_{k \in I^-(j)} m_{jk}(v^n_h)_k - u^n_{h,j,k} \right), \]

where \(u^n_{h,j,k}\) stands for the time-and-edge average of the solution:

\[ u^n_{h,j,k} = \frac{1}{\Delta t} \int_{n\Delta t}^{(n+1)\Delta t} \int_{x \in \partial \Omega_j \cap \partial k} u(s,x) ds d\sigma. \]

\(s^n_h\) given in (8.21) is a function of the difference between the cell average and the edge-time average \((v^n_h)_j - u^n_{h,j,k}\): \(s^n_h\) is like a bounded operator

\[ \frac{\tau(h)}{s_j} \left( \sum_{k \in I^+(j)} m_{jk}(... \right) - \sum_{k \in I^-(j)} m_{jk}(...) \right) \]

applied to some bounded quantity (terms like \(\frac{(v^n_h)_j - u^n_{h,j,k}}{\tau(h)}\)). So these \(s^n_h\) are \(O(1)\).

In general (that is, for an arbitrary mesh), there is no chance for this term to be \(O(h)\), even for a very smooth solution \(u\). This is precisely the lack of consistency problem that we are addressing in this paper. We rewrite this as

\[(8.22) \quad (s^n_h)_j = \frac{\tau(h)}{s_j} \left( \sum_{k \in I^+(j)} m_{jk} z^n_{h,j,k} - \sum_{k \in I^-(j)} m_{jk} z^n_{h,j,k} \right), \]
where

\begin{equation}
\label{8.23}
z_{n,h,jk} = \frac{(v^n_h)_j - u^n_{h,jk}}{\tau(h)}.
\end{equation}

However, a difficulty occurs in dimension greater than 1. For a given \( h \) and a given \( n \), \( z^n_{h,jk} = (z^n_{h,jk}) \) lives in a space which has the dimension of the number of edges, greater than the number of cells. In a 2D periodic domain with a triangular mesh, the number of edges is \( \frac{3}{2}N \), where \( N \) is the number of cells. So there is no chance for \( z^n_{h} \) to belong to \( V^\alpha_h \), \( z^n_{h} \not\in V^\alpha_h \). Note that in dimension 1, the number of edges is equal to the number of cells; this is why it is possible to apply the abstract formalism directly only in dimension 1 (as it is done in section 7). In summary, one has

Lemma 8.4. \textit{The truncation error} \( \delta_1 \) \textit{of the 2D advection equation is, in general, not admissible in the sense of Definition 5.1} \( \delta_1 \not\in \tau(h)A_hz_h \).

This is the classical dimensional obstruction to a simple proof of convergence for finite volume schemes. It means that the proof in dimension 1 needs to be adapted. Let us define

\[ W^\alpha_h = \{ z = (z_{h,jk}); z_{h,jk} \text{ is constant in } \partial\Omega_j \cap \partial\Omega_k \forall j,k \}. \]

The norm in \( W^\alpha_h \) is

\[ ||z||_\alpha = \left( \sum_{jk} (\tau(h)m_{jk}|z_{h,jk}|^\alpha) \right)^{\frac{1}{\alpha}} \forall z \in W^\alpha_h, \ 1 \leq \alpha < +\infty, \]

and

\[ ||z||_{\infty} = \max_{jk} |z_{h,jk}|. \]

Note that the coefficient \( \tau(h)m_{jk} = \tau(h)l_{jk}|(\vec{\alpha},\vec{\beta}_{jk})| \) is homogeneous to a surface, \( \tau(h)m_{jk} \approx s_j \). The norm in \( W^\alpha_h \) is very similar to the norm in \( V^\alpha_h \). It is the reason why we use the same notation \( ||.||_\alpha \) for the norm in \( V^\alpha \) and that in \( W^\alpha_h \).

Lemma 8.5. \textit{Let } \alpha \in [1, +\infty]. \textit{Assume that } u_0 \in W^{1,\alpha}_{\text{per}}(\Omega) \textit{ (so } u(t) = u_0(x - \alpha t) \in W^{1,\alpha}_{\text{per}}(\Omega), \forall t \textit{). Then } z^n_{h} = (z^n_{h,jk}) \in W^\alpha_h, \textit{ and } \exists C > 0 \textit{ such that}

\begin{equation}
\label{8.24}
||z^n_h||_\alpha \leq C||\nabla u_0||_{L^\alpha(\Omega)}, \ \forall h, n, \ \forall \alpha \in [1, +\infty[.
\end{equation}

Assume that \( u_0 \in L^1(\Omega) \cap BV_{\text{per}}(\Omega) \) (so \( u(t) = u_0(x - \alpha t) \in L^1(\Omega) \cap BV_{\text{per}}(\Omega), \forall t \)). Then \( z^n_h \in W^\alpha_h, \textit{ and } \exists C > 0 \textit{ such that}

\begin{equation}
\label{8.25}
||z^n_h||_1 \leq C||u_0||_{BV_{\text{per}}(\Omega)}, \ \forall h, n.
\end{equation}

The constant \( C \) is the same for all \( \alpha \in [1, +\infty]. \) Such a result is completely standard, so we skip its proof. See [15], where a very similar property is proved. We refer to [8], [15] for an introduction to the functional spaces \( W^{1,\alpha}(\Omega) \) and \( L^1(\Omega) \cap BV(\Omega) \): \( W^{1,\alpha}_{\text{per}}(\Omega) \subset W^{1,\alpha}(\Omega) \) and \( L^1(\Omega) \cap BV_{\text{per}}(\Omega) \subset L^1(\Omega) \cap BV(\Omega) \) are the restriction to periodic profiles of these spaces; we leave to the reader the straightforward generalization to other boundary conditions, such as incoming Dirichlet conditions.
9. Convergence via duality estimates

The previous section has shown us that the truncation error is not admissible in 2D, since its structure is not exactly what we have assumed in the general study. So we need another argument to be able to extend the class of perturbations considered in Definition 5.1. Duality is an appropriate tool for this task. The idea, very classical, is to apply the general argument, but for test functions.

The discrete duality product is
\[
\langle v_h, w_h \rangle = \sum_j s_j v_{h,j} w_{h,j}, \quad \forall v_h \in V_h^\alpha \text{ and } \forall w_h \in V_h^\beta, \quad \frac{1}{\alpha} + \frac{1}{\beta} = 1.
\]

The duality product between \( z_h \in W_h^\alpha \) and \( w_h \in W_h^\beta \) is
\[
\langle z_h, w_h \rangle = \sum_{j,k} (\tau(h) m_{j,k}) z_{h,j,k} w_{h,k}, \quad \frac{1}{\alpha} + \frac{1}{\beta} = 1.
\]

The Hölder inequality \([1]\) implies that
\[
||v_h||_\alpha = \max_{w_h \in V_h^\alpha, ||w_h||_\beta = 1} \langle v_h, w_h \rangle, \quad \forall v_h \in V_h^\alpha.
\]

We define the error
\[
(9.1) \quad e_h^n = v_h^n - u_h^n.
\]

**Lemma 9.1.** The error is bounded by
\[
(9.2) \quad ||e_h^n||_\alpha \leq \Delta t \sum_{p=0}^{n-1} ||(I + \Delta t A_h)^{n-1-p} s_h^p||_\alpha.
\]

Each term in the sum is
\[
(9.3) \quad ||(I + \Delta t A_h)^q s_h^p||_\alpha = \max_{\|w_h\|_\beta = 1} \left( \sum_{j<k} \sum_{t=(j)} (\tau(h) m_{j,k}) z_{h,j,k}^n (w_{h,j}^q - w_{h,k}^q) \right),
\]

where the test function is \((q = n - 1 - p)\)
\[
(9.4) \quad w_h^q = (I + \Delta t A_h^q) w_h.
\]

Since
\[
(9.5) \quad e_h^n = \Delta t \sum_{p=0}^{n-1} (I + \Delta t A_h)^{n-1-p} s_h^p,
\]
then the error is of course bounded by
\[
(9.6) \quad ||e_h^n||_\alpha \leq \Delta t \sum_{p=0}^{n-1} ||(I + \Delta t A_h)^{n-1-p} s_h^p||_\alpha,
\]

where
\[
||(I + \Delta t A_h)^q s_h^p||_\alpha = \max_{w_h \in V_h^\alpha, ||w_h||_\beta = 1} \langle w_h, (I + \Delta t A_h)^q s_h^p \rangle = \max_{w_h \in V_h^\alpha, ||w_h||_\beta = 1} \langle w_h^q, s_h^p \rangle.
\]

Here
\[
w_h^q = (I + \Delta t A_h^q) w_h, \quad \forall w_h \in W_h^\beta.
\]
where $A_h^*$ is the adjoint of $A_h$, defined by

$$
(9.7) \quad \begin{cases} 
A_h^* : V_h \to V_h; \\
(A_h u)_j = -\sum_{k \in I^-(j)} m_{jk} u_j + \sum_{k \in I^+(j)} m_{jk} u_k.
\end{cases}
$$

A direct calculation gives ($s_n^h$ is given in (8.22))

$$
(9.8) \quad \langle w_h^q, s_n^h \rangle = \sum_j s_j w_{h,j} \tau(h) \left( \sum_{k \in I^+(j)} m_{jk} z_n^{h,j,k} - \sum_{k \in I^-(j)} m_{jk} z_n^{h,k,j} \right),
$$

where $z_n^h$ is given in (8.23),

and

$$
(9.9) \quad \langle w_h^q, s_n^h \rangle = \sum_{j<k} \sum_{k \in I^+(j)} (\tau(h) m_{jk}) z_n^{h,j,k} (w_{h,j}^q - w_{h,k}^q).
$$

This expression is the duality product in $W_h^\alpha \times W_h^\beta$ of $z_n^h$ by $(w_h^q, s_n^h)$. In summary,

$$
(9.10) \quad || (I + \Delta t A_h^*)^q s_n^h ||_\alpha = \max_{||w_h||_H = 1} \left( \sum_{j<k} \sum_{k \in I^+(j)} (\tau(h) m_{jk}) z_n^{h,j,k} (w_{h,j}^q - w_{h,k}^q) \right),
$$

which ends the proof of the lemma.

The idea is then to prove that $(w_{h,j}^q - w_{h,k}^q) \in W_h^\beta$ in (9.3) is small. We know two a priori estimates for the test function $w_h^q \in V_h^\beta$.

**a) First a priori estimate.** The stability inequality (8.19) implies

$$
(9.11) \quad ||w_h^q||_\beta \leq ||w_h||_\beta = 1.
$$

A consequence is of course

$$
(9.12) \quad ||w_h^q||_\beta \leq ||w_h||_\beta = 1.
$$

**b) Second a priori estimate.** We use Theorem 5.2 applied to

$$
\tau(h) A_h^* w_h^q = (I + \Delta t A_h^*)^q (\tau(h) A_h^*) w_h.
$$

Since $||w_h||_\beta = 1$, this proves that

$$
(9.11) \quad \|\tau(h) A_h^* w_h^q\|_\beta \leq \frac{C}{(q+1)^2},
$$

for a suitable constant $C > 0$.

Be aware that (9.10) and (9.11) give bounds in $V_h^\beta$, and not the bound of $(w_{h,j}^q - w_{h,k}^q) \in W_h^\beta$ we are looking for. In the following we show how to combine (9.10) and (9.11) in order to obtain a bound for $(w_{h,j}^q - w_{h,k}^q) \in W_h^\beta$.

**10. The $L^2$ case**

In order to better organize the rest of the proof, we separate the case $\alpha = 2$, treated in this section, and the case $2 < \alpha$, treated in next section. A comment about the case $\alpha < 2$ is given in the conclusion.
Lemma 10.1. In the case $\alpha = \beta = 2$, there exists $C > 0$ such that the test function defined in (9.3) satisfies

$$
(10.1) \quad ||(w^q_{h,j} - w^q_{h,k})||_\beta \leq \frac{C}{(q + 1)^\frac{3}{2}}.
$$

Let us compute the scalar product of $w^q_h$ by $-\tau(h)A_h^*w^q_h$:

$$
- \langle \tau(h)A_h^*w^q_h, w^q_h \rangle = \tau(h) \sum_j \left( \sum_{k \in I^-(j)} m_{jk}w^q_{h,j} - \sum_{k \in I^+(j)} m_{jk}w^q_{h,k} \right) w^q_{h,j}.
$$

But

$$
w^q_{h,j}w^q_{h,k} = \frac{1}{2}(w^q_{h,j})^2 + \frac{1}{2}(w^q_{h,k})^2 - \frac{1}{2}(w^q_{h,j} - w^q_{h,k})^2.
$$

So

$$
- \langle \tau(h)A_h^*w^q_h, w^q_h \rangle = \frac{1}{2}\tau(h) \sum_j \sum_{k \in I^-(j)} m_{jk}(w^q_{h,j})^2 - \frac{1}{2}\tau(h) \sum_j \sum_{k \in I^+(j)} m_{jk}(w^q_{h,j} - w^q_{h,k})^2.
$$

Reorganizing the two first terms using (8.10), we get

$$
- \langle \tau(h)A_h^*w^q_h, w^q_h \rangle = \frac{1}{2}\tau(h) \sum_j \sum_{k \in I^+(j)} m_{jk}(w^q_{h,j} - w^q_{h,k})^2.
$$

Due to (9.10)–(9.11), this becomes

$$
\left( \sum_j \sum_{k \in I^+(j)} (\tau(h)m_{jk})(w^q_{h,j} - w^q_{h,k})^2 \right)^{\frac{1}{2}} \leq \frac{C}{(q + 1)^\frac{3}{2}}.
$$

This ends the proof of the lemma.

Theorem 10.2. Assume that the mesh is uniformly regular. Assume the CFL inequality (8.17). Assume that $u \in W^{1,2}_{per}(\Omega)$, i.e., $u_0 \in W^{1,2}_{per}(\Omega)$. Then

$$
(10.2) \quad \exists C > 0, \quad ||(I + \Delta t A_h)^q s^p_h||_2 \leq \frac{C}{(q + 1)^\frac{3}{2}} ||\nabla u_0||_{L^2(\Omega)},
$$

and

$$
(10.3) \quad \exists \tilde{C} > 0, \quad ||u^n_h - \Pi_h u(n\Delta t)||_2 \leq \left( \tilde{C} ||\nabla u_0||_{L^2(\Omega)} \right) T^\frac{3}{2} h^\frac{3}{2}.
$$

Considering (8.5) and (10.1), we get that $\langle w^q_h, s^p_h \rangle \leq \frac{C}{(q + 1)^\frac{3}{2}} ||z^p_h||_2$. Now if the solution $u$ is assumed to be in $W^{1,2}_{per}(\Omega)$, we have (Lemma 8.5) $||z^p_h||_2 \leq C ||\nabla u_0||_{L^2(\Omega)}$. So (10.2) is a direct consequence of (10.1). Even if not exactly admissible in the

---

3This inequality expresses the coercivity in $L^2$ of the operator $-A_h^*$ (resp. $-A_h$). It is the first time in this paper that we use such a property.
Note that the influence of the CFL condition is embedded in the constant \( \tilde{C} \): just recall that \( \tilde{C} \) depends on \( \nu^\pm \).

11. The \( L^\alpha \) case, \( \alpha > 2 \)

Now we study the case \( \alpha > 2 \). The only difficulty lies in analyzing the “coercivity” in various \( L^\beta \) of the operator \(-A^*_h\) (or \(-A_h\)). We will make use of various Hölder inequalities to get rid of it. The main result of this section is

**Theorem 11.1.** Assume that the mesh is uniformly regular. Assume the CFL inequality (8.17). Let \( 2 < \alpha < +\infty \). Assume that \( u_0 \in W^{1,\alpha}_{\text{per}}(\Omega) \).

Then there exists \( C(\alpha) > 0 \) such that

\[
\|u_h^n - \Pi_h u(n\Delta t)\|_{\alpha} \leq (C(\alpha))\|\nabla u_0\|_{\alpha} h^\frac{\alpha}{2}, \quad 0 \leq n\Delta t \leq T.
\]

Let \( \alpha = +\infty \). Assume that \( u_0 \in W^{1,\infty}_{\text{per}}(\Omega) \). Then \( \forall \varepsilon, \ 0 < \varepsilon < \frac{1}{4}, \) there exists \( C(\varepsilon) > 0 \) such that

\[
\|u_h^n - \Pi_h u(n\Delta t)\|_{\infty} \leq (C(\varepsilon))\|\nabla u_0\|_{\infty} h^{\frac{1}{2} - \varepsilon}, \quad 0 \leq n\Delta t \leq T.
\]

Let us begin the proof of the theorem by proving

**Lemma 11.2.** If \( 2 < \alpha < +\infty \) and \( 1 < \beta < 2 \), then there exists \( C(\alpha) \) such that

\[
\sum_{j < k} \sum_{\ell \in \Gamma^n(j)} (\tau(h)m_{j,k})c\beta(w_h^q)(w_{h,j}^q - w_{h,k}^q)^2 \leq \frac{C(\alpha)}{(q + 1)^2},
\]

where the function \( c\beta \) is defined by

\[
c\beta(a, b) = \int_{s=0}^{1} (1 - s) |a + s(b - a)|^{\beta - 2} ds.
\]

The proof of this lemma is essentially a generalization of the proof in the case \( \alpha = \beta = 2 \). We already know that

\[
\|w_h^q\|_{\beta} \leq \|w_h\|_{\beta} = 1,
\]

and

\[
\|\tau(h)A^*_h w_h^q\|_{\beta} \leq \frac{C}{(q + 1)^\frac{1}{2}},
\]

where \( C \) is independent of \( \beta \) and \( w_h^q \). Note that \( |w_h^q|^{\beta - 2} w_h^q \in V_h^\alpha \) with

\[
|||w_h^q|^{\beta - 2} w_h^q||_{\alpha} = \left( \sum |s_j| |w_{h,j}^q|^{(\beta - 1)\alpha} \right)^{\frac{1}{\beta - 1}} = \left( \sum |s_j| |w_{h,j}^q|^\beta \right)^{\frac{1}{\beta}} \leq 1.
\]
We compute the duality product
\[-\langle \tau(h) A_h^* w_h^q, |w_h^q|^\beta - 2 w_h^q \rangle\]
(11.7)
\[= \sum_j \left( \sum_{k \in I^- (j)} m_{jk} w_{h,j}^q - \sum_{k \in I^+ (j)} m_{jk} w_{h,k}^q \right) |w_{h,j}^q|^\beta - 2 w_{h,j}^q \cdot \]

First,
\[\left| \langle \tau(h) A_h^* w_h^q, |w_h^q|^\beta - 2 w_h^q \rangle \right| \leq \| \tau(h) A_h^* w_h^q \|_\beta \times \| |w_h^q|^\beta - 2 w_h^q \|_\alpha \]
\[= \| \tau(h) A_h^* w_h^q \|_\beta \times \| w_h^q \|_\beta^2 \leq \frac{C}{(q + 1)^2} \]
using (11.5) and (11.6). Second, we reorganize the right hand side of (11.7):
\[\sum_j \left( \sum_{k \in I^- (j)} m_{jk} w_{h,j}^q - \sum_{k \in I^+ (j)} m_{jk} w_{h,k}^q \right) |w_{h,j}^q|^\beta - 2 w_{h,j}^q \]
(11.8)
\[= \sum_j \left( \sum_{k \in I^+ (j)} m_{jk} (|w_{h,j}^q|^\beta - w_{h,k}^q |w_{h,j}^q|^\beta - 2 w_{h,j}^q) \right) \]

We use Taylor’s formula
\[f(b) = f(a) + (a - b) f'(a) + \left( \int_0^1 (1 - s) f''(a + s(b - a)) ds \right) (b - a)^2, \]
with \( f(a) = |a|^\beta \). So
\[|w_{h,k}^q|^\beta = |w_{h,j}^q|^\beta + \beta |w_{h,j}^q|^\beta - 2 w_{h,j}^q (w_{h,k}^q - w_{h,j}^q) \]
\[+ \left( \beta (\beta - 1) \int_{s=0}^1 (1 - s)|w_{h,j}^q|^\beta - w_{h,j}^q (w_{h,k}^q - w_{h,j}^q)|^{\beta - 2} ds \right) (w_{h,k}^q - w_{h,j}^q)^2, \]
and
\[w_{h,k}^q |w_{h,j}^q|^\beta - 2 w_{h,j}^q = \frac{|w_{h,k}^q|^\beta + (\beta - 1)|w_{h,j}^q|^\beta}{\beta} - (\beta - 1)c_\beta(w_{h,j}^q, w_{h,k}^q)(w_{h,k}^q - w_{h,j}^q)^2. \]

Plugging this expression into (11.7)-(11.8), we get
\[\langle \tau(h) A_h^* w_h^q, |w_h^q|^\beta - 2 w_h^q \rangle \]
\[= \frac{1}{\beta} \sum_j \sum_{k \in I^- (j)} \langle \tau(h)m_{jk} (w_{h,j}^q)^\beta - \frac{1}{\beta} \sum_{k \in I^+ (j)} \langle \tau(h)m_{jk} (w_{h,k}^q)^\beta \]
\[+ (\beta - 1) \sum_j \sum_{k \in I^+ (j)} \langle \tau(h)m_{jk} c_\beta(w_{h,j}^q, w_{h,k}^q)(w_{h,k}^q - w_{h,j}^q)^2. \]

Due to the relation (8.10) we obtain
\[\langle \tau(h) A_h^* w_h^q, |w_h^q|^\beta - 2 w_h^q \rangle \]
(11.9)
\[= (\beta - 1) \sum_j \sum_{k \in I^+ (j)} \langle \tau(h)m_{jk} c_\beta(w_{h,j}^q, w_{h,k}^q)(w_{h,k}^q - w_{h,j}^q)^2. \]

Finally, using (11.5) and (11.6), we obtain (11.3). This ends the proof of this lemma.
This inequality \([11.3]\) expresses the “coercivity” of \(-A_h^s\). We observe that we only obtain a control in a “weighted \(L^2\) of \(w_{h,k}^q - w_{h,j}^q\). The rest of the proof is devoted to eliminating the weight \(c_\beta(w_{h,j}^q, w_{h,k}^q)\), in order to get a more explicit estimate.

**Lemma 11.3.** Let \(1 < \beta < 2\). There exists \(C(\beta) > 0\) such that for all \((w_1, w_2) \in \mathbb{R}^2, \max(|w_1|, |w_2|) \neq 0\),

\[
1 \leq C(\beta) \times \max(|w_1|^{2-\beta}, |w_2|^{2-\beta}) \times c_\beta(w_1, w_2).
\]

a) Assume that \(\max(|w_1|, |w_2|) = |w_1|\). Then

\[
\max(|w_1|^{2-\beta}, |w_2|^{2-\beta})c_\beta(w_1, w_2) = \int_{s=0}^{1} (1 - s)|1 + s\left(\frac{w_2}{w_1}\right)^{-2}\beta ds.
\]

Since \(-2 < \frac{w_2}{w_1} - 1 \leq 0\) and the function \(x \to x^{\beta-2}\) is decreasing for \(x > 0\) (recall that \(\beta - 2 < 0\)), we get

\[
\max(|w_1|^{2-\beta}, |w_2|^{2-\beta})c_\beta(w_1, w_2) \geq \int_{s=0}^{1} (1 - s)(1 - 2s)^{-2}\beta ds = c_1(\beta) > 0.
\]

b) Assume that \(\max(|w_1|, |w_2|) = |w_2|\). Then

\[
\max(|w_1|^{2-\beta}, |w_2|^{2-\beta})c_\beta(w_1, w_2) = \int_{s=0}^{1} (1 - s)|1 + (1 - s)\left(\frac{w_1}{w_2}\right)^{-1}\beta ds.
\]

Since \(-2 < \frac{w_1}{w_2} - 1 \leq 0\), we get

\[
\max(|w_1|^{2-\beta}, |w_2|^{2-\beta})c_\beta(w_1, w_2) 
\geq \int_{s=0}^{1} (1 - s)(1 - 2(1 - s))^{-2}\beta ds = c_2(\beta) > 0.
\]

c) Defining \(C(\beta) = \max\left(\frac{c_1(\beta)}{c_2(\beta)}\right)\) ends the proof of the lemma.

**Lemma 11.4.** Let \(2 < \alpha < +\infty\). Consider the expression \([11.4]\). Then there exists \(C(\beta)\) such that the test function \(w^q\) defined in \([11.4]\) satisfies

\[
(11.11) \quad \left| \sum_{j<k} \sum_{k \in I^+(j)} \gamma_{j,k} \right| \leq \frac{C(\beta)}{(q + 1)^\frac{3}{2}}.
\]

We use

\[
\sum_{j<k} \sum_{k \in I^+(j)} (\tau(h)m_{j,k}) \gamma_{j,k} \left| w_{h,j}^q - w_{h,k}^q \right|
= \sum_{j<k} \sum_{k \in I^+(j)} (\tau(h)m_{j,k}) \gamma_{j,k} \frac{1}{c_\beta(w_{h,j}^q, w_{h,k}^q)} \left( \sqrt{c_\beta(w_{h,j}^q, w_{h,k}^q)} \left| w_{h,j}^q - w_{h,k}^q \right| \right)^{\frac{2-\beta}{2}}
\]

Here we have used Lemma 11.3 to eliminate the weight \(\frac{1}{\sqrt{c_\beta(w_{h,j}^q, w_{h,k}^q)}}\). Note that the hypothesis of the lemma (\(\max(|w_1|, |w_2|) \neq 0\)) is not needed, since the inequality
Since we already know a bound for the last term (compare with (11.3)). It remains to use (11.1) and let $s$

Final Proof of Theorem 11.1. Inequality (11.2) is a consequence of (9.6), (9.9) and (11.11). Concerning (11.2), we note

This expression is a power of the norm of $|w_{h,j}^q, |w_{h,k}^q|\sqrt{\beta}$, which is true for uniformly regular meshes, this implies

It is essentially here that we use the boundedness of the mesh.
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\[ |(u^n_{j,k}) - \Pi_h u(n \Delta t)_{j}| \leq \frac{C(\alpha)}{c^2} \|\nabla u_0\|_{\infty} h^{\frac{1}{2} - \frac{2}{\alpha}}, \]

which is exactly (11.2): \( \varepsilon = \frac{2}{\alpha} \). This finishes the proof.

Considering Theorem 6.1 we see that all the above theorems of convergence are also true for the implicit scheme.

12. Conclusion

We have presented an abstract framework for the numerical approximation in general Banach spaces of linear equations by means of finite volume methods. We emphasize an important property of finite volume methods: they are formally non-consistent, so the Lax theorem does not apply. The main result of this work is a proof that cancellation in time of the error is a reason why finite volume methods converge. This result may be considered as a variation on the Lax theorem.

Application of finite volume methods for the numerical solution of linear advection on 2D triangular meshes gives some insight on the potentiality of the technique: in this work we have studied convergence only in \( L^\alpha, 2 \leq \alpha \), but by continuity of all these estimates of convergence with respect to \( \alpha \), it is possible to extend some of them to the case \( 1 \leq \alpha < 2 \).

In this paper we have restricted the discussion to what we think is the core of the method. We will report about some improvements of all these estimates in a forthcoming work. An important issue is to recover the optimal rate of convergence in \( L^1 \), proved in [10] for hyperbolic scalar laws in dimension two by means of completely different techniques.
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