ABSORBING BOUNDARY CONDITIONS
FOR THE WAVE EQUATION
AND PARALLEL COMPUTING

MARTIN J. GANDER AND LAURENCE HALPERN

Abstract. Absorbing boundary conditions have been developed for various
types of problems to truncate infinite domains in order to perform computa-
tions. But absorbing boundary conditions have a second, recent and important
application: parallel computing. We show that absorbing boundary condi-
tions are essential for a good performance of the Schwarz waveform relaxation
algorithm applied to the wave equation. In turn this application gives the
idea of introducing a layer close to the truncation boundary which leads to a
new way of optimizing absorbing boundary conditions for truncating domains.
We optimize the conditions in the case of straight boundaries and illustrate
our analysis with numerical experiments both for truncating domains and the
Schwarz waveform relaxation algorithm.

1. Introduction

Absorbing boundary conditions have been introduced in the seminal papers by
in order to perform computations of wave propagation phenomena in acoustics and
fluid dynamics. The idea is to impose a boundary condition at the truncation
boundary which is as invisible as possible for the waves, so that they can exit
the computational domain as if there were no boundary. This has the effect that
the solution computed on the truncated domain is close to the solution on the
infinite domain. The main difficulty is that exact absorbing boundary conditions,
conditions that absorb all the information, are almost always nonlocal and thus are
expensive to use. The challenge is to find approximations which are computationally
inexpensive yet effective for the solution sought in the computation. In the strategy
developed by Engquist and Majda, a perfectly absorbing boundary condition is
obtained through the theory of pseudo differential operators. This condition is
given by the Dirichlet to Neumann map. Then approximations are sought with
respect to the frequency and the angle of incidence on the boundary, when curved
boundaries are used. Such approximations are either Taylor or Padé approximations
of the symbol, or optimized approximations (see [44]). A tremendous activity has
followed to develop alternative strategies in various domains; for reviews see [30],
[43]. For diffusive problems, absorbing boundary conditions have been developed in
[28] and extensive studies of the behavior of such conditions both at the continuous
and discrete level followed; see for example [28], [14].
In parallel computing, the importance of absorbing boundary conditions was only realized quite late. For Helmholtz problems, where the classical domain decomposition methods failed because of the propagating waves, classical radiation conditions were introduced for domain decomposition in [12]. This approach was further developed and analyzed in [3], [7], [11] and [35]. Higher order radiation conditions were then proposed for domain decomposition methods for the Helmholtz equation in [13] and [10] and a first attempt to optimize the performance of the algorithm can be found in [9]. This led to the new class of optimized Schwarz methods which were analyzed in depth for the Helmholtz equation in [24] and [19]. A different approach using perfectly matched layers can be found in [42].

For steady convection diffusion problems, a domain decomposition method using absorbing boundary conditions was first proposed in [8]. The optimal transmission conditions were further analyzed in [38] and optimized second order transmission conditions were introduced in [31] and further analyzed in [33] and [32]. The term optimized Schwarz methods first appeared in [23], where the effectiveness of those methods over the classical Schwarz method is shown for several types of problems.

The classical approach in domain decomposition for evolution problems is to first discretize the problem uniformly in time using an implicit discretization and then to apply at each time step one of the domain decomposition methods above; see for example [36], [5] and [6] for parabolic problems or [1] and [46] for hyperbolic problems. The main disadvantage of this classical approach is that one is forced to use the same time step in all subdomains and thus loses one of the main features of domain decomposition, namely treating subdomains numerically differently. A second disadvantage is that one needs to exchange information at each time step. Schwarz waveform relaxation is a remedy for both problems. In these methods the computational domain is partitioned into subdomains, as in the classical Schwarz method. However on subdomains, time dependent problems are solved in the iteration and thus the algorithm is also of waveform relaxation type. These methods have been introduced for diffusive evolution problems in [16] and independently in [27] and were further analyzed in [26], [17] and [25]. For nonlinear equations, see [18]. But as in the steady state case, the convergence of these algorithms can be greatly enhanced using absorbing transmission conditions [22]. For hyperbolic problems Schwarz waveform relaxation was first analyzed in [4] for Dirichlet transmission conditions and with optimal transmission conditions for the one dimensional wave equation in [20] and [21].

In this paper we study absorbing boundary conditions and Schwarz waveform relaxation for the linear wave equation in $d$ dimensions. We first analyze in Section 2 the classical overlapping Schwarz waveform relaxation algorithm which uses Dirichlet transmission conditions and we prove a convergence result for general overlapping decompositions unusual both for Schwarz methods and waveform relaxation: the algorithm converges on bounded time intervals in a finite number of steps. In Section 3 we introduce absorbing boundary conditions for the wave equation and show that they are nonlocal in general and thus expensive to use in numerical computations. We therefore introduce a general approximation and study the reflection coefficient resulting from the approximation. In Section 4 we show what influence the absorbing boundary conditions have when used as transmission conditions in the Schwarz waveform relaxation algorithm. Convergence is again obtained in a finite number of steps, but for a very different reason than in
the result in Section 2. Convergence is obtained for all time, and even without overlap. In Section 5 we choose a particular rational approximation for the absorbing boundary conditions which treats propagating waves effectively, while evanescent waves are treated by a small layer. We optimize the conditions for truncating computational domains and for the performance of the Schwarz waveform relaxation algorithm, where we build on both convergence results obtained before to get the most effective algorithm. The section finishes with asymptotic convergence results as the mesh parameter goes to zero. We finally show in Section 6 numerical experiments both for truncated domains and for the optimized Schwarz waveform relaxation algorithm.

2. Classical Schwarz waveform relaxation

We are interested in solving the wave equation in $d$ dimensions on a parallel computer with slow communication links. We consider the equation for $u(x,t)$ on a bounded domain $\Omega \subset \mathbb{R}^d$ with a smooth boundary $\Gamma$,

$$
\begin{align*}
\Box u := \frac{1}{c^2} \frac{\partial^2 u}{\partial t^2} - \Delta u &= f \quad \text{in } \Omega \times (0,T), \\
u &= g \quad \text{on } \Gamma \times (0,T), \\
u(\cdot,0) &= u_0 \quad \text{in } \Omega, \\
\frac{\partial u}{\partial t}(\cdot,0) &= u_0' \quad \text{in } \Omega.
\end{align*}
$$

We assume that $u_0 \in H^1(\Omega), u_0' \in L^2(\Omega), f \in L^2(0,T;L^2(\Omega)), g \in L^2(0,T;H^1(\Gamma))$ and that the wave speed satisfies $\underline{c} \leq c(x) \leq \overline{c}$ a.e. in $\Omega$. Then there exists a unique solution $u \in L^2(0,T;H^1(\Omega))$ with $\frac{\partial u}{\partial t} \in L^2(0,T;L^2(\Omega))$; see [34].

To distribute the computation, we partition the domain $\Omega$ into overlapping subdomains. Such a partition can be obtained by first partitioning $\Omega$ into $J$ nonoverlapping subdomains $\Omega_j$, where we denote the boundaries of the subdomain $\Omega_j$ interior to the domain $\Omega$ by $\Gamma_j$ and the part shared with the original boundary $\Gamma$ by $\Gamma_j^0$. Then we construct an overlapping decomposition $\Omega_j$ with overlap parameter $\delta$ by enlarging each $\Omega_j$ so that the boundaries of the new subdomains $\Gamma_j$ interior to $\Omega$ are at least at a distance $\delta + \epsilon$ away from $\Gamma_j$; see Figure 1 for an example in two dimensions. As before we denote the part of the boundary subdomain $\Omega_j$ shares with the original boundary $\Gamma$ by $\Gamma_j^0$.
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**Figure 1.** The construction of an overlapping decomposition in two dimensions.
We further introduce for technical reasons a partition of unity \( \chi_j \in C^\infty \) associated with the nonoverlapping subdomains \( \Omega_j \) such that \( \chi_j = 1 \) in \( \Omega_j \) and \( \chi_j = 0 \) outside, except for a small transition layer centered around the interior boundary \( \Gamma_j \) of width \( 2\epsilon > 0 \) where \( \chi_j \) decays smoothly to zero.

To solve the wave equation (2.1), the classical Schwarz waveform relaxation algorithm starts with an initial guess \( u^0 \in L^2(0, T; H^1(\Omega)) \) and constructs successive approximations \( u^n \in L^2(0, T; H^1(\Omega)) \) by solving subdomain problems in the subdomains \( \Omega_j \) only. Once all the subdomain solutions \( u^n_j \in L^2(0, T; H^1(\Omega_j)) \) are obtained, the new global iterate \( u^n \) is defined using the partition of unity, \( u^n := \sum_{j=1}^J \chi_j u^n_j \), and hence \( u^n \in L^2(0, T; H^1(\Omega)) \). The classical Schwarz waveform relaxation algorithm is thus given by

\[
\begin{align*}
\Box_j u^n_j & = f & \text{in } & \Omega_j \times (0, T), \\
\partial_t u^n_j & = u^{n-1} & \text{on } & \Gamma_j \times (0, T), \\
\partial_t u^n_j & = g & \text{on } & \Gamma_j^0 \times (0, T), \\
\partial_t u^n_j & = u_0 & \text{in } & \Omega_j, \\
\partial_t u^n_j & = u'_0 & \text{in } & \Omega_j.
\end{align*}
\]

The algorithm (2.2) corresponds to an additive Schwarz or Jacobi iteration which can be done in parallel. One can also consider a multiplicative Schwarz or Gauss-Seidel iteration which would need a special coloring of subdomains to remain a parallel algorithm. If subdomains with the same color do not touch each other, then subdomains of the same color can be solved in parallel using the boundary values coming from subdomains with different colors. We focus in the analysis on the additive version; the results for the multiplicative versions can be obtained similarly.

**Theorem 2.1** (Convergence in a finite number of steps). For given initial conditions \( u_0 \in H^1(\Omega) \), \( u'_0 \in L^2(\Omega) \), forcing function \( f \in L^2(0, T; L^2(\Omega)) \), boundary condition \( g \in L^2(0, T; H^{1/2}(\Gamma)) \) and initial guess \( u^0 \in L^2(0, T; H^1(\Omega)) \), the classical overlapping Schwarz waveform relaxation algorithm (2.2) for the wave equation has converged in \( L^2(0, T; H^1(\Omega)) \) as soon as the number of iterations \( n \) satisfies

\[
n > \frac{T}{\delta}, \quad T := \sup_{x \in \Omega} c(x).
\]

*Proof.* The proof follows from the finite speed of propagation in the wave equation. By linearity it suffices to consider the homogeneous problem, \( f = g = u_0 = u'_0 = 0 \) in (2.2) which corresponds to the error equations, and to analyze convergence to zero. Without loss of generality, we can look at one subdomain only, say \( \Omega_j \). At the first iteration the conditions imposed on its boundary are in general nonzero, since the solution is not known, so the error obtained in \( \Omega_j \) will be nonzero, except in a cone within \( \Omega_j \) where the initial conditions only are determining the solution. Since the initial conditions are zero (the solution is known there, and hence the error is zero), the error vanishes in this cone. This result holds for all subdomains, and since the solutions obtained in each subdomain are only used with the partition of unity within the smaller subdomains \( \Omega_j \) enlarged by \( \epsilon \), the error is zero everywhere as long as \( t < \frac{\delta}{2} \), because this is the time the error needs to travel from the boundary of \( \Omega_j \) across the layer of width \( \delta \) to be reused in the next iteration. By induction after \( n \) iterations the error will be uniformly zero if \( t < n \frac{\delta}{2} \). Now using that we are interested only in computations for \( t \in [0, T] \), the result follows. \( \square \)
This result is different from the classical results known for Schwarz methods and waveform relaxation. Schwarz methods for elliptic problems converge linearly \[41\] and waveform relaxation algorithms for evolution problems converge superlinearly \[37\]. In the classical overlapping Schwarz waveform relaxation algorithm for the wave equation, reflected waves reentering the subdomain instead of leaving it are leading to the convergence result given in Theorem \[2.1\]. Can convergence be improved if the transmission conditions in the algorithm are changed? We give the answer to this question by first analyzing the behavior of the solution at the interface between subdomains and then analyzing the algorithm with new transmission conditions in the next two sections.

3. Absorbing boundary conditions

3.1. Exact absorbing boundary conditions. We consider the wave equation \[2.1\] on the bounded domain \(\Omega\) in \(\mathbb{R}^d\) as shown for a two dimensional example in Figure 2 on the left. If the domain is partitioned into two nonoverlapping subdomains \(\Omega_1\) and \(\Omega_2\) with the interface \(\Gamma\), as shown in Figure 2 on the right for a two dimensional example, then the original problem \[2.1\] is equivalent to the coupled problem

\[
\begin{aligned}
\Box u_1 &= f \quad \text{in } \Omega_1 \times (0, T), \\
u_1 &= g \quad \text{on } \Gamma_{10} \times (0, T), \\
\frac{\partial u_1}{\partial n_1} &= u_0' \quad \text{in } \bar{\Omega}_1, \\
u_1 &= u_2 \quad \text{on } \Gamma, \\
\frac{\partial u_1}{\partial n_1} + \frac{\partial u_2}{\partial n_2} &= 0 \quad \text{on } \Gamma,
\end{aligned}
\]

where in the coupling conditions on the last line \(n_1\) denotes the unit outward normal on \(\Gamma\) of \(\Omega_1\) and \(n_2\) denotes the unit outward normal on \(\Gamma\) of \(\Omega_2\). The problems \[2.1\] and \[3.1\] are equivalent in the sense that \(u_1\) is the restriction of \(u\) to \(\bar{\Omega}_1\) and \(u_2\) is the restriction of \(u\) to \(\bar{\Omega}_2\).
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\caption{Entire domain \(\Omega\) in space time on the left, and partitioned into two subdomains \(\bar{\Omega}_1\) and \(\bar{\Omega}_2\) on the right for a two dimensional example.}
\end{figure}
We suppose now that the initial conditions $u_0$ and $u'_0$, the boundary condition $g$ and the forcing function $f$ vanish in $\tilde{\Omega}_2$. For a given $h$ in $L^2(0,T; H_{00}^1(\tilde{\Gamma}))$, we introduce for $w(x,t)$ the problem

$$\begin{align*}
\Box_c w &= 0 \quad \text{in } \tilde{\Omega}_2 \times (0,T), \\
w &= 0 \quad \text{on } \tilde{\Gamma}_{20} \times (0,T), \\
\frac{\partial w}{\partial n}(\cdot,0) &= 0 \quad \text{in } \tilde{\Omega}_2, \\
w &= h \quad \text{on } \tilde{\Gamma}.
\end{align*}$$

(3.2)

This problem has a unique solution $w \in L^2(0,T; H^1(\tilde{\Omega}_2))$, and hence one can define the trace of the normal derivative of $w$ on $\tilde{\Gamma}$, $\frac{\partial w}{\partial n_2}$. We define the operator $S_{1,\tilde{\Gamma}}^{ex} : L^2(0,T; H_{00}^1(\tilde{\Gamma})) \mapsto L^2(0,T; (H_{00}^1(\tilde{\Gamma}))')$ by $S_{1,\tilde{\Gamma}}^{ex} h = \frac{\partial w}{\partial n_2}$, and since $\frac{\partial w}{\partial n_2} = \frac{\partial w}{\partial n_1}$, $w$ solving (3.2) for any $h$ satisfies on $\tilde{\Gamma} \times (0,T)$ the equation

$$\frac{\partial w}{\partial n_1} + S_{1,\tilde{\Gamma}}^{ex} w = 0.$$  

(3.3)

This is the transparent condition for the subdomain $\tilde{\Omega}_1$. The solution $u_1$ of the problem with the transparent condition

$$\begin{align*}
\Box_c u_1 &= f \quad \text{in } \tilde{\Omega}_1 \times (0,T), \\
u_1 &= 0 \quad \text{on } \tilde{\Gamma}_{10} \times (0,T), \\
\frac{\partial u_1}{\partial n_1}(\cdot,0) &= 0 \quad \text{in } \tilde{\Omega}_1, \\
\frac{\partial u_1}{\partial n_1} + S_{1,\tilde{\Gamma}}^{ex} u_1 &= 0 \quad \text{on } \tilde{\Gamma}
\end{align*}$$

(3.4)

coincides on $\Omega_1$ with $w$ solving (2.1). Similarly if the data vanish in $\Omega_1$, one defines the operator $S_{2,\tilde{\Gamma}}^{ex} : L^2(0,T; H_{00}^1(\tilde{\Gamma})) \mapsto L^2(0,T; (H_{00}^1(\tilde{\Gamma}))')$ by $S_{2,\tilde{\Gamma}}^{ex} h = \frac{\partial u}{\partial n_2}$ for an appropriate problem for $v$ and obtains the transparent condition

$$\frac{\partial v}{\partial n_2} + S_{2,\tilde{\Gamma}}^{ex} v = 0$$  

(3.5)

for the subdomain $\tilde{\Omega}_2$. The operators

$$B_{1,\tilde{\Gamma}}^{ex} := \frac{\partial}{\partial n_1} + S_{1,\tilde{\Gamma}}^{ex}, \quad B_{2,\tilde{\Gamma}}^{ex} := \frac{\partial}{\partial n_2} + S_{2,\tilde{\Gamma}}^{ex}$$

(3.6)

are called transparent operators or exact transmission operators.

To gain more insight into the nature of the transparent operators, we identify the operators $S_{2,\tilde{\Gamma}}^{ex}$ and $S_{1,\tilde{\Gamma}}^{ex}$ in the case where the wave speed $c$ is constant and $\Omega_1$ and $\tilde{\Omega}_2$ are half spaces in $d$ spatial dimensions, $\tilde{\Omega}_1 = (-\infty,0) \times \mathbb{R}^{d-1}$ and $\tilde{\Omega}_2 = (0,\infty) \times \mathbb{R}^{d-1}$ and the interface is $\tilde{\Gamma} = \{0\} \times \mathbb{R}^{d-1}$. We use for the first spatial variable $x$ and for the remaining ones $y = (y_1, \ldots, y_{d-1}) \in \mathbb{R}^{d-1}$. Our analysis is based on the Fourier transform in $y$ and $t$,

$$\hat{u}(x,k,\omega) = \frac{1}{(2\pi)^{d/2}} \int_{\mathbb{R}^{d}} u(x,y,t)e^{-i(\omega t + k \cdot y)}dydt.$$
In general however the two operators are not the same and will depend on the equation with constant wave speed \( c \) of interest. To see what happens if an approximation is used, we consider the wave boundary conditions (3.3) and (3.5) contain the operators \( S_{1,\Gamma} \) which are, in general, nonlocal both in space and time because of the square root in their symbols. They are therefore costly in an implementation and approximations are of interest. 

We have to distinguish two cases: if \( |k|^2 - \frac{\omega^2}{c^2} \geq 0 \), then the unique solution of (3.7) which is not growing exponentially at infinity is an evanescent wave, 

\[
\hat{w} = \hat{h} e^{- (x-\delta) \sqrt{|k|^2 - \frac{\omega^2}{c^2}}}
\]

If however \( |k|^2 - \frac{\omega^2}{c^2} < 0 \), then \( \hat{w} \) is a priori composed of two propagating waves of the form \( e^{\pm i (x-\delta) \sqrt{|k|^2 - \frac{\omega^2}{c^2}}} \), which gives with the inverse Fourier transform a contribution to \( w \) of the form \( e^{\pm i (\omega t + k \cdot y \mp (x-\delta) \sqrt{|k|^2 - \frac{\omega^2}{c^2}}} \). Since the initial conditions vanish, there can be no waves coming in from infinity in the \( x \) direction, and hence the sign of \( \omega \) \( \sqrt{|k|^2 - \frac{\omega^2}{c^2}} \) must be positive. This determines the only propagating wave

\[
\hat{w} = \hat{h} e^{- i (x-\delta) \frac{\omega}{c} \sqrt{1 - \frac{c^2|k|^2}{\omega^2}}}
\]

The symbol \( \sigma_{1,\Gamma}^{\text{ex}} \) of the operator \( S_{1,\Gamma}^{\text{ex}} \) is in this special case independent of \( \Gamma \); it is given by

\[
\sigma_{1,\Gamma}^{\text{ex}} = \sigma_1^{\text{ex}} = \begin{cases} \frac{|\omega|}{c} \sqrt{\frac{c^2|k|^2}{\omega^2} - 1} & \text{if } |k|^2 - \frac{\omega^2}{c^2} \geq 0, \\ i \frac{\omega}{c} \sqrt{1 - \frac{c^2|k|^2}{\omega^2}} & \text{if } |k|^2 - \frac{\omega^2}{c^2} < 0, \end{cases}
\]

and we have \( \hat{w} = \hat{h} e^{- \sigma_1^{\text{ex}}(x-\delta)} \). Similarly we find that the symbol \( \sigma_{2,\Gamma}^{\text{ex}} \) of the operator \( S_{2,\Gamma}^{\text{ex}} \) does not depend on \( \Gamma \) and is given by

\[
\sigma_{2,\Gamma}^{\text{ex}} = \sigma_2^{\text{ex}} = \begin{cases} \frac{|\omega|}{c} \sqrt{\frac{c^2|k|^2}{\omega^2} - 1} & \text{if } |k|^2 - \frac{\omega^2}{c^2} \geq 0, \\ i \frac{\omega}{c} \sqrt{1 - \frac{c^2|k|^2}{\omega^2}} & \text{if } |k|^2 - \frac{\omega^2}{c^2} < 0, \end{cases}
\]

and we have \( \hat{w} = \hat{h} e^{- \sigma_2^{\text{ex}}(x-\delta)} \). We see that in this special case the symbols given in (3.10) and (3.11) are the same and hence the two operators coincide: \( S_{1,\Gamma}^{\text{ex}} = S_{2,\Gamma}^{\text{ex}} \). In general however the two operators are not the same and will depend on \( \Gamma \); see for example [20].

3.2. Approximate absorbing boundary conditions. The exact absorbing boundary conditions (3.3) and (3.5) contain the operators \( S_{1,\Gamma}^{\text{ex}} \) and \( S_{2,\Gamma}^{\text{ex}} \) which are, in general, nonlocal both in space and time because of the square root in their symbols. They are therefore costly in an implementation and approximations are of interest. To see what happens if an approximation is used, we consider the wave equation with constant wave speed \( c \) on the half space \( \Omega_1, x < \delta \), with a linear boundary condition of the type

\[
(\partial_n + S_{1,\Gamma}(\partial_t, \partial_{y_1}, \partial_{y_2}, \ldots, \partial_{y_{d-1}})) u = 0 \quad \text{at } x = \delta.
\]
A propagating wave of the form \( u^t = e^{i(\omega t + k_x (x - \delta) + k y)} \) with dispersion relation \( \frac{c^2}{\omega^2} = k_x^2 + |k|^2 \) propagates into the positive \( x \) direction if \( \omega k_x < 0 \), which implies
\[
\frac{ck_x}{\omega} = -\sqrt{1 - \frac{c^2|k|^2}{\omega^2}}.
\]
The wave \( u^t \) is reflected by Descartes’ law into a wave \( R_1 u^t_1 \) where
\[
u_1^R = e^{i(\omega t - k_x x + k y)}
\]
and the reflection coefficient \( R_1 \) is defined by the equation
\[
\left( \partial_{n_1} + S_{1,\Gamma}(\partial_t, \partial_{y_1}, \partial_{y_2}, \ldots, \partial_{y_{d-1}}) \right) (u^t + R_1 u^t_1) = 0.
\]
This leads to \( R_1 = \frac{i k_x + \sigma_{1,\Gamma}(i \omega, i k)}{i k_x - \sigma_{1,\Gamma}(i \omega, i k)} \), which becomes with (3.3)
\[
R_1 = \frac{\sigma_{1,\Gamma}(i \omega, i k) - \sigma_{1,\Gamma}(i \omega, i k)}{\sigma_{1,\Gamma}(i \omega, i k) + \sigma_{1,\Gamma}(i \omega, i k)}.
\]
We see that if \( \sigma_{1,\Gamma} = \sigma_{2,\Gamma} \), then the reflection coefficient is identically zero and the boundary is completely transparent. The reflected wave at a distance \( \delta \) from the boundary, in our case at \( x = 0 \), is given by
\[
R_1 e^{-\sigma_{2,\Gamma}(i \omega, i k) \delta}
\]
which shows that for propagative waves, where \( \sigma_{2,\Gamma} \) is imaginary, the amplitude is not reduced over the distance \( \delta \), whereas for evanescent waves, \( \sigma_{2,\Gamma} \) real positive, the amplitude decays exponentially in \( \delta \). This important observation has an impact on the optimization in Section 5.

Similarly in \( \Omega_2, x > \delta \), with a linear boundary condition
\[
\left( \partial_{n_2} + S_{2,\Gamma}(\partial_t, \partial_{y_1}, \partial_{y_2}, \ldots, \partial_{y_{d-1}}) \right) u = 0 \quad \text{at} \quad x = \delta,
\]
we find the reflection coefficient
\[
R_2 = \frac{\sigma_{1,\Gamma}(i \omega, i k) - \sigma_{2,\Gamma}(i \omega, i k)}{\sigma_{1,\Gamma}(i \omega, i k) + \sigma_{2,\Gamma}(i \omega, i k)}
\]
and if \( \sigma_{2,\Gamma} = \sigma_{1,\Gamma} \), then the boundary is completely transparent. Including a layer \( \delta \), we find for the reflected wave
\[
R_2 e^{-\sigma_{1,\Gamma}(i \omega, i k) \delta}.
\]

4. Optimal Schwarz waveform relaxation

We introduce now new transmission conditions in the overlapping Schwarz waveform relaxation algorithm (2.2). For two overlapping subdomains as given in Figure 3 we obtain
\[
\square_c u^1 = f \quad \text{in} \ \Omega_1 \times (0, T), \quad \square_c u^2 = f \quad \text{in} \ \Omega_2 \times (0, T),
\]
\[
u_1^t = g \quad \text{on} \ \Gamma_{10} \times (0, T), \quad u_2^t = g \quad \text{on} \ \Gamma_{20} \times (0, T),
\]
\[
u_1^u(\cdot, 0) = u_0 \quad \text{in} \ \Omega_1, \quad u_2^u(\cdot, 0) = u_0 \quad \text{in} \ \Omega_2,
\]
\[
\frac{\partial u_1^m}{\partial n}(\cdot, 0) = u_0 \quad \text{in} \ \Omega_1, \quad \frac{\partial u_2^m}{\partial n}(\cdot, 0) = u_0 \quad \text{in} \ \Omega_2,
\]
\[
B_{1,\Gamma_1} u_1^n = B_{1,\Gamma_1} u_2^{n-1} \quad \text{on} \ \Gamma_1, \quad B_{2,\Gamma_2} u_2^n = B_{2,\Gamma_2} u_1^{n-1} \quad \text{on} \ \Gamma_2,
\]
where \( B_{1,\Gamma_1} \) and \( B_{2,\Gamma_2} \) are general operators acting in the tangential and time dimension at the interfaces and leading to well-posed subdomain problems. We investigate in the sequel which operators lead to fast algorithms. By linearity it suffices in the analysis of (4.1) to consider the homogeneous problems, \( f = g = u_0 = u_0' = 0 \), and to analyze convergence to zero. This is because the error equations coincide with these homogeneous equations. Using (3.3), \( u^n_2 \) satisfies for any \( n \geq 1 \) on \( \Gamma_2 \) the equation
\[
B_{1,\Gamma_1}^{ex} u^n_2 = \frac{\partial u^n_2}{\partial n_1} + S_{1,\Gamma_1}^{ex} u^n_2 = 0
\]
where \( S_{1,\Gamma_1}^{ex} \) is the transparent operator for \( \Omega_1 \). Similarly for any \( n \geq 1 \), \( u^n_1 \) satisfies according to (3.3) the equation
\[
B_{2,\Gamma_2}^{ex} u^n_1 = \frac{\partial u^n_1}{\partial n_2} + S_{2,\Gamma_2}^{ex} u^n_1 = 0
\]
where \( S_{2,\Gamma_2}^{ex} \) is the transparent operator for \( \Omega_2 \).

**Theorem 4.1.** If \( B_{1,\Gamma_1} := B_{1,\Gamma_1}^{ex} \) and \( B_{2,\Gamma_2} := B_{2,\Gamma_2}^{ex} \), then \( u^n_1 \equiv u \) in \( \Omega_1 \times (0,T) \) and \( u^n_2 \equiv u \) in \( \Omega_2 \times (0,T) \) for any \( T \) and hence the algorithm converges in exactly two steps with the transparent transmission conditions.

**Proof.** The proof is the same as in one dimension; see [20].

This result generalizes in two ways. First, the algorithm converges globally in time in \( J \) steps for \( J \) subdomains, provided that the subdomains form a chain in space and the exact absorbing transmission conditions are used; see for example [20]. Second, this result holds for many types of equations; it was shown for example for a steady convection diffusion problem in [39].

**Remark 4.2.** On bounded time intervals, the optimized Schwarz waveform relaxation algorithm (4.1) for the wave equation converges at least as well as the classical Schwarz waveform relaxation algorithm (2.2), since the proof of Theorem 2.1 still
further analyze this special case, and thus denote it by therefore the two optimization problems coincide in that case. In the sequel we use transmission conditions of the form

\[ B_{1,1} = \partial_{n_1} + S_{1,1}(\partial_{x_1}, \partial_{y_1}, \partial_{y_2}, \ldots, \partial_{y_{d-1}}), \]

\[ B_{2,2} = \partial_{n_2} + S_{2,2}(\partial_{x_2}, \partial_{y_1}, \partial_{y_2}, \ldots, \partial_{y_{d-1}}). \]

Taking a Fourier transform in \( y \) and \( t \) of the algorithm (4.1) with homogeneous data (the error equations), we obtain

\[
\begin{align*}
\frac{\partial^2 \hat{u}^n_1}{\partial x^2} + (|k|^2 - \frac{n^2}{c^2}) \hat{u}^n_1 &= 0 \quad \text{for } x < \delta, \\
\left( \frac{\partial}{\partial x} + \sigma_{1,1}(i\omega, ik) \right) \hat{u}^n_1 &= \left( \frac{\partial}{\partial x} + \sigma_{1,1}(i\omega, ik) \right) \hat{u}^{n-1}_2 \quad \text{on } x = \delta, \\
\frac{\partial^2 \hat{u}^n_1}{\partial x^2} + (|k|^2 - \frac{n^2}{c^2}) \hat{u}^n_1 &= 0 \quad \text{for } x > 0, \\
\left( -\frac{\partial}{\partial x} + \sigma_{2,2}(i\omega, ik) \right) \hat{u}^n_2 &= \left( -\frac{\partial}{\partial x} + \sigma_{2,2}(i\omega, ik) \right) \hat{u}^{n-1}_1 \quad \text{on } x = 0.
\end{align*}
\]

Using equations (3.2) and (3.3), we obtain the iterates

\[
\hat{u}^n_1 = \hat{a}^n e^{\sigma_{1,1} x(x-\delta)}, \quad \hat{u}^n_2 = \hat{b}^n e^{-x\sigma_{1,1}},
\]

and with the transmission conditions from (3.3) to determine the constants \( \hat{a}^n \) and \( \hat{b}^n \), we find

\[
\hat{a}^n = \frac{-\sigma_{2,2}^x (i\omega, ik) + \sigma_{1,1}(i\omega, ik)}{\sigma_{1,1}(i\omega, ik) + \sigma_{1,1}(i\omega, ik)} e^{-\delta \sigma_{1,1}^x (i\omega, ik) \hat{b}^{n-1}},
\]

\[
\hat{b}^n = \frac{-\sigma_{2,2}^x (i\omega, ik) + \sigma_{2,2}(i\omega, ik)}{\sigma_{1,1}(i\omega, ik) + \sigma_{2,2}(i\omega, ik)} e^{-\delta \sigma_{1,1}^x (i\omega, ik) \hat{a}^{n-1}}.
\]

Using one equation at step \( n - 1 \) in the other, we find \( \hat{a}^n = \rho \hat{a}^{n-2} \) and \( \hat{b}^n = \rho \hat{b}^{n-2} \), where the convergence rate \( \rho \) is given by

\[
\rho := \frac{\sigma_{2,2}^x + \sigma_{1,1}}{\sigma_{1,1} + \sigma_{1,1}} \frac{\sigma_{1,1} - \sigma_{2,2}}{\sigma_{2,2}^x + \sigma_{2,2}} e^{-\delta (\sigma_{1,1}^x + \sigma_{2,2}^x)}.
\]

The quantity \( \rho \) is sometimes also called the convergence factor, but we use in the sequel the term convergence rate for \( \rho \). The factors in the convergence rate (4.1) have a strong resemblance to the reflection coefficients \( R_1 \) defined in (3.14), (3.15) and \( R_2 \) defined in (3.17), (3.18), including the exponential coming in for the reflected wave at a distance \( \delta \) from the boundary. There is however a subtle difference: in the denominator the symbols of the exact operators are exchanged. Hence for approximations of the absorbing boundary conditions, the optimization will depend on their purpose: for domain decomposition, one will try to minimize the convergence rate \( \rho \); to truncate domains, one will try to minimize the reflection coefficients \( R_1 \) which leads in general to a different, although related, optimization problem. In the case of half spaces however, we have seen that \( \sigma_{1,1}^x = \sigma_{2,2}^x \) and therefore the two optimization problems coincide in that case. In the sequel we further analyze this special case, and thus denote it by \( \sigma_{1,2}^x := \sigma_{1,1}^x = \sigma_{2,2}^x \).
5. Optimized absorbing conditions

For propagative waves, where the symbol $\sigma^{ex}$ is imaginary, the overlap is not effective in the convergence rate $\rho$ given in (3.10), since the modulus of the exponential is less than one. Hence for the choice of the exponential in the convergence rate (4.6) equals one. But for evanescent waves purely imaginary, then for evanescent waves the modulus of the fraction in front of $B$ operator 5.1.

Approximation by a rational function. To approximate the transparent operator $B_2^{ex}$ (the operator $B_2^{ex}$ is similar), we approximate the symbol

$$\sigma^{ex} = i \frac{\omega}{c} \sqrt{1 - \frac{c^2 |k|^2}{\omega^2}} \approx i \frac{\omega}{c} r \frac{|k|}{\omega} =: \sigma_j^{app}, \quad j = 1, 2,$$

where $r$ is a rational function. Padé approximations have been proposed first in [15] and several generalizations followed. We use in the sequel the notation established in [15].

We assume that the rational fraction $r(s) = \frac{p_m(s)}{q_m(s)}$ is such that the polynomial $p_m$ is of degree $m$, the polynomial $q_m$ is of degree $m$ and they have no common factors. The symbol of the associated operator is

$$\beta_j^{app} = \frac{\partial}{\partial x} + i \frac{\omega}{c} r \left( \frac{|k|}{\omega} \right).$$

The associated approximately absorbing boundary conditions, which are differential operators, are obtained by multiplying through by $\omega^{\overline{m} - 1} q_m \left( \frac{|k|}{\omega} \right)$, where $\overline{m} = \max\{m, \tilde{m} + 1\}$. We thus obtain

$$\begin{align*}
\beta_1^{app} &= \omega^{\overline{m} - 1} q_m \left( \frac{|k|}{\omega} \right) \frac{\partial}{\partial x} + i \frac{\omega}{c} \rho_m \left( \frac{|k|}{\omega} \right), \\
\beta_2^{app} &= -\omega^{\overline{m} - 1} q_m \left( \frac{|k|}{\omega} \right) \frac{\partial}{\partial x} + i \frac{\omega}{c} \rho_m \left( \frac{|k|}{\omega} \right).
\end{align*}$$

(5.1)

The symbols $\beta_j^{app}$, $j = 1, 2$, are the symbols of partial differential operators $\overline{B}_j^{app}$ in $d + 1$ variables of global degree $\overline{m}$ and first degree in $x$ with real coefficients. We associate with the operator $\overline{B}_1^{app}$ a boundary value problem in the half space $\Omega_1 = (-\infty, \delta) \times \mathbb{R}^{d-1},$

$$\begin{align*}
\Box_c u_1 &= f \quad \text{in } \Omega_1 \times (0, T), \\
u_1(\cdot, 0) &= u_0 \quad \text{in } \Omega_1, \\
\frac{\partial u_1}{\partial t}(\cdot, 0) &= u'_0 \quad \text{in } \Omega_1, \\
\overline{B}_1^{app}(\partial_t, \partial_x, \partial_{y_1}, \partial_{y_2}, \ldots, \partial_{y_{d-1}}) u_1 &= h \quad \text{on } \{\delta\} \times \mathbb{R}^{d-1} \times (0, T),
\end{align*}$$

(5.2)
and similarly for $\widetilde{B}_{1}^{app}$. We say that the problem is well posed in the sense of Kreiss if there exists a unique solution whose norm in time $t$ inside the domain and on the boundary can be estimated by the data. The following result can be found in [3].

**Theorem 5.1.** The boundary value problem (5.2) is well posed in the sense of Kreiss if and only if the zeros and the poles of $r(s)/s$ are real, simple, interlace on the real axis and if in addition $r(s) > 0$ for $s$ in the interval $[-1, 1]$.

The reflection coefficient is then given by

$$R_{1}(i\omega, ik) = R_{2}(i\omega, ik) = \frac{\sqrt{1 - s^{2}} - r(s)}{\sqrt{1 - s^{2}} + r(s)}, \quad s = \frac{\varepsilon |k|}{\omega}.$$  

We assume in the sequel that the rational function $r(s)$ satisfies the hypotheses of Theorem 5.1. We can therefore associate with the rational function $r$ the domain decomposition algorithm (4.1) on the subdomains $\Omega_{1} = (-\infty, 0] \times \mathbb{R}^{d-1}$ and $\Omega_{2} = (0, +\infty) \times \mathbb{R}^{d-1}$, with the transmission conditions

$$\mathcal{B}_{j} := \widetilde{B}_{j}^{app}, \quad j = 1, 2.$$  

**Corollary 5.2.** If the boundary value problem (5.2) is well posed, then $m \leq m \leq 2m + 2$. If $m \leq m \leq 2m + 2$ and $r(s)$ interpolates $\sqrt{1 - s^{2}}$ at $m + \tilde{m} + 1 + \chi_{m\tilde{m}}$ points counted with their multiplicities, where

$$\chi_{m\tilde{m}} = \begin{cases} 0 & \text{if } m = \tilde{m} \text{ is odd}, \\ 1 & \text{if } m = \tilde{m} \text{ is even}, \end{cases}$$

then the boundary value problem (5.2) is well posed.

**Proof.** This is a consequence of Theorem 5.1; a detailed proof can be found in [4].

It is natural to choose $m$ and $\tilde{m}$ even, since the function to be approximated is even. Following [10], we let $2L \geq 2$ be the number of points $s_{i}$ in $[-1, 1]$, $\pm s_{1}, \ldots, \pm s_{L}$, counted with their multiplicities. The points $\pm 1$ can be included, but then the boundary value problem is weakly ill-posed, since there are tangential waves along the boundary. Setting $m = 2\lfloor \frac{L}{2} \rceil$ and $\tilde{m} = 2\lceil \frac{L}{2} \rceil - 2$, we obtain $2L = m + \tilde{m} + 2$ and letting $p(\tau) = \prod_{i=1}^{L}(\tau - \sqrt{1 - s_{i}^{2}})$, we define the rational function $r$ on $[0, 1]$ by

$$r(s) := \frac{r_{L}(\tau)}{p(\tau)} + \frac{p(\tau)}{p(-\tau)} - p(\tau), \quad \text{where } \tau = \sqrt{1 - s^{2}}.$$  

A simple calculation shows that $r$ interpolates $\sqrt{1 - s^{2}}$ at the points $\pm s_{i}$. The reflection coefficients become $R_{1}(i\omega, ik) = R_{2}(i\omega, ik) = R(\sqrt{1 - s^{2}})$ where $R$ defined on $[-1, 1]$ is given by

$$R(\tau) = \frac{p(\tau)}{p(-\tau)} = \prod_{i=1}^{L} \frac{\tau - \tau_{i}}{\tau + \tau_{i}}, \quad \tau_{l} = \sqrt{1 - s_{l}^{2}},$$

and we therefore have $|R_{1}| = |R_{2}| \leq 1$. For the modulus of the convergence rate $\rho$ given in (4.6) we find

$$|\rho| = \begin{cases} |\rho|_{p} = \prod_{i=1}^{L} \frac{\tau_{i}^{2}}{\tau_{i}^{2} + \tau^{2}}, \quad \tau = \sqrt{1 - (\varepsilon |k|)^{2}}, & \text{for propagative waves, } |\varepsilon |k|/\omega| \leq 1, \\ |\rho|_{c} = e^{-2\sqrt{(|k|^{2} - \omega^{2})/\varepsilon}}, & \text{for evanescent waves, } |\varepsilon |k|/\omega| \geq 1, \end{cases}$$

and thus the convergence rate satisfies $|\rho| \leq 1$ for all $k$, $\omega$.  

---

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
Theorem 5.3. The subdomain problems in algorithm (4.1) with transmission conditions defined by the symbols (5.1) where the rational functions are given by (5.6) are well posed in the sense of Kreiss and the algorithm converges. For any initial guess in $L^2(0,T;H^1(\Omega_1)) \times L^2(0,T;H^1(\Omega_2))$ we have
\[
\lim_{n \to \infty} \|u^n_i\|_{L^2((0,T) \times \Omega_i)} = 0, \quad i = 1, 2.
\]

Proof. The well posedness follows from Corollary 5.2 and is shown in [44]. To prove convergence of the algorithm (4.1), we show the argument without loss of generality for the first subdomain and for even iterates only. Extending $u_2^{p_1}$ by 0 on $(T,1)$ and integrating (4.4), we obtain
\[
\|u_2^{p_1}\|_{L^2((0,T) \times \Omega_1)}^2 = \int_{-\infty}^{\delta} \int_{\mathbb{R}^d} |\rho|^{2p} |u_1^0|^2 \, dx \, dw \, dk.
\]
Following [15], we distinguish three regions in the plane $(\omega, |k|)$. For a given $\mu > 0$, we define the glancing region $S_g := \{(k, \omega) : 1 - \mu = \frac{c^2|k|^2}{\omega^2} \leq 1 + \mu \text{ or } c^2|k|^2 + \omega^2 < \mu \}$, the propagating region $S_p := \{(k, \omega) : \frac{2|k|^2}{\omega^2} \leq 1 - \mu \text{ and } c^2|k|^2 + \omega^2 > \mu \}$ and the evanescent region $S_e := \{(k, \omega) : \frac{c^2|k|^2}{\omega^2} \geq 1 + \mu \text{ and } c^2|k|^2 + \omega^2 > \mu \}$, as shown in Figure 4 on the left. We first look at the integral in the glancing region,
\[
\int_{-\infty}^{\delta} \int_{S_g} |u_1^0|^2 \, dx \, dw \, dk.
\]
Since the initial guess $u_1^0$ is in $L^2$, we can choose for any $\epsilon > 0$ the parameter $\mu$ such that the integral is less than $\epsilon$. If in addition $\mu$ is small enough such that in the reflecting region all $\tau_i$ are bigger than $\mu^{1/4}$, then we find from (5.8) after a short calculation
\[
\sup_{S_p} |\rho(\omega, k)| \leq \prod_{i=1}^{L} \left| \frac{\sqrt{\mu} - \tau_i}{\sqrt{\mu} + \tau_i} \right|^2 = |\rho_p| < 1.
\]
In the evanescent region, we obtain from the two inequalities $\frac{c^2|k|^2}{\omega^2} > 1 + \mu$ and $c^2|k|^2 + \omega^2 > \mu$ the lower bound $c^2|k|^2 - \omega^2 > \frac{2-\mu}{2\tau^2}$ (see Figure 4 on the right) and

\[\text{Figure 4. On the left the glancing, propagating and evanescent regions in the } (\omega, |k|) \text{ plane, and on the right a drawing for the proof of Theorem 5.3.}\]
hence with the bound on the convergence rate
\[ \sup_{S_{\max}} |\rho(\omega, k)| \leq e^{-2\delta \sqrt{\frac{2\rho}{\epsilon}}} = |\rho_0| < 1. \]

Therefore for sufficiently small we obtain by the causality principle
\[ \|u_1^{2p}\|^2_{L^2((0,T) \times \Omega_1)} \leq \epsilon + |\rho|^{2p} \int_{-\infty}^{\delta} \int_{S_p} \|u_1^0\|^2 \omega d\omega dk + |\rho_0|^{2p} \int_{-\infty}^{\delta} \int_{S_{\max}} \|u_1^0\|^2 \omega d\omega dk \]
and thus the method converges.

5.2. Minimizing the reflection coefficient. Classical optimizations of the absorbing boundary conditions are based on the study of the error between the rational function \( r(s) \) and the symbol \( \sqrt{1-s^2} \); see for example [44]. We propose here a different strategy which is based on the minimization of the reflection coefficient and includes an overlap, motivated by the Schwarz waveform relaxation algorithm.

If we introduce a layer of width \( \delta \) at the boundary, then evanescent waves are effectively damped. Furthermore, for propagating waves to be reflected and to enter the domain of interest again, they have to cross this layer twice, first to get to the boundary and then back to get into the domain. A propagating wave arriving under the angle \( \theta \) at the interface with wave speed \( c \) will therefore need the time \( t = \frac{2\delta}{c \cos \theta} \) to get through the layer to the absorbing boundary and back; see Figure 5. Hence on a simulation interval \([0, T]\) a wave does not need to be absorbed by the absorbing boundary condition, if the angle of incidence satisfies
\[ \theta \geq \theta_{\max} = \arccos \frac{2\delta}{cT}, \]
because such a wave cannot get back into the domain of interest. We therefore optimize the absorbing boundary conditions in the \( L^\infty \) norm on the subinterval \([\tau, 1]\) where \( \tau := \cos \theta_{\max} \). This leads to the min-max problem for the reflection coefficient \( R(\tau) \),
\[ (5.10) \quad \min_{\tau \leq \tau_1, \ldots, \tau_L \leq 1} \left( \sup_{\tau \in [\tau_1, 1]} |R(\tau)| \right) = \min_{\tau \leq \tau_1, \ldots, \tau_L \leq 1} \left( \sup_{\tau \in [\tau_1, 1]} \prod_{l=1}^{L} \frac{|\tau - \tau_l|}{\tau + \tau_l} \right). \]

Lemma 5.4. The solution of the min-max problem (5.10) for \( L = 1 \) is \( \tau_1 = \sqrt{\tau} \).
For \( L = 2 \) the solution is
\[ \tau_1 = \frac{\sqrt{2\tau^{3/4}}}{\sqrt{1+\tau} + \sqrt{\tau - 1}}, \quad \tau_2 = \frac{\tau^{1/4} (\sqrt{1+\tau} + \sqrt{\tau - 1})}{\sqrt{2}}. \]

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{angle-incidence.png}
\caption{Angle of incidence of a propagating wave onto the interface, traversing the layer of width \( \delta \).}
\end{figure}
Proof. For \( L = 1 \) we first note that \( R(\tau) \) is monotone in \( \tau \) and hence the maximum must be attained on the boundary in the min-max problem. A derivative with respect to \( \tau_1 \) shows that the optimum is reached when we balance at the boundary, \( R(\tau_1, \tau_1, \tau_1) = -R(0, \tau_1, \tau_1) \). This equation has the solution \( \tau_1 = \sqrt{\tau} \).

For \( L = 2 \) the optimization problem for a given \( \tau_2 \) is the min-max problem

\[
\min_{\tau_1 \leq \tau_1 \leq \tau_2 \leq 1} \left( \sup_{\tau_1 \leq \tau_1 \leq 1} \left| \frac{\tau - \tau_1}{\tau + \tau_1} \right| \frac{\tau - \tau_2}{\tau + \tau_2} \right).
\]

Because of the absolute value, the function is always nonnegative. It is zero for \( \tau = \tau_1 \) and \( \tau = \tau_2 \). Computing the derivative with respect to \( \tau_1 \), we find that the function has a maximum between \( \tau_1 \) and \( \tau_2 \) at the geometric mean \( \tau = \sqrt{\tau_1 \tau_2} \). In addition for \( \tau < \tau_1 \) the function is decreasing in \( \tau_1 \), whereas for \( \tau_1 < \tau < \tau_2 \) it increases when \( \tau_1 \) decreases. Similarly for \( \tau_2 \), the function is increasing if \( \tau_2 \) decreases and for \( \tau_1 < \tau < \tau_2 \) it is decreasing when \( \tau_2 \) decreases. Therefore the solution of the min-max problem is obtained when the values of the function at \( \tau = \tau_1, \tau = \sqrt{\tau_1 \tau_2} \) and \( \tau = 1 \) are equal. This leads to the system of equations

\[
\begin{align*}
\frac{(\tau_1 - \tau)(\tau_2 - \tau)}{(\tau_1 + \tau)(\tau_2 + \tau)} &= \frac{(\sqrt{\tau_1 \tau} - \sqrt{\tau})^2}{(\sqrt{\tau_1 \tau} + \sqrt{\tau})^2}, \\
\frac{(\tau_1 - \tau)(\tau_2 - \tau)}{(\tau_1 + \tau)(\tau_2 + \tau)} &= \frac{(1 - \tau_1)(1 - \tau_2)}{(1 + \tau_1)(1 + \tau_2)},
\end{align*}
\]

which has the solution given in the lemma. \( \Box \)

While the preceding lemma gives the optimal parameters to use in an absorbing boundary condition of first or second order with a layer of width \( \delta \), there is no closed-form solution in general for the optimal parameters \( \tau_j \). There is however a general existence and uniqueness result and the optimum is characterized by the equioscillation principle. In the special case where the order \( L \) is a power of 2, there is a recursive formula for the optimal parameters; see [45].

5.3. Minimizing the convergence rate. As in the case of the reflection coefficient, evanescent waves are damped by the overlap \( \delta \) of the optimized Schwarz waveform relaxation algorithm. We can therefore focus on minimizing the convergence rate \( \rho \) given in (4.6) for propagating waves only, and for those we have for our rational approximation \( \sqrt{\rho} = |R(\tau)| \) where \( R(\tau) \) is the reflection coefficient defined in (5.7) (the square root comes from the fact that we defined the convergence rate over a double step of the algorithm). In contrast to the optimization of the reflection coefficient however, \( \theta_{\max} \) is not fixed because of the iteration. A wave arriving under the angle \( \theta \) on the interface of a subdomain has taken the time \( t = \frac{\delta}{c \cos \theta} \) to travel across the overlap of size \( \delta \). Hence this wave is of no importance in the first iteration for a simulation on a time interval \([0, T]\) if

\[
\theta \geq \theta^1_{\max} = \arccos \frac{\delta}{c T}.
\]

Thus waves arriving close to the tangent to the interface will be treated in the first iteration already by the overlap. In the second iteration, a wave needs to travel twice across the overlap to have an influence, and hence it is of no importance in a simulation on \([0, T]\) if

\[
\theta \geq \theta^2_{\max} = \arccos \frac{2\delta}{c T},
\]

and \( \theta^2_{\max} < \theta^1_{\max} \). Hence after two steps more waves have been treated effectively by the overlap than after one step only. In general, at iteration step \( n \), a wave
arriving at the angle $\theta$ on the interface can be neglected in the optimization if
\[ \theta \geq \theta_{\text{max}}^n = \arccos \frac{n\delta}{cT}. \]

We see again that for $n > cT/\delta$, $\theta_{\text{max}}^n$ has reached 0 and all the waves have converged, as in the case of Dirichlet transmission conditions in Theorem 2.1. The overlap is therefore not only good for evanescent waves, it is also effective for waves with large $\theta$ and the transmission conditions only need to be effective for the waves with small $\theta$, the waves that cross the overlap rapidly. This is ideal, because for those waves the transmission conditions are effective, whereas for waves parallel to the interface, the transmission conditions are not effective.

A first simple and effective choice for the optimization parameters is thus to absorb all waves coming in orthogonally to the interface,
\[ 1 = 2 = \ldots = L = 1. \]

With such an approximate absorbing transmission condition, orthogonal waves are completely absorbed, and the more a wave arrives at an oblique angle, the less it is absorbed, but the earlier it is removed by the overlap. This approach is very convenient, since the optimization parameters are known for all $L$ and no further information is needed to run the algorithm.

If we know however a priori a given tolerance $\epsilon$ for the precision we want to obtain, then we can do a different optimization.

**Theorem 5.5** (Minimum number of iterations). To reach a precision $\epsilon$ for the propagating waves, the minimum number of iterations the optimized Schwarz waveform relaxation algorithm with transmission conditions of order $L$ needs is $\lfloor n \rfloor$ where $n$ solves
\[ (\rho_K(\theta_{\text{max}}^n))^n = \epsilon, \quad \theta_{\text{max}}^n = \arccos \frac{n\delta}{cT} \]
with $\rho_K(\theta_{\text{max}}^n)$ denoting the maximum in the solution of the min-max problem (5.10).

**Proof.** To achieve the given precision $\epsilon$ in $n$ iterations, the angle $\theta_{\text{max}}^n$ needs to be such that all waves arriving under an angle bigger than $\theta_{\text{max}}^n$ have been eliminated: $\theta_{\text{max}}^n \geq \arccos \frac{n\delta}{cT}$. In addition waves arriving at an angle smaller than $\theta_{\text{max}}^n$ have been reduced by the optimized convergence rate below the tolerance $\epsilon$: $(\rho_K(\theta_{\text{max}}^n))^n \leq \epsilon$. The result of the theorem follows from these two observations. \qed

Once $n$ has been determined, we know the angle $\theta_{\text{max}}^n$ and hence the optimal parameters to be used in the transmission conditions which minimize the convergence rate uniformly in the interval $[\tau, 1]$ from Lemma 5.4.

In practical calculations convergence below the discretization error is not of interest; hence $\epsilon = C_1 h^p$ where $p$ denotes the order of the numerical scheme and $C_1$ is some positive constant. In addition one can rarely afford an overlap which is independent of $h$; usually it is a few grid cells, $\delta = C_2 h$ where $C_2$ is some small positive integer. It is therefore of interest to study asymptotically the optimal number of iterations required, $n(h)$, as $h$ goes to zero. The concrete optimization results for first and second order transmission conditions are given in the following theorem.

**Theorem 5.6** (Minimal number of iterations). To reach a precision $\epsilon$ for propagating waves using an overlap $\delta$, the minimum number of iterations the optimized
Schwarz waveform relaxation algorithm with first order optimized transmission conditions needs is \([n]\) where \(n\) solves

\[
\left( \frac{\sqrt{cT} - \sqrt{\delta}}{\sqrt{cT} + \sqrt{\delta}} \right)^n = \epsilon.
\]

If the precision and overlap are related to the mesh parameter \(h\), \(\epsilon = C_1 h^p\) and \(\delta = C_2 h\), then the number of iterations is asymptotically

\[
n(h) \approx \left( \frac{Tc}{4C_2} \right)^{1/3} \left( \frac{(p \log h)^2}{h} \right)^{1/3}.
\]

With the second order optimized transmission conditions the minimum number of iterations is \([n]\) with \(n\) solving

\[
\left( \frac{\sqrt{cT} + \sqrt{\delta} - \sqrt{cT} - \sqrt{\delta}}{\sqrt{cT} + \sqrt{\delta} + \sqrt{cT} + \sqrt{\delta}} \right)^n = \epsilon
\]

which gives asymptotically with \(\epsilon = C_1 h^p\) and \(\delta = C_2 h\)

\[
n(h) \approx \left( \frac{Tc}{64C_2} \right)^{1/5} \left( \frac{(p \log h)^4}{h} \right)^{1/5}.
\]

Proof. If we use a first order approximation optimized for the interval \([\tau, 1]\), then with the optimal parameter \(\tau_1 = \sqrt{\tau}\) from Lemma 5.4 we find for the maximum of the convergence rate

\[
\rho_{\text{opt}} = \frac{1 - \sqrt{\tau}}{1 + \sqrt{\tau}}.
\]

Using \(\tau = \frac{n\delta}{cT}\), the equation for the optimal number of iterations (5.12) follows from (5.11). Using \(\delta = C_2 h\) and \(\epsilon = C_1 h^p\) in equation (5.12), taking the logarithm on both sides and assuming that \(nh\) goes to zero, we find, expanding on the left, for the principal term

\[-2n \left( \frac{nC_2}{cT} \right)^{1/2} \sqrt{h} \approx p \log h\]

which leads to (5.13).

For the second order case, we find with the optimal parameters from Lemma 5.4 for the maximum of the convergence rate

\[
\rho_{\text{opt}} = \frac{\sqrt{1 + \tau} + \sqrt{\tau} - 1 - \sqrt{2}(\tau)^{-1/4} - \sqrt{2}(\tau)^{3/4} - \sqrt{1 + \tau} - \sqrt{\tau} + 1}{\sqrt{1 + \tau} + \sqrt{\tau} - 1 + \sqrt{2}(\tau)^{-1/4} + \sqrt{2}(\tau)^{3/4} + \sqrt{1 + \tau} + \sqrt{\tau} - 1}
\]

which leads with \(\tau = \frac{n\delta}{cT}\) and (5.11) to (5.14). Using \(\delta = C_2 h\) and \(\epsilon = C_1 h^p\) in equation (5.14), taking the logarithm on both sides and expanding on the left, assuming again that \(nh\) goes to zero, we find after a lengthy calculation for the principal term

\[-2^{3/2} \rho \left( \frac{nC_2}{cT} \right)^{1/4} \sqrt{h} \approx p \log h\]

which leads to (5.15).
As expected the number of iterations cannot be independent of \( h \) if the overlap depends on \( h \), but the dependence is much weaker than for the classical Schwarz waveform relaxation method, where the number of iterations grows like \( 1/h \) as seen in Theorem 2.1 if the overlap \( \delta = O(h) \). Note also that the second order optimized Schwarz waveform relaxation algorithm has a weaker dependence on \( h \) than the first order optimized one.

6. Numerical experiments

We show two sets of numerical experiments, one to show how the optimized absorbing boundary conditions with a layer can be used to truncate an infinite computational domain and one that shows what the impact of such conditions on the Schwarz algorithm is.

6.1. Truncated computational domains. We pose the wave equation (2.1) on the infinite domain \( \Omega = (0, \infty) \times (0, 1) \) with homogeneous boundary conditions. We truncate the domain at \( x = \beta \) and are interested in the solution on the bounded domain \( (0, \alpha) \times (0, 1) \) where \( \alpha < \beta \) and thus the layer width \( \delta = \beta - \alpha \). We chose for our experiment \( \alpha = 0.46 \) and \( \beta = 0.54 \). The wave speed is chosen to be \( c = 1 \) and we simulate in the time interval \( t \in [0, 1/2] \). As the initial condition we use a sharp spike,

\[
  u_0(x, y) = 2e^{-2000((x-0.45)^2+(y-0.5)^2)}, \quad u_0'(x, y) = 0.
\]

This initial condition generates a circular wave that expands into all directions as one can see from the three snapshots of the solution at \( t = 0 \), \( t = 1/4 \) and \( t = 1/2 \) in Figure 6. We discretize the wave equation with centered finite differences, with discretization parameters \( \Delta x = \Delta y = 1/149 \) and \( \Delta t = 1/214 \) which is close to the

![Figure 6. The solution without truncation shown on the truncated computational domain at times t = 0, t = 1/4, and t = 1/2. We are interested in the solution on the left of the line x = \alpha.](image-url)
CFL condition of the numerical scheme. To discretize the approximate absorbing boundary conditions, we chose the scheme used in [15]. Our reference solution is computed on a bigger domain, and we call this solution the exact solution. In Figure 7 we show, amplified by a factor five compared to Figure 6, the error between the truncated solution and the exact solution on the left for a truncation with Dirichlet condition, in the middle for a truncation with a first order absorbing

Figure 7. Error caused by the truncation, on the left by Dirichlet, in the middle by a first order, and on the right by a second order orthogonally absorbing condition.

Figure 8. Magnitude of the reflection coefficient as a function of \( \tau \) for the first and second order optimized absorbing boundary conditions.
boundary condition which exactly absorbs waves that come in orthogonally to the interface, $\tau_1 = 1$, and on the right for a second order absorbing boundary condition for orthogonally incoming waves, $\tau_1 = \tau_2 = 1$. The absorbing boundary conditions reduce the error considerably, but the error is not reduced uniformly, the oblique part of the wave still carries an important amplitude, as one can see in and close to the layer. This problem is fixed when the optimized absorbing boundary conditions are used. For the problem at hand, we find that $\cos \theta_{\text{max}} = \frac{24}{25} = 0.32$. The reflection coefficient obtained for the first and second order optimized absorbing boundary conditions are shown in Figure 8. Note how the optimized rates are equilibrating the maxima over $\tau \in [\cos \theta_{\text{max}}, 1]$. Figure 9 shows the results obtained with these optimized absorbing boundary conditions. One can see from the numerical experiment that the wave fronts are indeed balanced between the orthogonal wave and the ones close to the boundary of the layer. We finally show in Table 1 the error caused by the truncation measured in the $L^\infty$ and $L^2$ norms in space at time $t = T$.

Table 1. Comparison of the error caused by the truncation of the domain by the various methods.

<table>
<thead>
<tr>
<th>error at $t = T$</th>
<th>Dirichlet</th>
<th>First Order</th>
<th>Second Order</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Orthogonal</td>
<td>Optimized</td>
<td>Orthogonal</td>
</tr>
<tr>
<td>$L^\infty$</td>
<td>100%</td>
<td>42%</td>
<td>26%</td>
</tr>
<tr>
<td>$L^2$</td>
<td>100%</td>
<td>22%</td>
<td>21%</td>
</tr>
</tbody>
</table>
6.2. Domain decomposition. We show now convergence results for the optimized Schwarz waveform relaxation algorithm given in (4.1) with \( c = 1 \). We use first as transmission conditions \( B_i, i = 1, 2 \), either the classical Dirichlet conditions, the first order orthogonal absorbing conditions, or the second order orthogonal absorbing conditions. Our simulation is performed on the unit square with two subdomains of the same size and overlap 0.08. We use homogeneous boundary conditions and the initial data

\[
\begin{align*}
    u_0(x, y) &= 2e^{100((x-0.25)^2+(y-0.5)^2)} + 2e^{100((x-0.75)^2+(y-0.5)^2)} , \quad u_0'(x, y) = 0.
\end{align*}
\]

We start the iteration with the zero initial guess, \( u_1^0 = u_2^0 = 0 \), and simulate in the time interval \( t \in [0, 1] \). The computations are performed with a centered finite difference scheme with \( \Delta x = \Delta y = 1/99 \) and \( \Delta t = 1/141 \), so that the discretization is close to the CFL. Figure 10 shows the convergence behavior of the algorithm. One can clearly see that the transmission conditions are of great importance for a good performance of the algorithm. The classical Dirichlet conditions lead to convergence after 15 steps, the number predicted by Theorem 2.1, and the algorithm seems to stagnate before, as expected. The optimized transmission conditions lead to linear convergence at a rate depending on the degree of approximation in the optimized transmission conditions. In practice one is interested in the solution only up to the discretization error, which would mean for the example that about 5 iterations are necessary for the first order and 3 for the second order transmission condition.

Now we assume that we have an a priori tolerance \( \epsilon = 10^{-2} \), and we use the results of Theorem 5.6. For the first order optimized transmission condition this leads to a number of iterations \( n = 3.7459 \approx 3 - 4 \) with the parameter \( \cos \theta_{\text{max}} = 0.2997 \) which corresponds to an angle of 73°. The optimal parameter to be used is

![Figure 10. The impact the transmission conditions have on the Schwarz waveform relaxation algorithm.](https://www.ams.org/journal-terms-of-use)
Table 2. Optimized absorption for an a priori accuracy of $\epsilon = 10^{-2}$. The first order optimized method optimized for 3–4 steps, and the second order one for 2 steps.

<table>
<thead>
<tr>
<th>Iteration</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dirichlet</td>
<td>0.7059</td>
<td>1.0555</td>
<td>0.8146</td>
<td>0.7340</td>
<td>0.7321</td>
<td>0.5760</td>
</tr>
<tr>
<td>Orthogonal O1</td>
<td>0.7059</td>
<td>0.5793</td>
<td>0.2035</td>
<td>0.0413</td>
<td>0.0061</td>
<td>0.0010</td>
</tr>
<tr>
<td>Optimized O1</td>
<td>0.7059</td>
<td>0.4403</td>
<td>0.1132</td>
<td>0.0216</td>
<td>0.0062</td>
<td>0.0018</td>
</tr>
<tr>
<td>Orthogonal O2</td>
<td>0.7059</td>
<td>0.5853</td>
<td>0.0701</td>
<td>0.0045</td>
<td>0.0003</td>
<td>0.0000</td>
</tr>
<tr>
<td>Optimized O2</td>
<td>0.7059</td>
<td>0.5847</td>
<td>0.0415</td>
<td>0.0099</td>
<td>0.0030</td>
<td>0.0004</td>
</tr>
</tbody>
</table>

therefore $\tau_1 = 0.5474$. In Table 2 we show the error at the end of the time interval in the $L^\infty$ norm. One can see that the method optimized for 3–4 iterations indeed gives a smaller error, by a factor of 2, at iteration 3, over the orthogonal absorbing one.

For the second order optimized transmission conditions the optimized number of iterations for a tolerance of $\epsilon = 10^{-2}$ is $n = 1.9540 \approx 2$ with the parameter $\cos \theta_{\text{max}} = 0.1563$ which corresponds to an angle of $81^\circ$. The optimal parameters to be used are $\tau_1 = 0.2093$ and $\tau_2 = 0.7469$. Again in Table 2 one can see that at iteration 2 the error is almost a factor 2 smaller than for the orthogonally absorbing method.

Finally one can also see from these numerical experiments that orthogonal absorption is a good option, if one does not have an a priori tolerance $\epsilon$: in Table 2 at iteration 5 the orthogonal absorbing versions of the algorithm have a smaller error than the optimized ones. This is in accordance with our analysis, since when $\epsilon$ goes to zero, $\theta_{\text{max}}^n$ in (5.11) goes to zero and the optimal choice is orthogonal absorption.

7. Conclusions

We introduced a new optimization strategy for absorbing boundary conditions for the wave equation. The strategy is motivated by a domain decomposition method with overlap, namely the Schwarz method, and hence includes a small layer which is part of the absorbing boundary condition. The new optimized absorbing boundary conditions can be used to truncate computational domains and for parallel computing, where they greatly enhance the performance of the classical Schwarz waveform relaxation method.
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