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Abstract. In this article we generalize the CM method for elliptic and hyperelliptic curves to Picard curves. We describe the algorithm in detail and discuss the results of our implementation.

1. Introduction

The applications of elliptic and hyperelliptic curves over finite fields to cryptography have been studied intensively [14, 20, 15]. Recently, other kinds of curves proved to be suitable for cryptosystems. The most important examples are superelliptic, or more general $C_{ab}$, curves [1, 7]. Since the discrete logarithm problem on a curve of genus $g \geq 4$ turned out to be easier than on a curve of lower genus [8], we are restricted to curves of genus $g \leq 3$.

A cyclic trigonal curve of genus $g = 3$ is called a Picard curve (see [25, 20, 12]). A Picard curve over a field $\kappa$ is given by an affine equation of the form

$$y^3 = f(x), \quad f \in \kappa[x], \quad \deg(f(x)) = 4,$$

where $f$ is a polynomial without multiple roots in $\kappa$. If $\kappa$ contains the third roots of unity, the curve is equipped with an automorphism of order 3 defined over $\kappa$.

There exists an algorithm for an efficient addition law on the degree zero divisor class group, $\text{Pic}_0^0(C)$, of a Picard curve defined over a finite field $\kappa = \mathbb{F}_q$ [7, 29]. Because of the Pollard-Hellman attack [27], the curve $C$ defined over $\mathbb{F}_q$ should be chosen such that the order of $\text{Pic}_0^0(\mathbb{F}_q)$ contains a large prime factor. To tackle this problem, we need an efficient point counting algorithm for the curve $C$ (or $\text{Pic}_0^0(\mathbb{F}_q)$). For fields of small characteristic $p$ this problem has been solved using $p$-adic methods [9], but for large prime fields the question is still unanswered.

In this paper, we consider an alternative method for constructing Picard curves over large prime fields suitable for cryptography using complex multiplication. Note that the complex multiplication (CM) method is well-known for elliptic curves [2, 3]. Recently, this method has been extended to hyperelliptic curves of genus $g \leq 3$ [34, 36, 37, 38].

We now describe the CM method from an abstract point of view. Given a CM field $K$ with $n_K = [K : \mathbb{Q}] \leq 6$, set $g = n_K/2$. In general the CM method can be described as follows:
(1) Construct the set of isomorphism classes of simple principally polarized abelian varieties of dimension \( g \) defined over \( \mathbb{C} \). Represent each isomorphism class by a matrix \( \Omega_i \) in the \( g \)-dimensional Siegel upper half space \( \mathbb{H}_g \).

(2) For each matrix \( \Omega_i \), compute the set of absolute invariants \( \{ j^i_k \} \) by using values of the theta functions of \( \Omega_i \).

(3) Construct a curve with given absolute invariants.

Our paper is organized as follows. In Section 2 we recall some basic facts. In Section 3 we explain how to determine the set of isomorphism classes in step (1) of the algorithm. Section 4 deals with the theory of theta constants and invariants of a Picard curve. In Section 5 we summarize the complete algorithm and discuss subtleties of the implementation. Finally (Section 6) we give examples for Picard curves defined over \( \mathbb{Q} \) and \( \mathbb{F}_p \) with a Jacobian which has complex multiplication by a given CM field of degree 6.

For the computations we used the \( C \)-library Pari [5] and Magma [19]. The authors thank the referee for valuable comments for improving the paper.

2. Definitions and basic facts

2.1. CM fields of Picard curves. In this section we construct all CM fields which may occur as the endomorphism algebra of the Jacobian of a Picard curve.

Let \( K \) be a CM field of degree 6, i.e., a totally imaginary quadratic extension of a totally real number field of degree 3. Let \( J_C \) be the Jacobian of a Picard curve with complex multiplication by the maximal order \( \mathcal{O}_K \) in \( K \), i.e., \( \text{End}(J_C) \cong \mathcal{O}_K \). Then automatically, we have \( \mathbb{Q}(\zeta_3) \subseteq K \), where \( \zeta_3 \) denotes a third root of unity. This means that \( K \) must be the composition of a totally real number field \( K_0 \) and the imaginary quadratic field \( \mathbb{Q}(\zeta_3) \).

Conversely, we can prove the following lemma:

**Lemma 1.** Let \( \kappa \) be an algebraically closed field of char \( \kappa \) different from 3 and let \( A \) be a principally polarized abelian variety of dimension 3 defined over \( \kappa \) with complex multiplication by \( \mathcal{O}_K \) where \( K \) is a CM field containing the third roots of unity.

Then \( A \) is simple and \( A \) is the Jacobian of a Picard curve.

**Proof.** The abelian variety \( A \) is obviously simple, since its endomorphism ring is commutative. It has an automorphism of order 3, since the roots of unity in the endomorphism ring respect the polarization (see the corollary following Proposition 3 in [31, Section 14]).

Moreover, \( A \) is isomorphic to the Jacobian variety of some curve \( C \), since the principally polarized abelian varieties of dimension 3 are exactly the Jacobians of curves [24]. By Torelli’s Theorem, the curve \( C \) is uniquely determined by the principally polarized abelian variety \( A \) and we have \( \text{Aut}(C) \) is isomorphic to \( \text{Aut}(J_C)/G \) where \( G \) is either trivial or \( \{ \pm 1 \} \) (see, e.g., [21], Theorem 12.1) for the extended version of Torelli’s theorem needed to conclude the fact about the automorphism group). Thus, \( A \) is the Jacobian of a curve \( C \) which is uniquely determined and has an automorphism of order 3.

Let \( \kappa(C) = \kappa(x, y) \) be the function field of \( C \) and let \( \kappa(\hat{C}) \) be the function field obtained by factoring out the automorphism \( \alpha \). Since \( J_C \) is simple, \( \kappa(\hat{C}) \) must be the rational function field and \( \kappa(C)/\kappa(\hat{C}) \) is a Kummer extension of degree three,
i.e., $C$ can be given by an affine equation of the form $y^3 = f(x)$. By the Riemann–Hurwitz formula, $C \to \mathbb{P}_1$ is branched over five points. We may choose the point at infinity to be a ramification point. Then $f$ has degree 4.

For the rest of the paper we assume $K = K_0(\zeta_3)$.

2.2. The group order over finite fields. Let $\kappa = \mathbb{F}_p$ be a finite prime field with $p \equiv 1 \mod 3$.

Suppose given a Picard curve defined over $\mathbb{F}_p$, whose Jacobian $J_C$ is known to have complex multiplication by $\mathcal{O}_K$ for some CM field $K$ of degree 6.

We claim that it is easy to determine the number of $\mathbb{F}_p$-rational points of $J_C$.

The $p$-th power Frobenius endomorphism $\pi$ on the Jacobian $J_C$ corresponds to an element $w \in \mathcal{O}_K$ with the property that $w$ and all its conjugates have absolute value $\sqrt{p}$.

Since $J_C$ is absolutely simple, $K = \mathbb{Q}(w)$. In this case, the minimal polynomial $f_w(t) \in \mathbb{Q}[t]$ is irreducible and coincides with the characteristic polynomial of the Frobenius on the $\mathbb{Q}_l$ vector space $V_l(J_C) = T_l(J_C) \otimes \mathbb{Q}_l$ where $T_l(J_C)$ denotes the Tate module of the Jacobian. The order of the group $J_C(\mathbb{F}_p)$ is given by the evaluation of the minimal polynomial $f_w(t)$ of $w$ over $\mathbb{Q}$ at $t = 1$.

Let

$$S_{\mathcal{O}_K,p} = \{ w \in \mathcal{O}_K : w \overline{w} = p, \mathbb{Q}(w) = K \} / \sim$$

where $w_1 \sim w_2$ if $w_1$ and $w_2$ are conjugate and let

$$N_{\mathcal{O}_K,p} := \{ n \in \mathbb{N} : \# J_C(\mathbb{F}_p) = n \text{ for some } J_C \text{ with } \text{End}(J_C) \simeq \mathcal{O}_K \}.$$

Then $S_{\mathcal{O}_K,p}$ has finite cardinality and $|N_{\mathcal{O}_K,p}| \leq |S_{\mathcal{O}_K,p}|$. Hence, given a CM field $K$ and a prime $p$ we have only finitely many possible group orders. The elements in $S_{\mathcal{O}_K,p}$, resp. $N_{\mathcal{O}_K,p}$, can for example be found by factoring the ideal $(p)$ in $K$. The factorization of prime ideals in number fields of low degree can efficiently be computed and it is implemented in many number theoretic libraries.

Once we have determined the set of possible group orders, we can then try to find the right order by choosing random divisor classes in the divisor class group.

3. The set of isomorphism classes

In this section, we determine all principally polarized abelian varieties over $\mathbb{C}$ with complex multiplication by the maximal order $\mathcal{O}_K$ in a CM field $K$. This is needed for the first step of the algorithm given in the introduction. We use the theory of complex multiplication by Shimura and Taniyama [31]. We summarize their results restricted to the case $[K : \mathbb{Q}] = 6$ (for details see [31], but also [31] 38).

Let $K$ be a CM field of degree 6 with real subfield $K_0$.

A tuple $(K, \Phi) = (K, \{ \varphi_1, \varphi_2, \varphi_3 \})$ consisting of the CM field $K$ and three embeddings of $K$ into $\mathbb{C}$ such that $\varphi_i \neq \varphi_j, \overline{\varphi_j}, i \neq j$, is called a CM type. An abelian variety of dimension 3 over $\mathbb{C}$ can be given by a complex torus $\mathbb{C}^3 / \Lambda$. We suppose that there exists an isomorphism $\epsilon : \text{End}(A) \to \mathcal{O}_K$. In this situation, an abelian variety is said to be of CM type $(K, \Phi) = (K, \{ \varphi_1, \varphi_2, \varphi_3 \})$ if the basis of the lattice $\Lambda$ can be chosen such that the endomorphism $\alpha$ is given by

$$\begin{pmatrix}
\varphi_1(\epsilon(\alpha)) \\
\varphi_2(\epsilon(\alpha)) \\
\varphi_3(\epsilon(\alpha))
\end{pmatrix}.$$
There is a notion of a primitive CM type (see, e.g., [31, Section 8.2]) and the abelian variety $A$ is simple if and only if the CM type $(K, \Phi)$ is primitive. Note that $K = K_0(\zeta_3)$ is either Galois or has Galois closure $L$ where $L$ has degree 12 over $\mathbb{Q}$ (depending on whether the subfield $K_0$ is normal or not). In both cases there are three different primitive CM types, up to complex conjugation ([38, Lemma 3.1]).

Suppose $K$ is Galois and $\Phi_1, \Phi_2$ are two different primitive CM types. In this case, the set of isomorphism classes of principally polarized abelian varieties with CM type $\Phi_1$ coincides with the set of isomorphism classes of principally polarized abelian varieties of CM type $\Phi_2$ ([38, Lemma 3.5]). Therefore, for normal $K$ it is enough to determine the principally polarized abelian varieties for one fixed CM type.

For every ideal $\mathfrak{B}$ of $\mathcal{O}_K$ we define a lattice

$$\Phi(\mathfrak{B}) = \left\{ \Phi(\beta) = (\varphi_1(\beta), \varphi_2(\beta), \varphi_3(\beta))^t, \beta \in \mathfrak{B} \right\}$$

in $\mathbb{C}^3$. The torus $\mathbb{C}^3/\Phi(\mathfrak{B})$ defines an abelian variety $A$. Obviously, the abelian variety $\mathbb{C}^3/\Phi(\mathfrak{B})$ is invariant under the action of matrices of the form (1). All abelian varieties of CM type $(K, \Phi)$ with complex multiplication by $\mathcal{O}_K$ can be constructed this way ([17, Theorem 4.1]).

Next we want to define a Riemann form on the lattice $\Phi(\mathfrak{B})$ which induces a principal polarization on the abelian variety $\mathbb{C}^3/\Phi(\mathfrak{B})$. We cite the following theorem (cf. [31, Section 14.3] or [34]):

**Theorem 2.** Let $K$ be a CM field of degree 6 and let $\delta_{K/\mathbb{Q}}$ be the different of $K$.

Let $\mathfrak{B}$ be an ideal in $K$ such that $\delta_{K/\mathbb{Q}} \mathfrak{B} \mathfrak{B}$ is a principal ideal (b). Suppose there exists a CM type $(\varphi_1, \varphi_2, \varphi_3)$ and a unit $\varepsilon \in \mathcal{O}_K$ such that $\varepsilon b$ is totally imaginary and $\text{Im} \varphi_i(\varepsilon b) < 0$ for all $i$. Write $\xi = (\varepsilon b)^{-1}$. The bilinear form

$$E_\xi(x, y) = \sum_{i=1}^{3} \varphi_i(\xi) (\tau_i y_i - x_i y_i)$$

(2)

defines a principal polarization on the lattice $\Phi(\mathfrak{B})$.

From now on the tuple $(\Phi(\mathfrak{B}), \xi)$ denotes the principally polarized abelian variety given by the torus $\mathbb{C}^3/\Phi(\mathfrak{B})$ together with the Riemann form $E_\xi(x, y)$.

Using the following two facts (see [31, Chapter 7]) it is easy to list a complete set of isomorphism classes of principally polarized abelian varieties having complex multiplication by $\mathcal{O}_K$:

- Let $U$ (resp. $U^+$) be the group of units (resp. totally positive units) in $\mathcal{O}_{K_0}$, and let $U_1$ be the subgroup of $U^+$ of elements of the form $\varepsilon \tau$, $\varepsilon \in \mathcal{O}_K^*$. Choose a set of representatives $\{\varepsilon_1, \ldots, \varepsilon_d\}$ for the cosets $U^+/U_1$. Suppose there exists an element $\xi$ as in Theorem 2. The set of isomorphism classes of principally polarized abelian varieties corresponding to $\Phi(\mathfrak{B})$ is given by $\{(\Phi(\mathfrak{B}), \varepsilon_i \xi), i = 1, \ldots, d\}$.

- Two principally polarized abelian varieties $(\Phi(\mathfrak{B}_1), \xi_1)$ and $(\Phi(\mathfrak{B}_2), \xi_2)$ are isomorphic if and only if there exists some $\gamma \in K$ such that $\gamma \mathfrak{B}_1 = \mathfrak{B}_2$ and $\xi_1 = \gamma \xi_2$.

This leads to the following algorithm. Let $\delta_{K/\mathbb{Q}}$ be the different of $K$ and let $\{\varepsilon_1, \ldots, \varepsilon_d\}$ be a set of representatives for the cosets $U^+/U_1$ (see Section [31] for
the computation of $U^+/U_1$). Let $U_K$ be the set of units in $K$. Note that $U$, and therefore also $U^+$, has finite index in $U_K$. Choose representatives $u_1, \ldots, u_n$ of $U_K/U^+$.

For every ideal class represented by an ideal $\mathfrak{B}$ with $\delta_K/Q\mathfrak{B} = (b)$ principal and every CM type $(K, \Phi) = (K, \{\varphi_i\})$ we check if there exists a $j$ such that $u_j b$ is totally imaginary and $\text{Im} \varphi_i(u_i b) < 0$ for all $i$. If such a $j$ exists, we define a principal polarization on $\Phi(\mathfrak{B})$ by the Riemann form $E_\xi$ with $\xi = (u_j b)^{-1}$. We find all isomorphism classes of principally polarized abelian varieties corresponding to $\Phi(\mathfrak{B})$ by $\{(\Phi(\mathfrak{B}), \varepsilon_1, \xi), i = 1, \ldots, d\}$.

Given the principally polarized abelian variety $(\Phi(\mathfrak{B}), \xi)$ (resp. $(\Phi(\mathfrak{B}), \varepsilon_1, \xi)$), we determine a basis $\beta_1, \ldots, \beta_6$ of the lattice $\Phi(\mathfrak{B})$ such that

$$(E(\Phi(\beta_1), \Phi(\beta_2)))_{1 \leq i, j \leq 3} = \begin{pmatrix} O & E_3 \\ -E_3 & 0 \end{pmatrix},$$

where $E$ is the Riemann form corresponding to $\xi$ defined by (2). Such a basis is called a Frobenius basis. It always exists and we describe an algorithm which determines a Frobenius basis for abelian varieties in arbitrary dimension in the appendix, Section 7.2.

Next we represent each isomorphism class of principally polarized abelian varieties by the matrix $A_0, A_1$ in the Siegel upper half space $H_3 = \{\Omega \in \text{GL}_3(\mathbb{C}) : \Omega = \Omega^T, \text{Im}(\Omega) \text{ is positive definite}\}$ where

$A_1 = (\Phi(\beta_1), \Phi(\beta_2), \Phi(\beta_3))$ and $A_2 = (\Phi(\beta_4), \Phi(\beta_5), \Phi(\beta_6))$.

If the real subfield $K_0$ has a power integer basis and class number 1, the period matrices describing the lattice can be given more explicitly and the determination of the set of principally polarized abelian varieties can be simplified (see [35]).

4. Theta constants of Picard curves

4.1. Invariants of Picard curves. Let $\kappa$ be a field of characteristic different from 2 and 3 and let $C$ be a Picard curve defined over $\kappa$.

Without loss of generality, we may assume that $C$ is given by

$$y^3 = x^4 + g_2 x^2 + g_3 x + g_4, \quad g_i \in \kappa.$$ 

The coefficients $g_i$ are invariants of the binary form $f(x, z) = x^4 + g_2 x^2 z^2 + g_3 x z^3 + g_4 z^4$ of degree $i$.

We describe the absolute invariants of a Picard curve over a finite prime field $\mathbb{F}_p$ (more details can be found in Section 7.5 in [12]). For that we distinguish six cases:

(1) For the majority of curves, we have $g_2 g_3 \neq 0$. In this case, the isomorphism class of the Picard curve over $\mathbb{P}$ is determined by

$$j_1 = \frac{g_3^2}{g_2^2} \quad \text{and} \quad j_2 = \frac{g_4}{g_2^2}.$$ 

Suppose there exists a Picard curve with $y^3 = x^4 + g_2 x^2 + g_3 x + g_4$ with $j$-invariants $j_1, j_2 \in \mathbb{F}_p$, $p \equiv 1 \mod 3$. Then there are precisely three isomorphism classes of curves over $\mathbb{F}_p$ with invariants $j_1$ and $j_2$ given by

$$C_k : y^3 = x^4 + b^{2k} g_2 x^2 + b^{3k} g_3 x + b^{4k} g_4, \quad k = 0, 1, 2,$$

where $b \in \kappa$ is a cubic non-residue. The curves $C_k$, $k = 0, 1, 2$, will be called cubic twists of each other.
(2) If $g_2 \neq 0$ but $g_3 = 0$, $j_1 = 0$ and the invariant $j_2$ determines the isomorphism class. It can easily be shown that the curve is singular if and only if $j_2 \in \{0, \frac{1}{4}\}$. For each $j_2 \notin \{0, \frac{1}{4}\}$ we get six isomorphism classes of curves over $\mathbb{F}_p$, $p \equiv 1 \mod 3$ given by

$$y^3 = x^4 + b^h g_2 x^2 + b^{2k} g_4, \quad k = 0, \ldots, 5.$$  

where $b$ is a non-square and non-cube in $\kappa$.

(3) If $g_2 = 0$ and $g_3 g_4 \neq 0$, the isomorphism class is given by $j = \frac{g_3^3}{g_2^2}$. We have only the cubic twists described above.

(4) Over $\overline{\kappa}$ there exists only one isomorphism class with $g_2 = g_4 = 0$ (but $g_3 \neq 0$). It corresponds to the family of curves whose Jacobians have complex multiplication by $\mathbb{Z}[\zeta_3]$. We get 1, 3 or 9 isomorphism classes depending on whether $p \equiv 1 \mod 3$, $p = 4, 7 \mod 9$ or $p \equiv 1 \mod 9$. If $p \equiv 1 \mod 9$, the 9 isomorphism classes are given by the curves

$$y^3 = x^4 + b^k x, \quad k = 0, \ldots, 8$$  

where $b$ is a non-cube in $\mathbb{F}_p$.

(5) There is only one isomorphism class over $\overline{\kappa}$ of curves with $g_4 = g_3 = 0$. We get 1, 4, 6 or 12 isomorphism classes depending on whether $p \equiv 11 \mod 12$, $p \equiv 5 \mod 12$, $p = 7 \mod 12$ or $p \equiv 1 \mod 12$. If $p \equiv 1 \mod 12$, the isomorphism classes are given by

$$y^3 = x^4 + b^k, \quad k = 0, \ldots, 11$$  

where $b$ is a non-square and non-cube in $\mathbb{F}_p$.

If $g_2 g_3 \neq 0$, the curve

$$C : y^3 = x^4 + j_1 x^2 + j_2^2 x + j_2^2 j_2$$  

has invariants $j_1$ and $j_2$. In a similar fashion we can deal with the other five cases. For every Picard curve it is possible to write down a model over $\kappa'$ (or $\kappa''$) where $\kappa'$ is the prime field of $\kappa$. Hence, every Picard curve has a model over the field where its invariants $j_i$ are defined.

The characteristic polynomials of the Frobenius elements of the twists of $C$ can easily be deduced from the characteristic polynomial of $C$.

Lemma 3. Suppose $\kappa = \mathbb{F}_p$ with $p \equiv 1 \mod 3$ and let $C$ be a Picard curve with $g_2, g_3 \neq 0$ whose Jacobian has complex multiplication by the maximal order in a CM field.

Suppose the $p$-th power Frobenius corresponds to an element $w \in \mathcal{O}_K$, i.e.,

$\#J_C(\mathbb{F}_p) = \prod_{i=1}^{n}(1 - w_i)$ by Section 2.2. The Frobenius elements of the cubic twists are given by $\zeta_3 w$ and $\zeta_3^2 w$.

Proof. The curves $C_i$, $i = 1, 2, 3$, are not isomorphic over $\mathbb{F}_p$ but over $\mathbb{F}_{p^3}$. Their Jacobians are also not isogenous over $\mathbb{F}_p$, since any such isogeny would already be an isomorphism.

Let $w_{C_i}$ be the Frobenius elements of $J_{C_i}$, $i = 1, 2, 3$. Then

$$w_{C_1}^3 = w_{C_2}^3 = w_{C_3}^3$$  

which implies that they all differ by multiplication by a third root of unity. \qed

Analogous statements can be made in case $g_2 g_3 = 0$. The group order of the twists can always be easily determined from a single Frobenius element $w$.  

4.2. **Equation of Picard curves over** \( \mathbb{C} \). In this section, we give an explicit formula which expresses the branch points of a Picard curve by theta functions. This formula goes back to Picard \[25\] and has already been worked out for a special symplectic basis in \[30\]. But since the period matrices constructed in Section 3 are in general not of a special form, we have to review the arguments in \[24\] and \[30\] and give a more general formulation using geometric considerations.

4.2.1. **Facts on theta functions.** We first summarize some facts about theta functions. For more details see \[22\] [33].

Let \( \delta, \varepsilon \in \mathbb{Q}^g \). The theta function with characteristic \((\delta, \varepsilon)\) is the function

\[
\theta \left[ \begin{array}{c} \delta \\ \varepsilon \end{array} \right] (z, \Omega) = \sum_{n \in \mathbb{Z}^g} \exp \left( \pi i (n + \delta)^t \Omega (n + \delta) + 2 \pi i (n + \delta)^t (z + \varepsilon) \right)
\]

of \((z, \Omega) \in \mathbb{C}^g \times \mathbb{H}_g\), where \( \mathbb{H}_g = \{ \Omega \in \text{GL}_g(\mathbb{C}) : \Omega = \Omega^t, \text{Im}(\Omega) \text{ positive definite} \}\) is the Siegel upper half space of degree \(g\).

The theta function with characteristic \(\delta = \varepsilon = 0\) is called the **Riemann theta function** \(\theta(z, \Omega)\). For half integral vectors \(\delta, \varepsilon \in \left(\frac{1}{2} \mathbb{Z}\right)^g\), the characteristic \((\delta, \varepsilon)\) is called even (odd) if \(4 \delta \varepsilon\) is even (resp. odd). All characteristics are regarded as residue classes modulo integral vectors, as usual.

Theta functions with characteristics are related to the Riemann theta function via the formula

\[
\theta \left[ \begin{array}{c} \delta \\ \varepsilon \end{array} \right] (z, \Omega) = \exp \left( \pi i \delta^t \Omega \delta + 2 \pi i \delta^t (z + \varepsilon) \right) \theta(z + \Omega \delta + \varepsilon, \Omega).
\]

We identify the characteristic \((\delta, \varepsilon) \in \mathbb{Q}^g \times \mathbb{Q}^g\) with \(\mathbb{Q}^g \times \mathbb{Z}^g\) with \(\Omega \delta + \varepsilon \in \mathbb{C}^g\).

Now let \(\Omega\) be the period matrix of a smooth algebraic curve \(X\) of genus \(g\) over \(\mathbb{C}\). Fix a base point \(P \in X\) and consider the Abel–Jacobi map

\[
\alpha : \text{Sym}^k X(\mathbb{C}) \longrightarrow J_X(\mathbb{C}) = \mathbb{C}^g/(\mathbb{Z}^g + \mathbb{Z}^g \Omega), \quad Q_1 + \cdots + Q_k \mapsto \sum_{i=1}^{k} \int_{Q_i}^P w,
\]

where \(w = (w_1, \ldots, w_g)\) and the \(w_i\)'s form a basis of \(H^0(X, \Omega_X^1)\). The image of \(\text{Sym}^{g-1} X\) under \(\alpha\) is equal to the zero divisor of the Riemann theta function, up to translation by some element \(\Delta \in J_X(\mathbb{C})\). This element is called the **Riemann constant**. More precisely, we have the following theorem.

**Theorem 4** (Riemann’s Vanishing Theorem, \[22\] Corollary 3.6). Let \(\theta(z, \Omega)\) be the Riemann theta function. We have

\[
\theta(z, \Omega) = 0 \iff z = \Delta - \alpha(Q_1 + \cdots + Q_{g-1}) \text{ with } Q_i \in X
\]

where \(\Delta\) is the Riemann constant. The Riemann constant is uniquely determined by this property if we fix the base point \(P\).

**Remark 5.** It is known that \(\Delta = \alpha(D_0)\) for some half canonical divisor \(D_0\) \[22\]. Let us assume that the base point \(P\) is chosen such that \((2g - 2)P\) is a canonical divisor. Then \(D = (g-1)P\) is also a half canonical divisor. Because \(2D\) and \(2D_0\) are canonical divisors, we have \(\alpha(2D_0) = \alpha(2D)\). By definition, \(\alpha(2D) = 0 \in J_C(\mathbb{C})\), and we see that \(\Delta = \alpha(D_0)\) is a 2-torsion point. So we may write \(\Delta = \Omega \delta + \varepsilon\) with \((\delta, \varepsilon) \in \left(\frac{1}{2} \mathbb{Z}\right)^g \times \left(\frac{1}{2} \mathbb{Z}\right)^g\). The corresponding characteristics \((\delta, \varepsilon)\) depends on the choice of a symplectic basis of \(H_1(X, \mathbb{Z})\). We will use this fact later.
The following theorem allows us to express the values of a function on $X$ by theta constants.

**Theorem 6** ([33, p. 177]). Let $f$ be a function on $X$. Write

$$f = \sum_{i=1}^{m} P_i - \sum_{i=1}^{m} Q_i.$$  

Choose paths from the base point $P$ to $P_i$ and $Q_i$ such that

$$\sum_{i=1}^{m} \int_{P_i} w = \sum_{i=1}^{m} \int_{P_i} w.$$  

Then

$$f(D) = f(R_1) \cdots f(R_g) = E \prod_{k=1}^{m} \frac{\theta \left( \sum_{i=1}^{g} \int_{P_i} w - \int_{P_k} w - \Delta, \Omega \right)}{\theta \left( \sum_{i=1}^{g} \int_{P_i} w - \int_{P_k} w - \Delta, \Omega \right)}$$

as a meromorphic function of $D = R_1 + \ldots + R_g \in \text{Sym}^g X$, where $E$ is some constant independent of $D$ and the integral $\int_{P_i} w$ in the numerator and denominator are taken along the same path.

**Remark**. By Riemann’s Vanishing Theorem, the denominator and the numerator of the theta quotient in formula (5) do not vanish if the divisors $D - P_k$ and $D - Q_k$ of degree $g - 1$ are general (non-special) divisors; that is, $\ell(\kappa - D + P_k) = \ell(\kappa - D + Q_k) = 0$ where $\kappa$ is a canonical divisor and $\ell(D) = \dim H^0(X, \mathcal{O}_X(D))$.

4.2.2. Picard’s Formula. Let us return to the Picard case. We consider the following normalized form

$$C/\mathbb{C} : y^3 = x(x-1)(x-\lambda)(x-\mu).$$

Our goal is to express $\lambda$ and $\mu$ by theta functions applying Theorem 6. Let $P_1, \ldots, P_3 \in C$ be the points lying above the branch points $0, 1, \lambda, \mu, \infty$ of the map $\pi : C \to \mathbb{P}_1$, $(x, y) \mapsto x$. We apply Theorem 6 for the function $\pi$ and the divisor $D = 2P_2 + P_3$. The divisor of $\pi$ is $3P_1 - 3P_3$. We get

$$\pi(D) = \pi(P_2)\pi(P_2)\pi(P_3) = \lambda = E \prod_{k=1}^{3} \frac{\theta \left( 2 \int_{P_2} P_2 + \int_{P_3} w - \int_{\gamma_k} w - \Delta, \Omega \right)}{\theta \left( 2 \int_{P_2} P_2 + \int_{P_3} w - \Delta, \Omega \right)}$$

where the paths $\gamma_k$ from $P_3$ to $P_1$ on $C$ are chosen such that $\sum \gamma_k = 0$. To see that the theta functions in the equation do not vanish, let us consider the linear system $\mathcal{L}_i = \mathcal{L}(\kappa - D + P_i)$ for $i = 1$ and 5. By the Riemann–Roch Theorem (or the residue theorem), we see that there is no rational 1-form with only one pole at $P_i$ of order 1; moreover the canonical class of $C$ is given by a line on $\mathbb{P}^2$. So elements in $\mathcal{L}_i$ are given by lines that pass through $P_3$ and are tangent to $C$ at $P_2$. But such a line does not exist and we have $\ell(\kappa - D + P_i) = 0$ for $i = 1$ and 5. Hence this expression of $\lambda$ as a quotient of theta constants is well defined.

By considering the divisor $D' = P_2 + 2P_3$ instead of $D$, we can express $\lambda^2 = \pi(D')$ by theta functions, and by taking the quotient $\pi(D')/\pi(D)$, we can eliminate the
constant $E$. Analogously, we can express $\mu$ by theta constants and obtain (cf. [25, 26])

$$
\lambda = \prod_{k=1}^{3} \frac{\theta \left( \int P_{k}^{2} w + 2 \int P_{k}^{3} w - \int_{\gamma_k} w - \Delta, \Omega \right)}{\theta \left( \int P_{k}^{2} w + 2 \int P_{k}^{3} w - \Delta, \Omega \right)}
\times \prod_{k=1}^{3} \frac{\theta \left( 2 \int P_{k}^{2} w + \int P_{k}^{3} w - \Delta, \Omega \right)}{\theta \left( 2 \int P_{k}^{2} w + \int P_{k}^{3} w - \int_{\gamma_k} w - \Delta, \Omega \right)}
$$

and

$$
\mu = \prod_{k=1}^{3} \frac{\theta \left( \int P_{k}^{2} w + \int P_{k}^{3} w - \int_{\gamma_k} w - \Delta, \Omega \right)}{\theta \left( \int P_{k}^{2} w + 2 \int P_{k}^{3} w - \Delta, \Omega \right)}
\times \prod_{k=1}^{3} \frac{\theta \left( 2 \int P_{k}^{2} w + \int P_{k}^{3} w - \Delta, \Omega \right)}{\theta \left( 2 \int P_{k}^{2} w + \int P_{k}^{3} w - \int_{\gamma_k} w - \Delta, \Omega \right)}
$$

4.2.3. Vanishing properties of Picard theta functions. To obtain a more explicit representation of $\lambda$ and $\mu$ in terms of theta characteristics, we consider the 3-torsion points of $J(C)$ obtained from branch points more closely.

Choose $P_5$ as the base point of $\alpha$. We see that $\Delta \in J_C[2]$ since $(dx/y^2) = 4P_5$ (see Remark[5]), where $J_C[m]$ denotes the subgroup of $m$-torsion points of the Jacobian. Note that the divisor of the function

$$
\pi: C \rightarrow \mathbb{P}^1, \quad (x, y) \mapsto x
$$

is given by $3P_1 - 3P_5$. Hence $\alpha(P_1)$ is a 3-torsion point of the Jacobian. Similarly we have $\alpha(P_1), \ldots, \alpha(P_4) \in J_C[3]$.

From Theorem[4] we deduce that there must be 15 torsion points of the form $\Delta + \alpha(D) \in J_C[6]$ with $D = P_1 + P_2$ and $\alpha(D) \in J_C[3]$ which lie in the zero locus of $\theta$. These are given by

$$
\alpha(D) \in \{ \alpha(2P_1), \alpha(P_1 + P_2), \alpha(P_1 + P_3), \alpha(P_1 + P_4), \alpha(P_1 + P_5), \alpha(2P_2), \alpha(P_2 + P_3), \alpha(P_2 + P_4), \alpha(P_2 + P_5), \alpha(2P_3), \alpha(P_3 + P_4), \alpha(P_3 + P_5), \alpha(2P_4), \alpha(P_4 + P_5), \alpha(2P_5) = 0 \}.
$$

Because $C$ is a smooth quartic curve, it is the canonical model of a curve of genus 3 ([11, p. 342]). It is therefore not hyperelliptic and it does not have a function of order 2. Therefore the above 15 elements are different from each other. Note that by formula [3], $\theta(\Delta + \alpha(D)) = 0$ is equivalent to $\theta(\Delta + \alpha(D))(0, \Omega) = 0$.

Remark 8. By the automorphism $\varphi: (x, y) \mapsto (x, \zeta_3 y)$, $H_1(C, \mathbb{Z})$ has the structure of a $\mathbb{Z}[\zeta_3]$-module (so $\mathbb{Z}[\zeta_3]$-module). In fact, it is known that $H_1(C, \mathbb{Z})$ is generated by three elements as a $\mathbb{Z}[\zeta_3]$-module [24]. Therefore we have $H_1(C, \mathbb{Z}) \cong \mathbb{Z}[\zeta_3]^3$. The group

$$
J_C[1 - \zeta_3] = \text{Ker}(1 - \varphi) \subset J_C[3]
$$

is isomorphic to $(\mathbb{Z}/3\mathbb{Z})^3$. Since $\varphi(P_1) = P_1$, we see that $\alpha(P_1) \in J_C[1 - \zeta_3]$. Let $G$ be the subgroup generated by $\alpha(P_1), \ldots, \alpha(P_4)$. Then we have $G \subset J_C[1 - \zeta_3]$, and $G$ has at least the above 15 elements. Hence we conclude that $G = J_C[1 - \zeta_3]$. 

The group $G$ is generated by $\alpha(P_1), \ldots, \alpha(P_4)$. The divisor of a function
$$C \rightarrow \mathbb{P}^1, \quad (x, y) \mapsto y$$
is $P_1 + P_2 + P_3 + P_4 - 4P_5$. We conclude that the $\alpha(P_i)$ satisfy a unique relation
$$\sum \alpha(P_i) = 0.$$

Let $A_i, B_i, i = 1, 2, 3$, be a symplectic basis of $H_1(C, \mathbb{Z})$ such that $A_i \cdot B_j = \delta_{ij}$. The Riemann constant can be computed easily if the symplectic representation of $\varrho$ is known. Let $M = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \in \text{Sp}(6, \mathbb{Z})$ be the symplectic representation of $\varrho$. More precisely, $M$ is defined by
$$\varrho(B_1, B_2, B_3, A_1, A_2, A_3) = (B_1, B_2, B_3, A_1, A_2, A_3)^t M.$$
The matrix $M$ acts on $\mathbb{C}^3 \times \mathbb{H}_3$ via
$$(M \cdot z, M \cdot \Omega) = \left( (C \Omega + D)^{-1} z, (A \Omega + B)(C \Omega + D)^{-1} \right),$$
and we have $M \cdot \Omega = \Omega$ because $\varrho$ is an automorphism of $C$. On characteristics, the action of $M$ is given by
$$(7) \quad M \cdot \begin{bmatrix} \delta \\ \varepsilon \end{bmatrix} = \begin{bmatrix} D \delta - C \varepsilon + \frac{1}{2}(C^t D)_0 \\ -B \delta + A \varepsilon + \frac{1}{2}(A^t B)_0 \end{bmatrix},$$
where $(N)_0$ is the diagonal of a matrix $N$.

**Remark 9.** We can identify characteristics $(\delta, \varepsilon) \in \mathbb{Q}^6$ with the coordinates of torsion points $H_1(C, \mathbb{Q})/H_1(C, \mathbb{Z})$. Note that $\delta$ (resp. $\varepsilon$) represents the coordinate for $B_i$ (resp. $A_i$). The action of $\varrho$ on torsion points is therefore represented as
$$(8) \quad \varrho : \begin{bmatrix} \delta \\ \varepsilon \end{bmatrix} \mapsto \begin{pmatrix} D & -C \\ -B & A \end{pmatrix} \begin{bmatrix} \delta \\ \varepsilon \end{bmatrix}.$$
But we need the diagonal vector in (7) for the transformation formula of theta functions. Obviously, the fixed points of the action $\varrho$ are just the 27 elements of $J_C[1 - \zeta_3]$.

**Lemma 10.** The Riemann constant $\Delta$ is the unique odd characteristic such that $M \cdot \Delta = \Delta$.

**Proof.** Since $C$ is not hyperelliptic, the Riemann constant $\Delta$ must be odd. If we apply the theta transformation formula [FS p. 231] for $M$, we get
$$\theta[M \cdot \Delta](t((C \Omega + D)^{-1} z, \Omega) = (\text{automorphic factor}) \times \theta[\Delta](z, \Omega).$$
The right-hand side vanishes exactly on $\alpha(\text{Sym}^2 C)$, so the function $\theta[M \cdot \Delta](z, \Omega)$ vanishes on the divisor $t((C \Omega + D)^{-1} \alpha(\text{Sym}^2 C)$. Note that $t((C \Omega + D) \in GL_3(\mathbb{C})$ is the analytic representation of $\varrho$ with respect to the normalized basis of $H^0(C, \Omega^1_C)$. Hence, for $Q_i \in C$ we have
$$t((C \Omega + D)^{-1} \alpha(Q_1 + Q_2) = \sum_{k=1}^2 \int_{P_5} \phi_{Q_k} t((C \Omega + D)^{-1} w = \sum_{k=1}^2 \int_{P_5} \phi^{-1}(Q_k) w = \sum_{k=1}^2 \int_{P_5} \alpha(Q_k),$$
and this is equal to $\alpha(\varrho^{-1}(Q_1) + \varrho^{-1}(Q_2))$. Therefore the function $\theta[M \cdot \Delta](z, \Omega)$ vanishes exactly on $\alpha(\varrho^{-1}(\text{Sym}^2 C)) = \alpha(\text{Sym}^2 C)$, and we have $M \cdot \Delta = \Delta$. 
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Let us recall that every smooth quartic curve has 28 bitangent lines $l_1, \cdots, l_{28}$ and that they define odd characteristics (see [6]). More precisely, odd characteristics of $J(C)$ are given by

$$\alpha(Q_i + Q'_i) - \Delta = \Omega \delta_i + \varepsilon_i, \quad (\delta_i, \varepsilon_i) \in \left(\frac{1}{2}\mathbb{Z}\right)^3 \times \left(\frac{1}{2}\mathbb{Z}\right)^3,$$

where $Q_i$ and $Q'_i$ are tangent points of $l_i$. It is obvious that invariant odd characteristics are obtained from bitangent lines invariant under the action of $g$. The projective equation of $C$ is

$$ZY^3 = X(X - \lambda_1 Z)(X - \lambda_2 Z)(X - \lambda_3 Z).$$

The action of $g$ is given by $[X : Y : Z] \mapsto [X : \zeta_3 Y : Z]$. One checks that $l = \{Z = 0\}$ is the unique invariant bitangent line. For this line we have $l \cap C = 4P_5$ and $\alpha(P_5 + P_5) = 0$. \hfill $\square$

We summarize the results of our discussion:

**Corollary 11.** Let $\Omega$ be the period matrix of the Jacobian of a Picard curve, and let $M \in Sp(6, \mathbb{Z})$ be the symplectic representation of $g$. The Riemann constant $\Delta$ is the unique odd theta characteristic such that $M \cdot \Delta = \Delta$.

There is a set $S_1$ of 15 theta characteristics $\left[\begin{array}{c} \delta \\ \varepsilon \end{array}\right]$ in $(\frac{1}{2}\mathbb{Z}/\mathbb{Z})^6$ (including $\left[\begin{array}{c} 0 \\ 0 \end{array}\right]$) fixed by $M$ (as a linear transformation) with

$$\theta \left[\begin{array}{c} \delta \\ \varepsilon \end{array}\right] + \Delta](0, \Omega) = 0.$$

There is a subset $S_2 = \{D_1, \ldots, D_4\} \subseteq S_1$ with the property that each three characteristics in $S_2$ are linearly independent, but $\sum_{i=1}^{4} D_i = \mathbf{0}$.

In terms of theta functions with characteristics, the formulas for $\lambda$ and $\mu$ in the last paragraph become (using (4))

$$\lambda = \frac{\theta[2D_2 + 2D_3 - D_1 - \Delta](0, \Omega) \cdot \theta[2D_2 + D_3 - \Delta](0, \Omega)^3}{\theta[2D_2 + 2D_3 - D_1 - \Delta](0, \Omega) \cdot \theta[2D_2 + D_3 - \Delta](0, \Omega)},$$

$$\mu = \frac{\theta[2D_2 + 2D_3 - D_1 - \Delta](0, \Omega) \cdot \theta[2D_2 + D_3 - \Delta](0, \Omega)^3}{\theta[2D_2 + 2D_3 - D_1 - \Delta](0, \Omega) \cdot \theta[2D_2 + D_3 - \Delta](0, \Omega)}.$$

Since $D_1 + D_2 + D_3 + D_4 = 0$ and $\theta[D](0, \Omega) = \theta[-D](0, \Omega)$, we conclude $2D_2 + D_3 - D_1 = D_2 + 2D_4 - D_1$ and

$$\theta[2D_2 + 2D_3 - D_1 - \Delta](0, \Omega) = \theta[2D_2 + D_4 - D_1 - \Delta](0, \Omega).$$

The computation of the equation of the curve over $\mathbb{C}$ reduces to the evaluation of three theta constants, i.e.,

$$\lambda = \left(\frac{\theta[2D_2 + 2D_3 - D_1 - \Delta](0, \Omega)}{\theta[2D_2 + D_3 - D_1 - \Delta](0, \Omega)}\right)^3 \quad \text{and} \quad \mu = \left(\frac{\theta[2D_2 + 2D_3 - D_1 - \Delta](0, \Omega)}{\theta[2D_2 + D_3 - D_1 - \Delta](0, \Omega)}\right)^3.$$

5. The complete algorithm

We now describe the algorithm to construct Picard curves over finite fields $\mathbb{F}_p$, where $p$ is a large prime.
5.1. Precomputation. We first perform a precomputation step.

Given a CM field $K = K_0(\zeta_3)$, we compute different primes $p = w\mathfrak{m}$, $w \in \mathcal{O}_K$, the corresponding sets $S_{\mathcal{O}_K,p}$ described in Section 2.2 and the sets of possible group orders
\begin{equation}
\{f_w(1) : w \in S_{\mathcal{O}_K,p}\}.
\end{equation}
If the set (10) contains an order which is prime up to a small cofactor, we try to construct the corresponding curve.

Note that for every Frobenius element $w \in S_{\mathcal{O}_K,p}$ we find five more Frobenius elements: $-w, \pm \zeta_3 w, \pm \zeta_3^2 w$. In contrast to elliptic or hyperelliptic curves, not every such element can necessarily be realized as the Frobenius of a curve. Given a Picard curve with $g_{2g_3} \neq 0$, $j$-invariants $j_1, j_2$ and Frobenius corresponding to $w \in \mathcal{O}_K$, there exist only two more isomorphism classes of curves over $\mathbb{F}_p$ with the same $j$-invariant and Frobenius elements $\zeta_3^k w$, $k = 1, 2$ (see Section 1.1).

By the theorem of Honda-Tate [13, 35], every element in $S_{\mathcal{O}_K,p}$ can be realized as the Frobenius of a principally polarized abelian variety over $\mathbb{F}_p$. If $C$ is a Picard curve defined over $\mathbb{F}_p$ with $g_{2g_3} \neq 0$ and $w$ the Frobenius of $J_C$, we can construct a principally polarized abelian variety with Frobenius $-w$ as follows. The Weil restriction of the Jacobian over $\mathbb{F}_p^{g_2}$ factors into two principally polarized abelian varieties defined over $\mathbb{F}_p$, one being the principally polarized abelian variety $A$ which is $\mathbb{F}_p$-isomorphic to $J_C$ with Frobenius corresponding to $w$ and the quadratic twist $A'$ with Frobenius element equal to $-w$. Suppose $C'$ were a curve with Jacobian $A'$. Then $C$ and $C'$ would be isomorphic over $\mathbb{F}_p^{g_2}$ but not over $\mathbb{F}_p$. They had the same $j$-invariants, which leads to a contradiction.

Hence, for a given CM field $K \supset \mathbb{Q}(\zeta_3)$, a given prime $p$ and a group order $f_w(1)$ we find a Picard curve $C$ with $\#J_C(\mathbb{F}_p) = f_w(1)$ with probability $\frac{1}{5}$. In any case, we can find a principally polarized abelian variety $A$ defined over $\mathbb{F}_p$ with $\#A(\mathbb{F}_p) = f_w(1)$. There exists a Picard curve $C$ defined over $\mathbb{F}_p$ such that $A$ is either $\mathbb{F}_p$-isomorphic to $J_C$ or the $\mathbb{F}_p$-rational points of $A$ are in 1-1 correspondence to the $\mathbb{F}_p^{g_2}$-rational points $R \in J_C$ which satisfy $\pi_p(R) + \pi_p^2(R) = 0$ where $\pi_p$ is the $p$-th power Frobenius on $J_C$.

5.2. The construction algorithm. We present the algorithm for constructing a Picard curve over $\mathbb{F}_p$ with given group order $n = n(\mathcal{O}_K,p)$.

Input: CM field $K = K_0(\zeta_3)$, $p = w\mathfrak{m}$, $w \in \mathcal{O}_K$, a group order $n(p,\mathcal{O}_K)$ with a large prime factor

Output: Picard curve over $\mathbb{F}_p$

1. Determine a complete set of isomorphism classes of all principally polarized abelian varieties having complex multiplication by $\mathcal{O}_K$. Represent each isomorphism class by a matrix $\Omega_i \in \mathbb{H}_3$ (see Section 4).

Parallel to this computation we find for each $\Omega_i$ the rational representation $M_i \in \text{Sp}(6,\mathbb{Z})$ of the automorphism $\zeta_3$ of order 3.

Let $s$ be the number of isomorphism classes.

2. The next steps have to be done for each isomorphism class $\Omega_i$, $1 \leq i \leq s$:

(a) Compute the unique odd theta characteristic $\Delta$, $\Delta \in (\mathbb{Z}/2\mathbb{Z})^{2g}$, fixed by $M_i$ (where the operation of $\text{Sp}(6,\mathbb{Z})$ on $(\mathbb{Z}/2\mathbb{Z})^{2g}$ is given as in (7)).

(b) Determine the set $S = \{\tau = (\delta, \varepsilon), \delta, \varepsilon \in (\mathbb{Z}/3\mathbb{Z})^g\}$ of 27 theta characteristics fixed by $M_i$ (where the action of $\text{Sp}(6,\mathbb{Z})$ is now given by (8))
and compute the theta function \( \theta [\tau + \Delta](0, \Omega) \) of characteristic 1/6. Determine the subset of elements \( \tau_\sigma \) of \( S \) for which \( \theta [\tau_\sigma + \Delta](0, \Omega) \) vanish at \( \Omega_1 \). The cardinality of this subset is 14, we denote its element by \( \tau_1, \ldots, \tau_{14} \).

(c) Find four characteristics \( D_1, D_2, D_3, D_4 \) in \( \{\tau_1, \ldots, \tau_{14}\} \) such that three of them are linearly independent but \( \sum_{i=1}^{4} D_i = 0 \).

(d) Compute \( \lambda \) and \( \mu \) using \( [9] \). This gives the curve

\[
C^{(k)} : y^3 = x(x - 1)(x - \lambda)(x - \mu)
\]

over \( \mathbb{C} \) corresponding to \( \Omega^{(k)} \).

(e) Compute the absolute invariants \( j_1^{(k)}, j_2^{(k)} \) over \( \mathbb{C} \) (cf. Section [141]).

(3) Determine the two class polynomials

\[
H_{j_i}(X) = \prod_{k=1}^8 (X - j_i^k), \quad i = 1, 2.
\]

They are defined over \( \mathbb{Q} \) and we find its denominator using the continued fraction algorithm.

(4) For each tuple \( (j_1, j_2) \) with \( H_{j_1} \equiv 0 \mod p \):

(a) Write down a curve \( C \) over \( \mathbb{F}_p \) using, e.g., equation \([3]\) with invariants \( \overline{j_1, j_2} \).

(b) Test if \( J_C(\mathbb{F}_p) = n \) for some \( t \) by choosing random divisors in the divisor class group.

Remark 12. (1) As explained in the previous subsection, the algorithm succeeds with probability \( \frac{1}{2} \).

(2) The complexity of the construction method depends on the invariants of \( K \) (the class number, the embeddings of the units, the size of the Galois closure), since these invariants determine the number of isomorphism classes of principally polarized abelian varieties over \( \mathbb{C} \) with complex multiplication by \( \mathcal{O}_K \).

(3) The computation of theta constants is very time consuming. However, in step (2)(b) we need the theta constants only up to a low precision, because we only want to know if they vanish.

(4) It would be helpful to first apply Siegel reduction to the period matrix. Unfortunately, unlike in the case of dimension \( g = 2 \) [10], no Siegel reduction algorithm for dimension 3 matrices is known. At least we should try to get a good approximation to a Siegel reduced matrix. This would speed up the computation.

(5) For step (4)(b) we really need the arithmetic in the function field (resp. the divisor class group of degree zero) of the curve. Such algorithms can for example be found in [1, 7, 22].

(6) Note that all computations are only done up to some fixed precision. Hence, we do not have a rigorous mathematical proof for the claim that the resulting curve does really have complex multiplication by the given CM field.

Our algorithm works under the assumption that the heights of the coefficients of \( H_{j_i}(X) \) are small if the discriminant of the CM field is small. In the examples given below a precision of 60 digits was sufficient.
In this section we present some examples.

### 6. Examples

#### 6.1. Curves defined over the rationals

We first give examples of CM Picard curves which are defined over the rationals. This is not the main theme of our paper but might be of theoretical interest (cf. [36] for hyperelliptic CM curves of genus 2 defined over $\mathbb{Q}$).

If the curve is defined over the rationals, the CM field has to be a Galois extension of $\mathbb{Q}$ ([32, Proposition 5.17 (5)]). There are precisely five sextic normal CM fields with class number one containing $\mathbb{Q}(\zeta_3)$ (see [39]). For all fields we get a Picard curve defined over $\mathbb{Q}$. For each example we give one model of the curve representing the isomorphism class over $\mathbb{C}$.

1. Let $K = K_0^1(\zeta_3)$ where $K_0^1$ is given by $y^3 - 3y - 1$. Note that $K = \mathbb{Q}(\zeta_3)$. This CM field leads to the curve

$$C_1 : y^3 = x^4 - x$$

whose Jacobian has CM by $\mathbb{Z}[\zeta_9]$.

2. Let $K = K_0^2(\zeta_3)$ where $K_0^2$ is given by $y^3 - y^2 - 2y + 1$. We find the invariants

$$j_1 = \frac{g_3^2}{g_2^3} = \frac{-3^3}{7^2} \quad \text{and} \quad j_2 = \frac{g_4}{g_2^2} = \frac{-1}{7 \cdot 2^2}.$$ 

The curve is given by

$$C_2 : y^3 = x^4 - 7^2 \cdot 2x^2 + 7^2 \cdot 2^3x - 7^3.$$ 

3. Let $K_0^3(\zeta_3)$ where $K_0^3$ is given by $y^3 - y^2 - 4y - 1$. The invariants are

$$j_1 = \frac{-2^{3}47^25^2}{7^6 \cdot 13} \quad \text{and} \quad j_2 = \frac{-31 \cdot 5^2}{2^27^4}$$

and we get the curve

$$C_3 : y^3 = x^4 - 13 \cdot 2 \cdot 7^2x^2 + 2^3 \cdot 13 \cdot 5 \cdot 47x - 5^2 \cdot 31 \cdot 13^2.$$ 

4. Let $K = K_0^4(\zeta_3)$ where $K_0$ is given by $y^3 + y^2 - 10y - 8$. The invariants are

$$j_1 = \frac{-2^{19} \cdot 47^2}{7^3 \cdot 31 \cdot 73^3} \quad \text{and} \quad j_2 = \frac{-11593}{73^2 \cdot 7 \cdot 2^2}.$$ 

The curve is given by

$$C_4 : y^3 = x^4 - 73 \cdot 7 \cdot 2 \cdot 31x^2 + 2^{11} \cdot 47 \cdot 31x - 7 \cdot 31^2 \cdot 11593.$$ 

5. Let $K = K_0^5(\zeta_3)$ where $K_0$ is given by $y^3 - y^2 - 14y - 8$. The invariants are

$$j_1 = \frac{-2^{11}11^2 \cdot 41^2 \cdot 59^2}{7^3 \cdot 43^2 \cdot 223^3} \quad \text{and} \quad j_2 = \frac{-11^2 \cdot 419 \cdot 431}{2^2 \cdot 7^2 \cdot 43 \cdot 223^2}.$$ 

We find the curve

$$C_5 : y^3 = x^4 - 2 \cdot 7 \cdot 223 \cdot 43^2x^2 + 2^7 \cdot 11 \cdot 41 \cdot 43^2 \cdot 59x - 11^2 \cdot 43^3 \cdot 419 \cdot 431.$$ 

Note that all three curves given in (2)-(4) are of the form $y^3 = f(x)$ where $f(x) = (x - \lambda)g(x)$ with $g$ a polynomial of degree three whose roots lie in the real subfield $K_0$. We have the following lemma:
Lemma 13. Let $K = K_0(ζ_3)$ be a Galois CM field of degree 6 whose class number is equal to one and such that $[U^+/U_1] = 1$. Then there exists a Picard curve $C : y^3 = f(x)$ over $\mathbb{Q}$ such that $\text{End}(J_C) \cong \mathcal{O}_K$ and all roots of $f$ lie in $K$.

Proof. First, by the discussion following Theorem 2 we can easily check that up to isomorphism there is only one principally polarized abelian variety over $\mathbb{C}$ with complex multiplication by $\mathcal{O}_K$. Hence, the field of moduli of $A$ is equal to $\mathbb{Q}$. The $j$-invariants of the corresponding Picard curve lie in $\mathbb{Q}$ and the curve itself can be defined over $\mathbb{Q}$.

The roots of $f$ correspond to the fixed points $P_1, \ldots, P_4$ of $C$ under the automorphism $φ : (x, y) \mapsto (x, ζ_3y)$. The images $α(P_i)$ under the embedding $α$ of $C$ into its Jacobian $J_C$ span the subgroup $J_C[1 - ζ_3]$.

Let $V = J_C/\text{Aut}(J_C)$ be the Kummer variety and let $h : J_C \to V$ be the Kummer map. Both are defined over $\mathbb{Q}$ (§11, Chapter IV, Section 17). Let $(K, Φ)$ be the CM type of $A$. Then $Φ$ is primitive and $K = K^*$, since $K$ abelian.

The field extension $K(h(J_C[1 - ζ_3]))$ is a class field of $K$. It corresponds to the class group

$$\{B \in I_K : B^{v_1}\mathfrak{B}^{v_2}\mathfrak{B}^{v_3} = (β), B\overline{β} = N_{K/\mathbb{Q}}(B), β \equiv 1 \mod(1 - ζ_3)\},$$

where $(K, Ψ) = (K, \{ψ_1, ψ_2, ψ_3\})$ is the reflex type (§11, Chapter IV, Section 17).

Let $\mathfrak{B}$ be an ideal in $K$. Since the class number $h_K$ of $K$ is equal to 1, $\mathfrak{B}$ is an ideal for some $π \in K$. Write $π = π_1π_2$ where $π_1 \in K_0$ and $π_2 \in \mathbb{Q}(ζ_3)$. Set $β = π^{ψ_1}π_1^{ψ_2}π_2^{ψ_3}$. Then $β = N_{K_0/\mathbb{Q}}(π_1)N_{\mathbb{Q}(ζ_3)/\mathbb{Q}}(π_2)π_2 \in \mathbb{Q}(ζ_3)$ and after multiplying $β$ by a root of unity, we may assume $β \equiv 1 \mod(1 - ζ_3)$ and $B\overline{β} = N_{K/\mathbb{Q}}(π)$. Thus $K(h(J_C[1 - ζ_3])) = K$.

Assume now that $P_i$ is defined over some number field $M$. We may assume $M/K$ Galois by replacing $M$ by its Galois closure and set $G = \text{Gal}(M/K)$. For $σ \in G$, $σ(P_i)$ is also a ramification point of $C$.

Now consider $β(P_i), β(σ(P_i)) \in J_C$. Since $h$ and $h(β(P_i))$ are defined over $K$,

$$h(σ(β(P_i))) = σ(h(β(P_i))) = h(β(P_i)).$$

By the property of the Kummer map, there exists an automorphism $μ \in \text{Aut}(J_C)$ such that $σ(β(P_i)) = μβ(P_i)$ but this implies $σ = \text{id}$. Hence, $P_i$ is defined over $K$. □

Suppose $J_C$ is a Jacobian defined over $\mathbb{F}_p$ with complex multiplication by the maximal order in a CM field as described in Lemma 13. Then, $p$ splits completely in $K$ and the group order $\#J_C(\mathbb{F}_p)$ is divisible by 27.

6.2. Curves over finite field. There are two possibilities to get a curve over $\mathbb{F}_p$.

6.2.1. Reduction of the global model. Choose a curve $C$ defined over $\mathbb{Q}$ whose Jacobian has complex multiplication by $\mathcal{O}_K$ for some given CM field $K$ and reduce it modulo a suitable prime $p$.

(1) Take the prime number $p = 1152921504606861907 = w^3$, $w \in \mathcal{O}_K$, and the curve $C_2/\mathbb{Q}$ from the previous section. It has group order

$$\frac{15324955385708552582204839449323631224694413416185444481}{3^3} = \text{ord}_p$$

modulo $p$. 
(2) Take the prime $p = 1152921504606848023$ and the curve $C_3/\mathbb{Q}$. We obtain the group order $15324955439868575976267691912844946817842262393245633 = 3^3 \cdot q_{\text{prime}}$.

Both curves are suitable for cryptographic applications, since $q_{\text{prime}}$ has 52, resp. 54, decimal digits.

6.2.2. Computation of the curve from its invariants. We now present some example for the algorithm given in Section 5.

(1) We take the CM field $K = K_0(\zeta_3)$ where $K_0$ is given by $y^3 - y^2 - 3y + 1$. The prime $p = 1152921504606850963$ splits completely in $K/\mathbb{Q}$. One of the group orders corresponding to $O_K$ and $p$ is equal to

\[ n = n(p, O_K) = 153249554349395443457397502667 - 949958165379570266z - 730925530389067824 \]

which is of the form $27 \cdot q_{\text{prime}}$ where $q_{\text{prime}}$ has 53 decimal digits.

We now apply the construction algorithm with input $K$, $p$ and $n$.

The CM field $K$ has class number one and is non-normal. We get three isomorphism classes of principally polarized abelian varieties defined over $\mathbb{C}$ with complex multiplication by $O_K$.

The class polynomials for $j_1$ and $j_2$ are given by

\[
H_1(x) = 12136871902141x^3 + 7414575044352x^2 + 1237453206528x + 31310028800 \\
H_2(x) = 33800087104x^3 + 1389314640x^2 + 439574100x - 26755625
\]

For $H_1(x) \mod p$, resp. $H_2(x) \mod p$, we find the roots

$\overline{j_1} = 1047392199222542445$ and $\overline{j_2} = 421995974217783139$.

The corresponding curve over $\mathbb{F}_p$ is given by the equation

\[ y^3 = z^4 + 2z^2 - 949958165379570266z - 730925530389067824 \]

(2) We choose the CM field $K = K_0(\zeta_3)$ where $K_0$ is given by $y^3 - y^2 - 4y + 1$. The prime $p = 1152921504606848077$ splits completely in $K/\mathbb{Q}$. One of the group orders corresponding to $O_K$ is equal to

\[ n = n(p, O_K) = 1532495543493954434573983803343946180676167964213317491661 \]

which is of the form $9 \cdot q_{\text{prime}}$ where $q_{\text{prime}}$ has 53 decimal digits.

We have $h_K = 1$ and $K$ is non-normal. Again we get three isomorphism classes over $\mathbb{C}$. The class polynomials are given by

\[
H_1(x) = 943427331x^3 + 2809491048x^2 + 641981504x - 34877952 \\
H_2(x) = 167340096x^3 + 50179920x^2 - 20073524x - 1971081
\]

The polynomials $H_1(X)$, resp. $H_2(X)$, have roots

$\overline{j_1} = 712939366860039460$ and $\overline{j_2} = 913313516550283314$ in $\mathbb{F}_p$. The corresponding curve over $\mathbb{F}_p$ is given by the equation

\[ y^3 = z^4 + 2z^2 - 696757215341552432z - 607007046380386391 \]

It has the desired group order $n$. 
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7. Appendix

7.1. The computation of $U^+/U_1$. Fix an embedding $\sigma_1$ of $K_0$ into $\mathbb{C}$ and denote by $\sigma_2$, $\sigma_3$ the two other embeddings. For $\alpha \in \mathcal{O}_{K_0}$ with $\sigma_1(\alpha) > 0$ we define the embedding type equal to

1. if $\alpha$ is totally positive,
2. if $\sigma_2(\alpha) < 0$ and $\sigma_3(\alpha) > 0$,
3. if $\sigma_2(\alpha) > 0$ and $\sigma_3(\alpha) < 0$,
4. if $\sigma_2(\alpha) < 0$ and $\sigma_3(\alpha) < 0$.

Let $U_K$ be the set of units in $\mathcal{O}_K$ generated by a root of unity $\mu$ and the two fundamental units $v_1$ and $v_2$ and let $U_{K_0}$ be the set of units in $\mathcal{O}_{K_0}$ with fundamental units $\delta_1, \delta_2$ chosen such that $\sigma_1(\delta_1) > 0$ and $\sigma_1(\delta_2) > 0$.

As before, the subgroup $U^+$ denotes the totally positive units and the subgroup of $U^+$ of elements of the form $\varepsilon \pi$ for some $\varepsilon \in U_K$ is denoted by $U_1$.

We first compute the free generators $u_1, u_2$ of $U^+$.

Case 1. Both generators of $U_{K_0}$ are totally positive. Set $u_1 := \delta_1$ and $u_2 := \delta_2$.

Case 2. If $\delta_1$ is totally positive but $\delta_2$ is not, set $u_1 := \delta_1$ and $u_2 := \delta_2^2$ (and vice versa).

Case 3. If $\delta_1, \delta_2$ are both not totally positive but have the same embedding type, set $u_1 := \delta_1 \delta_2$ and $u_2 := \delta_2^2$.

Case 4. If $\delta_1, \delta_2$ are both not totally positive and have different embedding type, set $u_1 := \delta_1^2$ and $u_2 := \delta_2^2$.

We next want to determine $U^+/U_1$. Suppose the complex conjugates of $v_1$ and $v_2$ are given by $\overline{v_1} = v_1^{e_{11}} v_2^{e_{12}}$ and $\overline{v_2} = v_1^{e_{21}} v_2^{e_{22}}$. To test whether an element $\varepsilon \in U_K$ is a unit in $K$, we search for $k_1, k_2 \in \mathbb{Z}$ such that $\varepsilon = v_1^{k_1(1+e_{11})} v_2^{k_2(1+e_{21})}$. This is just linear algebra.

In Case 4, $U^+/U_1 = \{1\}$. In the second and third case, we get $U^+/U_1 = \{1\}$, resp. $\{1, u_1\}$, depending on whether $u_1 \in U_1$ or not. In the first case,

$$[U^+/U_1] = \begin{cases} 
1 & \text{if } u_1, u_2 \in U_1, \\
2 & \text{if precisely one of the elements } u_1, u_2 \text{ or } u_1 u_2 \text{ is in } U_1, \\
4 & \text{if } u_1, u_2 \text{ and } u_1 u_2 \text{ are not in } U_1.
\end{cases}$$

7.2. Skew-symmetric matrices and Riemann forms. We show how to compute Frobenius bases for Riemann forms using an algorithm described in [23].

A skew-symmetric matrix of dimension $2n$ is a $2n \times 2n$ matrix $(a_{ij})_{i,j}$ with $a_{ij} = -a_{ji}$. In particular, $a_{ii} = 0$ for all $i$.

Let $V$ be a complex vector space of dimension $n$ and let $D$ be a lattice of full dimension. A Riemann form $E$ on $V$ with respect to $D$ is a $\mathbb{R}$-valued form $E : V \times V \to \mathbb{R}$ satisfying the following conditions:

1. The form $E$ is alternating.
2. It takes integral values on $D \times D$.
3. The form $(x, y) \mapsto E(ix, y)$ is positive definite.

Suppose we have given a basis $e_1, \ldots, e_{2n}$ of $D$. The corresponding $2n$-dimensional matrix $(E(e_i, e_j))_{i,j}$ has integer entries and is skew-symmetric.
It is a well-known fact (see, e.g., [16, p. 90]) that there exists a basis $e'_1, \ldots, e'_{2n}$ of $D$ such that $(E(e'_i, e'_j))_{i,j}$ is of the form

$$
\begin{pmatrix}
0_n & d_1 & 0 & \cdots & 0 \\
0 & d_2 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0 & d_n \\
-d_1 & 0 & \cdots & 0 & 0 \\
0 & -d_2 & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 0 & -d_n \\
\end{pmatrix}.
$$

Such a basis is called a Frobenius basis for $D$.

We now describe an algorithm which, given a basis $e_1, \ldots, e_{2n}$ for $D$ and the matrix $(E(e_i, e_j))_{i,j}$, computes a Frobenius basis $e'_1, \ldots, e'_{2n}$ for $D$.

For simplicity we now denote $(E(e_i, e_j))_{i,j}$ by $A$.

For the algorithm we mainly have to add multiples of a row (column) to another row (column) and we have to be able to exchange rows (columns).

Suppose we would like to interchange the column (row) $a_i$ with $a_j$ where $i < j$.

The operation on the basis is given by the $n$-dimensional matrix $B$, which is up to interchanging the $i$-th and $j$-th column the identity matrix. We have $A_{\text{new}} = B^T A_{\text{alt}} B$.

Suppose now we would like to add a $k$-th multiple of the $i$-th row (column) to the $j$-th row (column). The operation on the basis is given by $B = E_n + k I_{ij}$ where $I_{ij}$ denotes the corresponding elementary matrix and $E_n$ is the $n$-dimensional identity matrix.

The transformation matrix at the end of the algorithm is just the product of the transformation matrices of the single steps.

**Algorithm for computing a Frobenius basis**

**Input:** A basis $\{e_1, \ldots, e_{2n}\}$ and the alternating matrix $A = (a_{i,j})_{i,j} := (E(e_i, e_j))_{i,j}$ of the non-degenerate Riemann form $E$

**Output:** A Frobenius basis for $E$

1. $n := \text{Rank}(A); T := E_n$;
2. $m := 1$;
3. WHILE $m \leq n - 2$
   a. FOR $i := m$ to $n - 1$
      i. IF $a_{i,i+1} = 0$
         Exchange columns such that $a_{i,i+1} \neq 0$.
         ENDIF;
      ii. $d := \gcd(a_{i,i+1}, \ldots, a_{i,n}) = r_{i+1} a_{i,i+1} + \cdots + r_n a_{i,n}$
         with $\gcd(r_{i+1}, \ldots, r_n) = 1$;
      iii. Find a transformation matrix $T'$ of dimension $n$ such that $T'$ is equal to the identity for the first $i$ columns and rows and that the $(n-i)$ times $(n-i)$ submatrix given by the entries $t'_{s,t}$, $i+1 \leq s, t \leq n$, has determinant 1 and $t'_{i+1,t} = r_t$ (see [28, p. 178]).
   b. Compute $A_{\text{new}} = (T')^T A_{\text{alt}} T'$ and set $T := T' \cdot T$.
5. FOR $j := i + 2$ to $n$
   a. $A[j] := A[j] - a_{i,j} / a_{i,i+1} A[i+1];$
Compute the corresponding transformation matrix $T'$ and set $T := T' \cdot T$.

ENDFOR

ENDFOR

(b) IF $a_{m,m+1}$ does not divide all elements in $A$

(i) $A[m] := \sum_{k=m+1}^{n} A[k]$;

(ii) Compute the corresponding transformation matrix $T'$ and set $T := T' \cdot T$.

ELSE

(i) $A[m+2] := A[m+2] + a_{m+1,m+2}/a_{m,m+1} A[m]; m := m + 2$;

(ii) Compute the corresponding transformation matrix $T'$ and set $T := T' \cdot T$.

ENDIF

ENDWHILE

(4) Apply suitable permutation to the set of rows and adjust $T$.

(5) return $T$;
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