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Abstract. Starting from a strong Stieltjes distribution \( \phi \), general sequences of orthogonal Laurent polynomials are introduced and some of their most relevant algebraic properties are studied. From this perspective, the connection between certain quadrature formulas associated with the distribution \( \phi \) and two-point Padé approximants to the Stieltjes transform of \( \phi \) is revisited. Finally, illustrative numerical examples are discussed.

1. Introduction

Let \(-\infty \leq a < b \leq +\infty\) and let \( \phi \) be a real, bounded and nondecreasing function with infinitely many points of increase on \((a, b)\), such that the moments

\[ m_k = \int_a^b t^k \, d\phi(t) \]

exist for \( k = 0, \pm 1, \pm 2, \ldots \). Under these conditions \( \phi \) is called a strong distribution on \((a, b)\). If the integrals \((1.1)\) only exist for \( k = 0, 1, \ldots \), it will be said that \( \phi \) is a classical distribution. When \( 0 \leq a < b \leq +\infty \), \( \phi \) will be called a strong Stieltjes distribution. These distributions were earlier introduced in 1980 by Jones et al. in connection with the so-called strong Stieltjes moment problem \[26\] and represent an extension of the classical Stieltjes moment problem \[34\].

In this paper we shall be mainly concerned with strong Stieltjes distributions \( \phi \) in order to estimate integrals of the form

\[ I_{\phi}(f) = \int_a^b f(t) \, d\phi(t) \]

where \( f \) is a function, with possible singularities located at the origin and/or infinity and such that \( I_{\phi}(f) \) exists properly or improperly. For this purpose, we shall
consider $n$-point quadrature of the form

$$I_n(f) = \sum_{j=1}^{n} \lambda_j f(x_j),$$

with nodes $\{x_j\}_{j=1}^{n} \subset (a, b), x_j \neq x_k$ for $j \neq k$ and positive weights $\{\lambda_j\}_{j=1}^{n}$.

Special attention will be paid for the case

$$f(x) = f(x, z) = \frac{1}{z - x},$$

$z$ being a parameter in $\mathbb{C} \setminus [a, b]$, which gives rise to the two-point Padé approximants to the Stieltjes transform $F_\phi(z) = I_\phi(\frac{1}{z - \cdot})$ of the distribution $\phi$, i.e.,

$$F_\phi(z) = \int_{a}^{b} \frac{d\phi(t)}{z - t}, \quad z \not\in [a, b],$$

when an appropriate selection of the nodes has been made. Here, the theory of the orthogonal Laurent polynomials will be the basic tool in a way similar to how the theory on orthogonal polynomials represents the basis for Gaussian quadrature formulas, Padé approximants at $\infty$ and other related topics (see [14]). Indeed, a theory on orthogonal Laurent polynomials started to make its appearance ([25]) after the paper [26]. Since then, several articles have been written on this topic; see, e.g., [12, 22, 30]. In most of these contributions the main aim consists of displaying the closest parallelism between the properties satisfied by the usual orthogonal polynomials and the orthogonal Laurent polynomials (as clearly indicated in [12], where the approach adopted there roughly parallels the one used by T.S. Chihara in the standard text [11]).

In this respect, in all the papers mentioned above, a special “ordering” in the space of the Laurent polynomials is previously established; however, from this approach, the properties of the usual orthogonal polynomials cannot be recovered (see [33]). So, this is just the starting point of the present paper: to develop a general theory on some aspects of orthogonal Laurent polynomials, with special emphasis on quadrature and Padé approximation, so that known results on either orthogonal polynomials or certain sequences of orthogonal Laurent polynomials already studied can now be deduced in a straightforward way. For an alternative approach on this topic, via orthogonal polynomials with respect to varying distributions, see [27] and also the series of papers [3, 4, 5, 6] by some of the present authors. On the other hand, related results can be found in [31] and [32] in connection with certain classes of continued fractions. For a complete survey on this topic see [24] and references found therein. Results concerning more general rational functions with prescribed poles than L-polynomials have recently been given in [3].

The paper is organized as follows. In Section 2, preliminary results on general sequences of orthogonal Laurent polynomials are provided. The main contribution of the paper is given in Section 3 concerning a Christoffel-Darboux identity and a three-term recurrence relation. As a result an interlacing property of the zeros of the orthogonal Laurent polynomials is also deduced. Section 4 and 5 are respectively dedicated to quadratures and two-point Padé approximants displaying the known closest connection between both topics. Finally, in Section 6 illustrative numerical examples are given.
2. ORTHOGONAL LAURENT POLYNOMIALS

Given two integers \( p \) and \( q \) such that \( p \leq q \), by a Laurent polynomial (or L-polynomial for short) we mean a function of the form

\[
L(x) = \sum_{j=p}^{q} \alpha_j x^j, \quad \alpha_j \in \mathbb{R}.
\]

\( \Delta_{p,q} \) will be the linear space of these functions, i.e.,

\[
\Delta_{p,q} = \text{span}\{x^j : p \leq j \leq q\},
\]

which is a subspace of the linear space of all L-polynomials

\[
\Delta = \text{span}\{x^k : k \in \mathbb{Z}\}.
\]

Observe that \( \dim(\Delta_{p,q}) = q - p + 1 \) and that if \( \mathbb{P}_k \) denotes the linear space of polynomials of degree at most \( k \), then \( \mathbb{P}_k = \Delta_{0,k} \). Finally, \( \mathbb{P} \) will denote the linear space of all algebraic polynomials.

Let \( \phi \) be a strong Stieltjes distribution, from now on SSD, so that one can define an inner product on \( \Delta \),

\[
\langle L, M \rangle_\phi = \int_a^b L(t) M(t) \ d\phi(t), \quad L, M \in \Delta
\]

(since we are going to deal with real functions one does not need complex conjugation in (2.1)).

In order to obtain an appropriate orthogonal basis in \( \Delta \) with respect to (2.1), a certain nested sequence of linear subspaces of \( \Delta \), similar to the sequence \( \{ \mathbb{P}_n \}_{n \geq 0} \) in \( \mathbb{P} \), will first be required. This will be done starting from a nondecreasing sequence of nonnegative integers \( \{ p(n) \}_{n \geq 0} \) such that for each \( n \), \( 0 \leq p(n) \leq n \) and \( p(n) - p(n-1) = s(n) \in \{0,1\} \). Now, set

\[
\mathcal{L}_n = \Delta_{-p(n),q(n)} = \text{span}\{x^j : -p(n) \leq j \leq q(n)\}, \quad p(n) + q(n) = n,
\]

and \( \mathcal{L} = \bigcup_{n \geq 0} \mathcal{L}_n \). Thus, one sees that \( \mathcal{L}_n \subset \mathcal{L}_{n+1} \) and that \( \dim(\mathcal{L}_n) = n + 1 \). In this case, it will be said that the sequence \( \{ p(n) \}_{n \geq 0} \) has induced an “ordering” in \( \mathcal{L} \). Furthermore, \( \mathcal{L} = \Delta \) if and only if, \( \lim_{n \to \infty} p(n) = \lim_{n \to \infty} q(n) = \infty \).

Moreover, the set of functions

\[
\frac{1}{x^{p(n)}}, \frac{1}{x^{p(n)-1}}, \ldots, \frac{1}{x^1}, x, \ldots, x^{q(n)-1}, x^{q(n)}
\]

represents a Chebyshev system on any interval \( (c, d) \subset \mathbb{R} \), such that \( 0 \notin (c, d) \). Hence, it exhibits the same interpolation properties as the usual polynomials. An adequate selection of \( \{ p(n) \}_{n \geq 0} \) would be motivated by the singularities of the function to be approximated near the origin and/or infinity.

Let \( R_n \in \mathcal{L}_n \setminus \mathcal{L}_{n-1} \), \( R_n(x) = \sum_{j=-p(n)}^{q(n)} r_{j,n} x^j \), and set

\[
\kappa_n = \begin{cases} r_{-p(n),n} & \text{if } p(n) > p(n-1), \\ r_{q(n),n} & \text{if } p(n) = p(n-1). \end{cases}
\]

Then, \( \kappa_n \neq 0 \) is called the leading coefficient of \( R_n \).

On the other hand, by applying the Gram-Schmidt orthogonalization process to the basis \( \{x^j : -p(n) \leq j \leq q(n)\} \) of \( \mathcal{L}_n \), an orthogonal basis \( \{ \varphi_0, \varphi_1, \ldots, \varphi_n \} \) can be obtained. When the process is repeated for each \( n = 1, 2, \ldots, \) an essentially unique sequence \( \{ \varphi_n \}_{n \geq 0} \) is deduced satisfying

\[
\varphi_n \in \mathcal{L}_n \setminus \mathcal{L}_{n-1}, \quad \langle \varphi_n, L \rangle_\phi = 0, \quad \forall L \in \mathcal{L}_{n-1}, \ n \geq 1 \quad \text{and} \quad \varphi_0 \equiv 1,
\]
i.e., \( \varphi_n \perp L_{n-1} \). When \( \kappa_n = 1 \), for each \( n \geq 0 \), \( \{ \varphi_n \}_{n \geq 0} \) is said to be the sequence of monic orthogonal Laurent polynomials with respect to the SSD \( \phi \) associated with \( \{ p(n) \}_{n \geq 0} \).

Clearly, for \( m \) and \( n \) nonnegative integers it holds that \( \langle \varphi_n, \varphi_m \rangle_\phi = \delta_{n,m} \frac{1}{\gamma_n} \) with \( \gamma_n > 0 \). When \( \gamma_n = 1 \), for each \( n \geq 0 \), the system \( \{ \varphi_n \}_{n \geq 0} \) is orthonormal and is uniquely determined up to a sign.

Making use of standard arguments as in the polynomial situation, we get the following proposition.

**Proposition 2.1.** Let \( \{ \varphi_n \}_{n \geq 0} \) be a sequence of orthogonal \( L \)-polynomial with respect to the SSD \( \phi \) on \( L \) associated with a nondecreasing sequence \( \{ p(n) \}_{n \geq 0} \) of nonnegative integers such that \( 0 \leq p(n) \leq n \) and \( p(n) - p(n - 1) = s(n) \in \{ 0, 1 \} \) for each \( n \). Then, \( \varphi_n \) has exactly \( n \) distinct zeros in \( (a, b) \).

**Proof.** Let \( s_1, s_2, \ldots, s_k \) be the distinct zeros of \( \varphi_n \) on \( (a, b) \) with odd multiplicity. Assume that \( k < n \) and set

\[
R_k(x) = \frac{(x - s_1)(x - s_2) \cdots (x - s_k)}{x^{p(k)}} \in L_k.
\]

Since \( 0 < a < b \leq \infty \), \( \varphi_n(x) R_k(x) \) has constant sign on \( (a, b) \). Hence

\[
\int_a^b \varphi_n(t) R_k(t) d\phi(t) \neq 0
\]

and a contradiction arises since \( \varphi_n \perp L_k \). Hence \( k = n \). \( \square \)

From this proposition it is clear that if we write \( \varphi_n(x) = \frac{p_n(x)}{p_n(0)} \), then \( p_n(x) \) is a polynomial of exact degree \( n \) such that \( p_n(0) \neq 0 \). Thus, one could also normalize the sequence \( \{ \varphi_n \}_{n \geq 0} \) by imposing that for each \( n \), \( p_n \) is a monic polynomial of degree \( n \). Observe that it does not mean that \( \varphi_n \) is monic according to the above definition. Such a sequence of orthogonal \( L \)-polynomials will be denoted by \( \{ \psi_n \}_{n \geq 0} \) so that by setting \( \psi_n(x) = \sum_{j=-p(n)}^{p(n)} r_{j,n} x^j \), we have \( r_{q(n),n} = 1 \) and \( r_{-p(n),n} = (-1)^n \prod_{j=1}^{p(n)} x_{j,n} \), where \( \{ x_{j,n} \}_{j=1}^{p(n)} \) are the zeros of \( \psi_n \).

Assume now that \( \{ \psi_n \}_{n \geq 0} \) represents the sequence of orthonormal \( L \)-polynomials with respect to the SSD \( \phi \) on \( L \) associated with the ordering induced by \( \{ p(n) \}_{n \geq 0} \) and obtained from \( \{ \psi_n \}_{n \geq 0} \). Then, we define \((z, y) = \sum_{k=0}^{n} \Psi_k(z) \Psi_k(y)\).

Thus, if \( L \) is an \( L \)-polynomial in \( L_n \), one has

\[
L(x) = \sum_{k=0}^{n} a_k \Psi_k(x) \quad \text{with} \quad a_k = \langle L, \psi_k \rangle_\phi , \; k = 0, 1, \ldots, n.
\]

Hence, it follows that

\[
\langle \mathcal{K}_n(\cdot, y), L \rangle_\phi = \int_a^b \mathcal{K}_n(t, y) L(t) d\phi(t) = L(y).
\]

For this reason, we shall call \( \mathcal{K}_n(z, y) \) given by (2.2) the reproducing kernel of \( L_n \).

Property (2.3) will be used in the next Section.
To conclude, we will also introduce certain L-polynomials associated with the sequence \( \{\psi_n\}_{n \geq 0} \) (the second kind L-polynomial), namely
\[
(2.4) \quad \sigma_n(x) = \int_a^b \frac{\psi_n(x) - \psi_n(t)}{x - t} \, d\phi(t), \quad n = 0, 1, \ldots
\]
When \( \psi_n \) is replaced by \( \Psi_n \), we use the notation \( \Sigma_n \) instead of \( \sigma_n \). Thus, \( \sigma_n(x) = \frac{\phi_n(x)}{\phi_n(t)} \in \mathcal{L}_n \), with \( q_n \in \mathbb{P}_{n-1} \) for \( n \geq 1 \) and \( \sigma_0 \equiv 0 \). These L-polynomials will appear in Section 5 concerning two-point Padé approximants. Clearly when \( p(n) = 0, n = 0, 1, \ldots \), the usual second kind polynomials associated with a sequence of orthogonal polynomials immediately arise.

3. Three-term recurrence relation and Christoffel-Darboux identity

From the theory of orthogonal polynomials, it is well known that a basic property is the three-term recurrence relation satisfied by a sequence of orthogonal polynomials with respect to a classical distribution along with the so-called Christoffel-Darboux identity.

Thus, taking into account that for \( p(n) = 0 \) (hence \( q(n) = n, n = 0, 1, \ldots \)) the usual polynomials are recovered, one might wonder whether a three-term recurrence relation and a Christoffel-Darboux identity could also hold for an arbitrary “ordering” generated by an arbitrary sequence \( \{p(n)\}_{n \geq 0} \). In this respect, a first positive partial answer has been given when dealing with \( p(n) = E[a + \frac{m}{n}] \) (see [12,30]), where \( E[a] \) denotes the integer part of \( a \). Here it should also be noted that this choice of \( p(n) \) is the basis of the previously established theory on orthogonal L-polynomials. For details, see, e.g., [10,18,19].

Thus, for our purposes we will start from an arbitrary nondecreasing sequence \( \{p(n)\}_{n \geq 0} \) of nonnegative integers satisfying \( 0 \leq p(n) \leq n \) and \( p(n) - p(n - 1) = s(n) \in \{0, 1\} \) for each \( n \). Let \( \{\Psi_n\}_{n \geq 0} \) be the corresponding sequence of orthonormal L-polynomials for the SSD \( d\phi \) on \( \mathcal{L} \) associated with the ordering induced by \( \{p(n)\}_{n \geq 0} \). Then the following result holds.

**Theorem 3.1** (Christoffel-Darboux identity). For \( z \) and \( y \) real numbers both different from zero, one has
\[
(3.1) \quad \sum_{k=0}^{n} \Psi_k(z) \Psi_k(y) = C_n \left[ z^{s(n+1)} \Psi_{n+1}(z) y^{s(n)} \Psi_n(y) - z^{s(n)} \Psi_n(z) y^{s(n+1)} \Psi_{n+1}(y) \right],
\]
where \( p(n) = s(n) + p(n - 1) \) and \( C_n > 0, n \geq 1 \). Furthermore, \((3.1)\) also holds for \( n = 0 \), with \( s(0) = 0 \) and \( C_0 > 0 \) conveniently chosen.

**Proof.** Set \( \mathcal{K}_n(z,y) = \sum_{k=0}^{n} \Psi_k(z) \Psi_k(y) \) and take \( L \in \mathcal{L}_{n-1} \) for \( n \geq 1 \). Hence \( \frac{(z-y) L(t)}{y^{s(n)}(t)} \in \mathcal{L}_{n} \) (in the variable \( y \)).

Thus, by \((2.3)\) one has
\[
\int_a^b \mathcal{K}_n(z,t) \frac{(z-t) L(t)}{t^{s(n)}} \, d\phi(t) = 0, \quad \forall L \in \mathcal{L}_{n-1}.
\]
That is, \( \mathcal{K}_n(z,y) \frac{(z-y)}{y^{s(n)}} \) is orthogonal to \( \mathcal{L}_{n-1} \) (in the variable \( y \)). However, it should be observed that, in general, \( \mathcal{K}_n(z,y) \frac{(z-y)}{y^{s(n)}} \notin \mathcal{L}_{n+1} \) (in the variable \( y \)) as desirable.
Setting $\Delta s(n) = s(n+1) - s(n) \in \{-1, 0, 1\}$ (recall $s(n) = p(n) - p(n-1) \in \{0, 1\}$), one can write

$$K_n(z, y) \frac{(z-y)}{y^{s(n)}} = K_n(z, y) \frac{(z-y)}{y^{s(n)+1}} y^{\Delta s(n)}.$$ 

Clearly, the function $K_n(z, y) \frac{(z-y)}{y^{s(n)}} \in \mathcal{L}_{n+1}$ (in the variable $y$).

Assuming now that $\Delta s(n) = 0$, it holds that

$$K_n(z, y) \frac{(z-y)}{y^{s(n)}} \in \mathcal{L}_{n+1} \quad \text{and} \quad K_n(z, y) \frac{(z-y)}{y^{s(n)}} \perp \mathcal{L}_{n-1}.$$ 

By (3.2) the Fourier sum of this function with respect to the orthonormal basis $\{\Psi_n\}_{n \geq 0}$ is of the form

$$K_n(z, y) \frac{(z-y)}{y^{s(n)}} = a_n(z) \Psi_{n+1}(y) + b_n(z) \Psi_n(y)$$

or, equivalently,

$$K_n(z, y) \frac{(z-y)}{y^{s(n)}} = a_n(z) \Psi_{n+1}(y) + b_n(z) \Psi_n(y).$$

If we set $\Psi_n(x) = \frac{P_n(x)}{P_{n+1}(x)}$ where $P_n \in \mathbb{P}_n$ such that $P_n(x) = \gamma_n x^n + \cdots + P_n(0)$ with $\gamma_n > 0$, then $(-1)^n \frac{P_n(0)}{P_{n+1}(0)} > 0$ and from (3.3), by comparing leading coefficients, one deduces that $a_n(z) = -(-1)^{s(n)} A_n \Psi_n(z)$ with

$$A_n = s(n) \frac{P_n(0)}{P_{n+1}(0)} + (1 - s(n)) \frac{\gamma_n}{\gamma_{n+1}}.$$ 

Observe that $(-1)^{s(n)} A_n > 0$. In short, by substituting this last expression in (3.3), one has

$$K_n(z, y) \frac{(z-y)}{z^{s(n)} y^{s(n)}} = -(-1)^{s(n)} A_n \Psi_n(z) \Psi_{n+1}(y) + b_n(z) \Psi_n(y).$$

If we carry on the same computations by exchanging $z$ and $y$, it follows that

$$K_n(z, y) \frac{(y-z)}{z^{s(n)} y^{s(n)}} = -(-1)^{s(n)} A_n \Psi_n(y) \Psi_{n+1}(z) + b_n(y) \Psi_n(z).$$

Subtracting both equalities, one obtains

$$2K_n(z, y) \frac{(z-y)}{z^{s(n)} y^{s(n)}} = -(-1)^{s(n)} A_n \left[ \Psi_n(z) \Psi_{n+1}(y) - \Psi_n(y) \Psi_{n+1}(z) \right]$$

$$+ \left[ b_n(z) \Psi_n(y) - b_n(y) \Psi_n(z) \right].$$

Moreover, by (3.5) one sees that $b_n$ belongs to $\mathcal{L}_{n+1}$ and is orthogonal to $\mathcal{L}_{n-1}$. So,

$$b_n(x) = \theta_n \Psi_{n+1}(x) + \mu_n \Psi_n(x), \quad \theta_n, \mu_n \in \mathbb{R}.$$ 

Furthermore, introducing $b_n$ in (3.5) and comparing leading coefficients results in $\theta_n = -(-1)^{s(n)} A_n$.

Hence,

$$b_n(z) \Psi_n(y) - b_n(y) \Psi_n(z) = -(-1)^{s(n)} A_n \left[ \Psi_n(z) \Psi_{n+1}(y) - \Psi_n(y) \Psi_{n+1}(z) \right].$$
Thus, by (3.6) and (3.7), it follows that
\[
\mathcal{K}_n(z, y) \frac{(z - y)}{z^{s(n)} y^{q(n)}} = (-1)^s(n) A_n \left[ \Psi_{n+1}(z) \Psi_n(y) - \Psi_n(z) \Psi_{n+1}(y) \right],
\]
yielding,
\[
\mathcal{K}_n(z, y) (z - y) = (-1)^s(n) A_n [z^{s(n)} \Psi_{n+1}(z) y^{q(n)} \Psi_n(y) - z^{s(n)} \Psi_n(z) y^{q(n)} \Psi_{n+1}(y)].
\]
Assuming that \(\Delta s(n) = 0\) results in
\[
\mathcal{K}_n(z, y) (z - y) = (-1)^s(n) A_n [z^{s(n)+1} \Psi_{n+1}(z) y^{q(n)} \Psi_n(y) - z^{s(n)} \Psi_n(z) y^{q(n)+1} \Psi_{n+1}(y)],
\]
if \(C_n = (-1)^s(n) A_n\), the theorem is true under the assumption \(\Delta s(n) = 0\).

Next, let us analyze what happens when \(\Delta s(n) \neq 0\). For this, define the subspace
\[
\tilde{L}_{n+1} = \mathcal{L}_n \oplus \text{span} \left\{ \frac{s(n)}{x^{p(n)+1}} + (1 - s(n)) x^{q(n)+1} \right\},
\]
so that
\[
\mathcal{K}_n(z, y) \frac{z - y}{z^{s(n)} y^{q(n)}} \in \tilde{L}_{n+1} \text{ (in the variable } y).\]

Let us now consider the finite sequence of nested subspaces
\[
\mathcal{L}_0 \subset \mathcal{L}_1 \subset \cdots \subset \mathcal{L}_n \subset \tilde{L}_{n+1},
\]
and let \(\{\tilde{\Psi}_k\}_{k=0}^{n+1}\) be an orthonormal basis for \(\tilde{L}_{n+1}\). Then, it holds that \(\tilde{\Psi}_k = \Psi_k, k = 0, 1, \ldots, n\), and \(\tilde{\Psi}_{n+1} \in \tilde{L}_{n+1} \setminus \mathcal{L}_n\). Actually, this process is equivalent to defining a new sequence \(\{\tilde{p}(k)\}_{k=0}^{n+1}\) such that \(\tilde{p}(k) = p(k), 0 \leq k \leq n\), and \(\tilde{p}(n+1) = p(n) + s(n)\). Hence, \(\tilde{s}(n+1) = \tilde{s}(n) = s(n)\) and \(\Delta \tilde{s}(n) = 0\) and the proof reduces to the situation above by substituting \(\{p(k)\}_{k=1}^{n+1}\) for \(\{\tilde{p}(k)\}_{k=1}^{n+1}\). Thus, by (3.8) and recalling that \(\mathcal{K}_n(z, y) \frac{z - y}{z^{s(n)} y^{q(n)}} \perp \mathcal{L}_{n-1} \text{ (in the variable } y)\), we can proceed as in the preceding situation to obtain
\[
\mathcal{K}_n(z, y) \frac{(z - y)}{z^{s(n)} y^{q(n)}} = (-1)^s(n) \tilde{A}_n \left[ \tilde{\Psi}_{n+1}(z) \Psi_n(y) - \Psi_n(z) \tilde{\Psi}_{n+1}(y) \right],
\]
where \((-1)^s(n) \tilde{A}_n > 0\) with \(\tilde{A}_n = s(n) \frac{\tilde{p}_n(0)}{\tilde{p}_{n+1}(0)} + (1 - s(n)) \frac{\tilde{p}_{n+1}(0)}{\tilde{p}_{n+1}(0)}\).

On the other hand, it can be easily checked that
\[
x^{\Delta s(n)} \Psi_{n+1}(x) \in \tilde{L}_{n+1} \setminus \mathcal{L}_n.
\]
Hence, it follows that
\[
\tilde{\Psi}_{n+1}(x) = u_{n+1} x^{\Delta s(n)} \Psi_{n+1}(x) + F_n(x),
\]
with \(u_{n+1} = s(n) \frac{\tilde{p}_{n+1}(0)}{\tilde{p}_{n+1}(0)} + (1 - s(n)) \frac{\tilde{p}_{n+1}(0)}{\tilde{p}_{n+1}(0)} \neq 0\) where \(\tilde{\Psi}_{n+1}(x) = \frac{\tilde{P}_{n+1}(x)}{x^{\Delta s(n)}}\) with
\[
\tilde{P}_{n+1}(x) = \tilde{c}_{n+1} x^{\Delta s(n)+1} + \cdots + \tilde{P}_{n+1}(0)\] and \(F_n \in \mathcal{L}_n\). Now, since \(\tilde{\Psi}_{n+1} \perp \mathcal{L}_n\), we have
\[
x^{\Delta s(n)} \Psi_{n+1}(x) \perp \text{span} \left\{ \frac{1}{x^{p(n)+\Delta s(n)}}, \ldots, x^{q(n)-\Delta s(n)} \right\} \subset \mathcal{L}_{n-1},
\]
which implies that
\[
x^{\Delta s(n)} \Psi_{n+1}(x) \perp \mathcal{L}_{n-1}.
\]
Thus, taking into account that $\tilde{\Psi}_{n+1} \perp L_{n-1}$, from (3.10) and (3.11), we can deduce that $F_n \perp L_{n-1}$, yielding
$$\hat{\Psi}_{n+1}(x) = u_{n+1} x^{\Delta s(n)} \Psi_{n+1}(x) + v_{n+1} \Psi_n(x).$$

So, from (3.9) and observing that $\hat{A}_n u_{n+1} = A_n$ given by (3.3), it follows that
$$K_n(z, y) \frac{(z - y)}{z^{s(n)} y^{s(n)}} = (-1)^s(n) A_n \left[ z^{\Delta s(n)} \Psi_{n+1}(z) \Psi_n(y) - \Psi_n(z) y^{\Delta s(n)} \Psi_{n+1}(y) \right].$$

From here, one has
$$K_n(z, y) = (-1)^s(n) A_n \left[ \frac{z^{s(n+1)} \Psi_{n+1}(z) y^{s(n)} \Psi_n(y) - z^{s(n)} \Psi_n(z) y^{s(n+1)} \Psi_{n+1}(y)}{z - y} \right].$$

Finally, if $C_n = (-1)^s(n) A_n > 0$, the proof is concluded.

Concerning a three-term recurrence relation, one can first prove the following:

**Theorem 3.2.** Let $\{L_n\}_{n \geq 0} \subset \Delta$ be a sequence of nested subspaces of $L$-polynomials generated by a nondecreasing sequence of nonnegative integers $\{p(n)\}_{n \geq 0}$ such that $0 \leq p(n) \leq n$ and $p(n) - p(n+1) = s(n) \in \{0, 1\}$ for each $n$. Let $\{S_n\}_{n \geq 0}$ be a sequence of $L$-polynomials satisfying $S_n \in L_n \setminus L_{n-1}$ $(S_0 \in L_0)$ for $n \geq 1$, and

$$\sum_{k=0}^{n} S_k(z) S_k(y)(z - y) = C_n \left[ z^{s(n+1)} S_{n+1}(z) y^{s(n)} S_n(y) - z^{s(n)} S_n(z) y^{s(n+1)} S_{n+1}(y) \right],$$

for $n \geq 0$ with $C_n \neq 0$ and $s(0) = 0$. Then, there exists a sequence $\{A_n\}_{n \geq 1} \subset \mathbb{R}$ such that

$$C_n x^{s(n+1)} S_{n+1}(x) = (-1)^s(n) [x^{1-2s(n)} + A_n] x^{s(n)} S_n(x) - C_{n-1} x^{s(n-1)} S_{n-1}(x), \quad n \geq 1.$$

**Proof.** Let $M_n(z, y) = \sum_{k=0}^{n} S_k(z) S_k(y)$. For $n \geq 1$, it follows that

$$M_n(z, y)(z - y) = S_n(z) S_n(y)(z - y) + M_{n-1}(z, y)(z - y)$$

$$= S_n(z) S_n(y)(z - y)$$

$$+ C_{n-1} \left[ z^{s(n)} S_n(z) y^{s(n-1)} S_{n-1}(y) - z^{s(n-1)} S_{n-1}(z) y^{s(n)} S_n(y) \right].$$

That is,

$$C_n \left[ z^{s(n+1)} S_{n+1}(z) y^{s(n)} S_n(y) - z^{s(n)} S_n(z) y^{s(n+1)} S_{n+1}(y) \right] = S_n(z) S_n(y)(z - y)$$

$$+ C_{n-1} \left[ z^{s(n)} S_n(z) y^{s(n-1)} S_{n-1}(y) - z^{s(n-1)} S_{n-1}(z) y^{s(n)} S_n(y) \right].$$

From here, it follows that

$$y^{s(n)} S_n(y) \left[ C_n z^{s(n+1)} S_{n+1}(z) - \frac{z}{y^{s(n)}} S_n(z) + C_{n-1} z^{s(n-1)} S_{n-1}(z) \right]$$

$$= z^{s(n)} S_n(z) \left[ C_n y^{s(n+1)} S_{n+1}(y) - \frac{y}{z^{s(n)}} S_n(y) + C_{n-1} y^{s(n-1)} S_{n-1}(y) \right].$$
or equivalently,
\[
C_n \frac{z^{s(n+1)} S_{n+1}(z) + C_{n-1} z^{s(n-1)} S_{n-1}(z)}{z^{s(n)} S_n(z)} - \frac{z^{1-s(n)}}{y^{s(n)}} = C_n \frac{y^{s(n+1)} S_{n+1}(y) + C_{n-1} y^{s(n-1)} S_{n-1}(y)}{y^{s(n)} S_n(y)} - \frac{y^{1-s(n)}}{z^{s(n)}}.
\]

Since
\[
\frac{z^{1-s(n)}}{y^{s(n)}} - \frac{y^{1-s(n)}}{z^{s(n)}} = \frac{z - y}{z^{s(n)} y^{s(n)}} = (-1)^{s(n)} (z^{1-2s(n)} - y^{1-2s(n)}),
\]

it follows that
\[
C_n \frac{z^{s(n+1)} S_{n+1}(z) + C_{n-1} z^{s(n-1)} S_{n-1}(z)}{z^{s(n)} S_n(z)} - (-1)^{s(n)} z^{1-2s(n)} = C_n \frac{y^{s(n+1)} S_{n+1}(y) + C_{n-1} y^{s(n-1)} S_{n-1}(y)}{y^{s(n)} S_n(y)} - (-1)^{s(n)} y^{1-2s(n)}.
\]

From here, it necessarily follows that
\[
C_n \frac{z^{s(n+1)} S_{n+1}(x) + C_{n-1} z^{s(n-1)} S_{n-1}(x)}{z^{s(n)} S_n(x)} - (-1)^{s(n)} x^{1-s(n)} S_n(x) = C_n \frac{y^{s(n+1)} S_{n+1}(x) + C_{n-1} y^{s(n-1)} S_{n-1}(x)}{y^{s(n)} S_n(x)} - (-1)^{s(n)} x^{1-s(n)} S_n(x)
\]
is a constant, say, \(\hat{\Lambda}_n\). The proof can be immediately concluded by taking \(\Lambda_n = (-1)^{s(n)} \hat{\Lambda}_n\).

\[\square\]

From Theorems 3.1 and 3.2 we can deduce the following:

**Corollary 3.3** (Three-term recurrence relation). Let \(\{\Psi_k\}_{k \in \mathbb{N}}\) be the sequence of orthonormal Laurent polynomials for the SSD \(\phi\) with the ordering induced by a nondecreasing sequence \(\{p(n)\}_{n \geq 0}\) of nonnegative integers such that \(0 \leq p(n) \leq n\) and \(p(n) - p(n-1) = s(n) \in \{0, 1\}\) for each \(n\). Then, there exist two sequences of positive real numbers \(\{\Omega_n\}_{n \geq 1}\) and \(\{C_n\}_{n \geq 0}\) such that for \(n \geq 1\)
\[
C_n \frac{z^{s(n+1)} \Psi_{n+1}(z) + C_{n-1} z^{s(n-1)} \Psi_{n-1}(z)}{z^{s(n)} \Psi_n(z)} - (\Omega_n)^{s(n)} \Psi_n(z) = C_n \frac{y^{s(n+1)} \Psi_{n+1}(y) + C_{n-1} y^{s(n-1)} \Psi_{n-1}(y)}{y^{s(n)} \Psi_n(y)} - (\Omega_n)^{s(n)} y^{s(n)}.
\]

with \(s(0) = 0\). Furthermore, (3.13) also holds for \(n = 0\) setting \(C_0 = \frac{1}{\sqrt{m_0 \gamma_0}}\), \(s(-1) = 0\), \(\Psi_{-1} \equiv 0\), \(\Omega_0 = \frac{m_{-1}}{m_{-1}^{s(-1)}}\) and with \(C_{-1}\) arbitrary (here \(\{m_k\}_{k \in \mathbb{Z}}\) are the moments of \(\phi\)).

**Proof.** Making use of Theorems 3.1 and 3.2 it only remains to prove that \(\Omega_n > 0\) for \(n = 1, 2, \ldots\). Indeed, set \(\Psi_n(x) = \frac{P_n(x)}{P_n(\gamma_n)}\), where \(P_n(x) = \gamma_n x^n + \cdots + P_n(0)\), such that \(\gamma_n > 0\) and \((-1)^n P_n(0) > 0\). Then
\[
C_n P_{n+1}(z) + C_{n-1} z^{s(n-1)+s(n)} P_{n-1}(z)
\]
\[
= (-1)^{s(n)} [z^{1-s(n)} - \Omega_n z^{s(n)}] P_n(z), \quad n \geq 0.
\]

Assume first that \(s(n) = 0\). Then taking \(z = 0\) in (3.14), one deduces
\[
\Omega_n = - \left[ C_n \frac{P_{n+1}(0)}{P_n(0)} + (1 - s(n-1)) C_{n-1} \frac{P_{n-1}(0)}{P_n(0)} \right] > 0,
\]

since \(C_n > 0\) for all \(n\).

On the other hand, by assuming \(s(n) = 1\) and considering \(z = \infty\), it follows that
\[
\Omega_n = C_n \frac{\gamma_{n+1}}{\gamma_n} + C_{n-1} s(n-1) \frac{\gamma_{n-1}}{\gamma_n} > 0.
\]

\[\square\]
Remark 3.4. Actually, relation (3.14) can also be read
\begin{equation}
C_{n} P_{n+1}(z) = (-1)^{s(n)} \left[ z^{1-2s(n)} - \Omega_{n} \right] z^{s(n)} P_{n}(z) \\
- C_{n-1} z^{s(n-1)+s(n)} P_{n-1}(z), \quad n \geq 0,
\end{equation}
with \(P_{-1} \equiv 0\), \(P_{0} \equiv \sqrt{m_{0}}\). Thus, when taking \(p(n) = 0\) for each \(n\), we have \(\mathcal{L}_{n} = \mathbb{P}_{n}\) and \(\Psi_{n} = P_{n}\). Hence, from (3.15) we deduce the usual three-term recurrence for orthonormal polynomials.

On the other hand, as we have already mentioned, if we choose \(p(n) = E\left[\frac{n+1}{2}\right]\), the known theory on orthogonal Laurent polynomials arises. In this case, a three-term recurrence relation and a Christoffel-Darboux formula were earlier obtained (see [12, 25, 30]).

Concerning the Laurent polynomials \(\Sigma_{n}\) as in (3.4), it can be proved they satisfy the same recurrence relation (3.13) but with different initial conditions. More precisely, for \(n \geq 1\) it holds that
\begin{equation}
C_{n} \Psi_{n+1}(z) = (-1)^{n} \left[ 1 - z(n)^{1+1} \right] \Omega_{n} \Psi_{n}(z) - C_{n-1} \Psi_{n-1}(z).
\end{equation}
In this case, from the orthogonality conditions for \(\Psi_{n}\) it holds that
\begin{equation}
\int_{a}^{b} P_{n}(t) t^{k} d\phi(t) t^{n} = 0, \quad k = 0, 1, \ldots, n - 1.
\end{equation}
Polynomials \(\{P_{n}\}_{n=0}^{\infty}\) satisfying (3.16) have been extensively studied by Ranga et al. (31, 32, 33).

Remark 3.5. If we write \(\Sigma_{n}(z) = Q_{n}(z)^{2}\), with \(Q_{n} \in \mathbb{P}_{n-1}\), \(n \geq 1\), we can also obtain
\begin{equation}
C_{n} Q_{n+1}(z) = (-1)^{s(n)} \left[ z^{1-2s(n)} - \Omega_{n} \right] z^{s(n)} Q_{n}(z) - C_{n-1} z^{s(n-1)+s(n)} Q_{n-1}(z), \quad n \geq 0,
\end{equation}
with \(Q_{0}(z) \equiv 0\), \(Q_{-1}(z) \equiv 0\) and \(C_{1}\) given by (3.18). In case we choose \(s(-1) = 1\), and since \(s(0) = 0\), \(Q_{-1}(z)\) should be taken as 1.
On the other hand, setting $z = y$ in (3.1) further yields the following corollary.

**Corollary 3.7 (Confluent formula).** Under the same assumptions as in Theorem 3.1, it holds for $n \geq 1$ that

\[
\sum_{k=0}^{n} \Psi_k^2(x) = C_n x^{s(n+1)+s(n)} \left[ \Psi_{n+1}'(x) \Psi_n(x) - \Psi_n'(x) \Psi_{n+1}(x) \right] + \frac{s(n+1) - s(n)}{x} \Psi_n(x) \Psi_{n+1}(x) .
\]

We have already seen that the zeros of $\Psi_n$ are distinct and are contained in $(a, b)$. Now, making use of the confluent formula (3.19), a standard argument (see, e.g., [11]) leads to the interlacing property of the zeros of $\Psi_{n+1}$ with those of $\Psi_n$. Indeed, one has

**Corollary 3.8.** For each $n \geq 1$, let $\{x_{j,n}\}_{j=1}^{n}$ denote the zeros of $\Psi_n$ so that $a < x_{1,n} < x_{2,n} < \cdots < x_{n,n} < b$. Then

\[x_{j,n+1} < x_{j,n} < x_{j+1,n+1}, \quad j = 1, 2, \ldots, n.\]

4. **Quadratures**

Let $\phi$ be an SSD and suppose the integral

\[I_\phi(f) = \int_a^b f(t) d\phi(t)\]

needs to be approximated by an $n$-point quadrature formula of the form

\[I_n(f) = \sum_{j=1}^{n} A_j f(x_j).\]

Since we suppose that the moments $\{m_j\}$ exist, it seems natural that the $n$ distinct nodes $\{x_j\}_{j=1}^{n} \subset (a, b)$ and the coefficients or weights $\{A_j\}_{j=1}^{n} \subset \mathbb{R}$ are to be determined by imposing that $I_\phi(L) = I_n(L)$ for any $L$-polynomial $L$ belonging to a linear subspace of $\Delta$ of dimension as large as possible. Thus, starting from the nested sequence of linear subspaces of $L$-polynomials $\{L_n\}_{n=0}^{\infty}$ defined above and fixing $n$ distinct points $\{x_j\}_{j=1}^{n}$ on $(a, b)$, it is known that there exists a unique set of quadrature coefficients $\{A_j\}_{j=1}^{n}$ such that

\[I_\phi(L) = I_n(L), \quad \forall L \in L_{n-1}\]

(see [7]), i.e., the corresponding quadrature rule exactly “integrates” any $L$-polynomial in $L_{n-1}$.

On the other hand, let $L_n(f; x)$ be the unique $L$-polynomial in $L_{n-1}$ interpolating $f$ at the $n$ distinct nodes $\{x_j\}_{j=1}^{n}$, so that one can write

\[L_n(f; x) = \sum_{j=1}^{n} f(x_j) L_{j,n}(x)\]

where $L_{j,n} \in L_{n-1}$ satisfies $L_{j,n}(x_k) = \delta_{j,k}$, $1 \leq j, k \leq n$.

More precisely, if we set

\[W_n(x) = \frac{(x - x_1)(x - x_2) \cdots (x - x_n)}{x^{p(n)}} \in L_n,\]
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then
\[(4.2) \quad L_{j,n}(x) = \left(\frac{x}{x_j}\right)^{s(n)} \frac{W_n(x)}{(x-x_j) W_n(x_j)}, \quad s(n) = p(n) - p(n-1).\]

Now, it can be easily proved that the quadrature formula \(I_n(f)\) obtained from (4.1) is given by
\[(4.3) \quad I_n(f) = I_\phi(L_n(f; \cdot)) = \sum_{j=1}^n I_\phi(L_{j,n}) f(x_j).\]

Thus,
\[(4.4) \quad A_j = I_\phi(L_{j,n}) = \int_a^b L_{j,n}(t) d\phi(t), \quad j = 1, 2, \ldots, n.\]

For this reason, \(I_n(f)\) given by (4.1) is sometimes called of interpolatory type in \(L_{n-1}\). Next, we will show that choosing the nodes as the zeros of the orthogonal \(L\)-polynomial \(\psi_n\) leads to a much higher accuracy. For this purpose, we will investigate how to construct quadrature rules to be exact in linear subspaces of \(L\)-polynomials of the form \(L_n L_r\) with \(r \geq 0\) (the space consisting of the usual pointwise-defined product of \(L\)-polynomials of the two \(L\)-spaces). Observe that \(L_n L_r = \Delta_{-p(n)-p(r),q(n)+q(r)}\), whose dimension is \(n + r + 1\), and that in general \(L_n L_r \neq L_{n+r}\). Actually, we are trying to parallel the polynomial situation where exactness is enlarged from \(P_{n-1}\) to \(P_{n+r} = P_n P_r, 0 \leq r \leq n - 1\); see [10].

Furthermore \(r \leq n - 1\), since it can be checked that there cannot exist an \(n\)-point quadrature formula to be exact in \(L_n L_n\). After these considerations, we can prove the following Jacobi-type theorem,

**Theorem 4.1.** Let \(I_n(f) = \sum_{j=1}^n A_j f(x_j)\) be an \(n\)-point quadrature rule such that \(x_i \neq x_j\) and \(x_i \neq 0\). Then, \(I_n(f)\) is exact in \(L_n L_r\) \((0 \leq r \leq n - 1)\), if and only if,
\[(1) \quad I_n(f)\] is exact in \(L_{n-1},\]
\[(2) \quad (W_n, L)_\phi = 0, \quad \forall L \in L_r, \quad \text{where} \quad W_n(x) = \prod_{j=1}^n \frac{x-x_j}{x^{p(n)}} \in L_n.\]

**Proof.** See [10] for \(p(n) = 0\) and [13] for \(p(n) = E[n+1].\) For the general case, let \(I_n(f)\) be exact in \(L_n L_r.\) Since \(L_{n-1} \subset L_n L_r,\) then \(I_n(f)\) is trivially exact in \(L_{n-1}.\) Now, taking into account that \(W_n L \in L_n L_r \iff L \in L_r,\)
and because of exactness in \(L_n L_r,\) one can write
\[(W_n, L)_\phi = I_\phi(W_n L) = \sum_{j=1}^n A_j W_n(x_j) L(x_j) = 0 \quad \text{since} \quad W_n(x_k) = 0, \quad 1 \leq k \leq n.\]

Conversely, take \(R \in L_n L_r\) and let \(L_n(R; \cdot)\) denote the unique \(L\)-polynomials in \(L_{n-1}\) interpolating \(R\) at the nodes \(\{x_j\}_{j=1}^n.\) Since \(R - L_n(R; \cdot) \in L_n L_r,\) it holds that
\[R(x) - L_n(R; x) = W_n(x) L(x), \quad L \in L_r.\]
Thus,
\[ I_\phi(R) = I_\phi(L_n(R; \cdot)) + I_\phi(W_n L) \]
\[ = I_\phi(L_n(R; \cdot)) \]
\[ = I_n(L_n(R; \cdot)) \]
\[ = I_n(R), \quad \text{since } R(x_j) = L_n(R, x_j), \quad j = 1, 2, \ldots, n. \]
\[ \Box \]

Now the question is, what about the zeros of a L-polynomial \( W_n \) satisfying (4.5). Since \( W_n \in \mathcal{L}_n \) one can write \( W_n(x) = \sum_{j=0}^{n} q_j \psi_j(x) \), \( \{\psi_n\}_{n \geq 0} \) being the orthogonal sequence. Thus, by (4.5) one has
\[ W_n(x) = \sum_{j=r+1}^{n} a_j \psi_j(x) \quad \text{with} \quad a_n = 1. \]
Hence, by taking \( r = n - 1 \), the following holds:

**Corollary 4.2 (L-orthogonal quadrature).** Let \( I_n(f) = \sum_{j=1}^{n} A_{j,n} f(x_{j,n}) \) be an \( n \)-point quadrature rule with \( n \) distinct nodes on \((a, b)\). Then, \( I_n(L) = I_\phi(L) \), \( \forall L \in \mathcal{L}_n \mathcal{L}_{n-1} \) if and only if

1. \( I_n(f) \) is exact in \( \mathcal{L}_{n-1} \),
2. the nodes \( \{x_{j,n}\}_{j=1}^{n} \) are the zeros of the \( n \)-th orthogonal L-polynomials \( \psi_n \).

Furthermore, the weights \( \{A_{j,n}\}_{j=1}^{n} \) are positive.

**Proof.** It only remains to prove that \( A_{j,n} > 0 \), \( j = 1, 2, \ldots, n \). Considering \( L_{j,n} \in \mathcal{L}_{n-1} \) given by,
\[ L_{j,n}(x) = \left( \frac{x}{x_{j,n}} \right)^{s(n)} \frac{\psi_n(x)}{(x - x_{j,n}) \psi_n'(x_{j,n})}, \]
we have
\[ L_{j,n}^2 \in \mathcal{L}_{n-1} \mathcal{L}_{n-1} \subset \mathcal{L}_n \mathcal{L}_{n-1} \quad \text{and} \quad L_{j,n}^2(x_k) = \delta_{j,k}. \]
Hence,
\[ I_\phi(L_{j,n}^2) = I_n(L_{j,n}^2) = A_{j,n} > 0, \quad j = 1, 2, \ldots, n. \]
\[ \Box \]

**Remark 4.3.** The quadrature formula \( I_n(f) \) given in Corollary 12 will be called L-orthogonal (see [12]) for the SSD \( \phi \) and the “ordering” induced by \( \{p(n)\}_{n \geq 0} \). Observe that in general we do not have exactness in \( \mathcal{L}_{2n-1} \) (L-Gaussian formula). The latter happens if and only if the sequence \( \{p(n)\}_{n \geq 0} \) satisfies \( p(n) + p(n - 1) = p(2n - 1) \), because in this case \( \mathcal{L}_n \mathcal{L}_{n-1} = \mathcal{L}_{2n-1} \). This is true, for instance, when \( p(n) = 0 \) or \( p(n) = E[\frac{n+1}{2}] \), giving rise to the usual Gaussian formulas and the L-Gaussian formulas studied in [25] (see also [12] [22]). However, \( n \)-point quadrature rules with nodes on \((a, b)\) and exact in \( \mathcal{L}_{2n-1} \) can also be obtained. In this situation, the nodes are the zeros of the \( n \)-th orthogonal polynomial with respect to the varying distribution \( \frac{d\phi(t)}{p^{2(n-1)}} \). This kind of quadratures can be considered as a particular case of those studied by some of the present authors in [13].

Another explicit representation for the coefficients \( \{A_{j,n}\}_{j=1}^{n} \) in the \( n \)-point L-orthogonal formula can be given as follows:
Proposition 4.4. Let \( \phi \) be an SSD and \( \{\psi_n\}_{n \geq 0} \) the orthogonal sequence of L-polynomials associated with a nondecreasing sequence \( \{p(n)\}_{n \geq 0} \) such that \( 0 \leq p(n) \leq n \) and \( p(n) - p(n - 1) = s(n) \in \{0, 1\} \) for each \( n \). Let \( \{\sigma_n\}_{n \geq 0} \) be the corresponding sequence of “associated” L-polynomials to \( \{\psi_n\}_{n \geq 0} \) as given by (2.4). Then, it holds that

\[
A_{j,n} = \frac{\sigma_n(x_{j,n})}{\psi_n(x_{j,n})}, \quad j = 1, \ldots, n,
\]

where \( \{x_{j,n}\}_{j=1}^n \) are the zeros of \( \psi_n \).

Proof. From (4.2)–(4.4) one can write

\[
A_{j,n} = \frac{1}{x_{j,n}^{s(n)} \psi'(x_{j,n})} \int_a^b \frac{p_{s(n)}(t) \psi_n(t)}{t-x_{j,n}} \, d\phi(t).
\]

As a consequence of the orthogonality conditions,

\[
\int_a^b \frac{t^{s(n)} L(t) - x_{j,n}^{s(n)} L(x_{j,n})}{t-x_{j,n}} \, d\phi(t) = 0, \quad \forall L \in L_n.
\]

By taking \( L \equiv 1 \), it follows that

\[
A_{j,n} = \frac{1}{\psi_n(x_{j,n})} \int_a^b \frac{\psi_n(t)}{t-x_{j,n}} \, d\phi(t)
= \frac{1}{\psi_n'(x_{j,n})} \int_a^b \frac{\psi_n(t) - \psi_n(x_{j,n})}{t-x_{j,n}} \, d\phi(t) = \frac{\sigma_n(x_{j,n})}{\psi_n(x_{j,n})}.
\]

Remark 4.5. Setting, \( \psi_n(x) = \frac{p_n(x)}{p_n'(x)} \) and \( \sigma_n(x) = \frac{q_n(x)}{q_n'(x)} \) with \( p_n \) and \( q_n \) polynomials of degree \( n \) and \( n - 1 \), respectively, one can also write

\[
A_{j,n} = \frac{q_n(x_{j,n})}{p_n(x_{j,n})}, \quad j = 1, 2, \ldots, n,
\]

where \( \{x_{j,n}\}_{j=1}^n \) are the zeros of \( p_n \) (or \( \psi_n \)).

From these results, the following can be immediately deduced:

Corollary 4.6. Between two consecutive zeros of \( \psi_n \) there exists at least one zero of \( \sigma_n \).

Proof. From (4.8),

\[
\frac{\sigma_n(z)}{\psi_n(z)} = \frac{q_n(z)}{p_n(z)} = \sum_{j=1}^{n} \frac{A_{j,n}}{z-x_{j,n}}
\]

where \( \{x_{j,n}\}_{j=1}^n \) are the zeros of \( p_n \) (or \( \psi_n \)) and \( A_{j,n} > 0 \). Now, make use of the standard argument saying that a simple partial fraction decomposition of a rational function involving positive coefficients is equivalent to the fact that the zeros of the denominator separate those of the numerator.

Remark 4.7. From the corollary above, one sees that \( \sigma_n \) has exactly \( n - 1 \) distinct zeros on \( (a, b) \).

In the following representation, positivity of the coefficients \( \{A_{j,n}\}_{j=1}^n \) is clearly displayed. Indeed, one has (compare with Theorem 3.5 in [9])
Theorem 4.8 (L-Christoffel numbers). Let \( \{\Psi_n\}_{n \geq 0} \) be the sequence of orthonormal L-polynomials with respect to the SSD \( \phi \) associated with the “ordering” induced by a nondecreasing sequence \( \{p(n)\}_{n \geq 0} \), such that \( 0 \leq p(n) \leq n \) and \( p(n) - p(n - 1) = s(n) \in \{0, 1\} \) for each \( n \). Let \( \{x_{j,n}\}_{j=1}^n \) be the zeros of \( \Psi_n \) and define the Christoffel function

\[
\mathcal{K}_n(x) = \frac{1}{\mathcal{K}_n(x,x)} = \frac{1}{\sum_{k=0}^{n} \psi_k^2(x)}.
\]

Then, the weights \( \{A_{j,n}\}_{j=1}^n \) of the \( n \)-th L-orthogonal formula are given by

\[
A_{j,n} = \frac{1}{x_{j,n}^s} \int_a^b \frac{x_{s}(t)}{t-x_{j,n}} \, d\phi(t).
\]

Proof. Recalling (4.7) and taking into account that \( \psi_k = \gamma_k \psi_k \), it follows that

\[
A_{j,n} = \frac{1}{x_{j,n}^s} \int_a^b \frac{x_{s}(t)}{t-x_{j,n}} \, d\phi(t).
\]

Now, consider the Christoffel-Darboux identity, i.e.,

\[
\sum_{k=0}^{n} \psi_k(x) \psi_k(y) = C_n \left[ x^{s(n+1)} \Psi_{n+1}(x) y^{s(n)} \Psi_n(y) - x^{s(n)} \Psi_n(x) y^{s(n+1)} \Psi_{n+1}(y) \right].
\]

where \( n = 1, 2, \ldots \). Now set \( y = x_{j,n} \). Then \( (\Psi_n(x_{j,n}) = 0) \)

\[
\sum_{k=0}^{n-1} \psi_k(x) \psi_k(x_{j,n}) = -C_n \frac{x^{s(n)} \Psi_n(x) x_{s}(x_{j,n}) \Psi_{n+1}(x_{j,n})}{x-x_{j,n}}.
\]

Since \( \int_a^b \psi_i(t) \, d\phi(t) = \delta_{i,0} \), it follows that

\[
1 = -C_n x_{j,n}^s \Psi_{n+1}(x_{j,n}) \int_a^b \frac{x_{s}(t)}{t-x_{j,n}} \, d\phi(t).
\]

Thus,

\[
A_{j,n} = -\frac{1}{C_n x_{j,n}^s} \Psi_{n}'(x_{j,n}) \Psi_{n+1}'(x_{j,n}).
\]

Finally, by Corollary 3.7

\[
\sum_{k=0}^{n-1} \psi_k^2(x_{j,n}) = -C_n x_{j,n}^{s(n+1)} \Psi_{n+1}(x_{j,n}) \Psi_{n}'(x_{j,n}).
\]

So, by the two last equalities the proof is concluded. \( \square \)

Remark 4.9. Making use of Corollary 3.7 one can also deduce the following as an alternative to (4.9):

\[
A_{j,n} = \frac{1}{C_{n-1} x_{j,n}^{s(n)+s(n-1)} \Psi_{n}'(x_{j,n}) \Psi_{n-1}'(x_{j,n})}, \quad j = 1, \ldots, n.
\]

Next we can work out an extremal property for the orthogonal Laurent polynomials where a nice interpretation of extremal zeros is now given (see, e.g., [11] for the polynomial situation).

Proposition 4.10 (Chebyshev). Let \( \{x_{j,n}\}_{j=1}^n \) be the zeros of the \( n \)-th orthogonal L-polynomial \( \psi_n \) for the SSD \( \phi \) so that \( x_{1,n} < x_{2,n} < \cdots < x_{n,n} \). Then,
\[
\begin{align*}
(1) \quad & \max_{L \in \mathcal{L}_{n-1}} \int_a^b t^{(-1)^{x(n)} L^2(t)} d\phi(t) = \frac{s(n)}{x_{1,n}} + (1 - s(n)) \times_{n,n} , \\
(2) \quad & \min_{L \in \mathcal{L}_{n-1}} \int_a^b t^{(-1)^{x(n)} L^2(t)} d\phi(t) = \frac{s(n)}{x_{n,n}} + (1 - s(n)) \times_{1,n} ,
\end{align*}
\]

where \( s(n) = p(n) - p(n-1) \in \{0,1\} \) and \( \{p(n)\}_{n \geq 0} \) denote the sequence generating \( \{\mathcal{L}_n\}_{n \geq 0} \).

**Proof.** Let \( I_n(f) = \sum_{j=1}^n A_{j,n} f(x_{j,n}) \) be the \( n \)-th L-orthogonal formula for \( d\phi \).

Now, for any \( L \in \mathcal{L}_{n-1}, \, L^2 \in \mathcal{L}_{n-1} \mathcal{L}_{n-1} \subset \mathcal{L}_n \mathcal{L}_{n-1} \). We conclude also that \( t^{(-1)^{x(n)} L^2} \in \mathcal{L}_n \mathcal{L}_{n-1} \).

As a consequence of the exactness of \( I_n(f) \) in \( \mathcal{L}_n \mathcal{L}_{n-1} \), one has

\[
\int_a^b t^{(-1)^{x(n)} L^2(t)} d\phi(t) = \sum_{j=1}^n A_{j,n} x_{j,n}^{(-1)^{x(n)} L^2(x_{j,n})} ,
\]

\[
\int_a^b L^2(t) d\phi(t) = \sum_{j=1}^n A_{j,n} L^2(x_{j,n}) .
\]

Since \( x_{j,n}, A_{j,n} \) are positive, it then follows that

\[
\frac{s(n)}{x_{n,n}} + (1 - s(n)) \times_{1,n} \leq \int_a^b t^{(-1)^{x(n)} L^2(t)} d\phi(t) \leq \frac{s(n)}{x_{1,n}} + (1 - s(n)) \times_{n,n} .
\]

Now the lower bound is reached by

\[
L = s(n) L_{n,n} + (1 - s(n)) L_{1,n} ,
\]

while the upper one is reached by

\[
L = s(n) L_{1,n} + (1 - s(n)) L_{n,n} .
\]

Here \( L_{j,n}, 1 \leq j \leq n \) are given by \((4.24)\).

We conclude this section giving an error expression for the \( n \)-th L-orthogonal formula. This expression appears just by rewriting Theorem 2.3 in \([4]\) in terms of orthogonal Laurent polynomials. Indeed, let \( \psi_n \) be the \( n \)-th orthogonal L-polynomial normalized as in Section 2 and let \( f \) be a function Riemann-Stieltjes integrable with respect to \( \phi \) such that \( f^{(2n)}(t) \) is continuous for \( a \leq t \leq b \). If we define

\[
F(t) = \frac{f(t)}{t^{(n)} + p(n-1)} ,
\]

then

\[
I_{\phi}(F) - I_n(F) = \frac{f^{(2n)}(\mu)}{(2n)!} \int_a^b t^{s(n)} \psi^2_n(t) d\phi(t)
\]

where \( p(n) = s(n) + p(n-1) \) and \( \mu \in (a,b) \). Here \( I_n(F) \) denotes the \( n \)-th L-orthogonal formula for \( d\phi \), so that the above expression of the error can be helpful, when dealing with smooth enough integrands and provided that we can estimate the higher order derivatives. In the following section, an alternative error expression will be given for a class of more restrictive integrands.

**Remark 4.11.** Once again, it should be noted that for \( p(n) = 0 \) \((s(n) = 0)\) from the results given up to this section, known properties and results for orthogonal polynomials can be obtained.
5. Two-point Padé approximation

As is known, the so-called multipoint Padé approximants arise as a natural generalization of the classical (one-point) Padé approximants when information about the function to be approximated is given in terms of Taylor series or asymptotic expansions around more than one point. When expansions around the origin and infinity are considered, two-point Padé approximants (2PA) appear. They were first introduced in the context of different physical problems [2] and of continued fractions [24].

For a definition of those approximants and in order to make the paper self-contained we will start as in [10] (compare with [28] essentially inspired by [29]). Given two formal power series

$$f_0(z) = \sum_{k=0}^{\infty} f_k z^k, \ z \to 0, \quad \text{and} \quad f_\infty(z) = \sum_{k=1}^{\infty} \frac{f_k}{z^k}, \ z \to \infty,$$

and two nonnegative integers $k$ and $n$ ($0 \leq k \leq 2n$), polynomials $P_{k,n}$ ($P_{k,n} \neq 0$) and $Q_{k,n}$ of degree $n$ and $n-1$, respectively, are to be found such that

$$P_{k,n}(z) f_0(z) - Q_{k,n}(z) = d_{k,n}^* z^k + d_{k+1,n}^* z^{k+1} + \cdots = O(z^k), \ z \to 0 \quad (5.2)$$

$$P_{k,n}(z) f_\infty(z) - Q_{k,n}(z) = d_{n+1-k,n} z^{n+1-k} + d_{n+2-k,n} z^{n+2-k} + \cdots = O\left(\frac{1}{z^{n+1-k}}\right), \ z \to \infty \quad (5.3)$$

Clearly, when $P_{k,n}$ has exact degree $n$ and $P_{k,n}(0) \neq 0$, from (5.2) one has

$$f_0(z) - \frac{Q_{k,n}(z)}{P_{k,n}(z)} = O(z^k), \ z \to 0 \quad (5.4)$$

Furthermore, any solution $(P_{k,n}, Q_{k,n})$ of (5.2) defines a unique rational function $Q_{k,n}^*$ that is said to be a $[k/n]$-2PA to $(f_0, f_\infty)$ in the “weak sense”, while if conditions (5.3) are satisfied, it is said to be a $[k/n]$-2PA in the “strong sense”.

In both cases, it will be denoted as $[k/n]_{f_0,f_\infty}$. Observe that the parameter $k$ represents the number of coefficients matched in $f_0$.

An important class of functions admitting expansions of the form (5.1) is the Cauchy transform of a distribution $\phi$ on $(a, b)$, i.e., $\int_a^b \frac{d\phi(t)}{z-t}$. When $\phi$ is an SSD, it will be called its Stieltjes transform and we will write

$$F_\phi(z) = \int_a^b \frac{d\phi(t)}{z-t}, \ z \notin [a, b], \ 0 \leq a < b \leq \infty \quad (5.5)$$

Thus, if $m_k = \int_a^b t^k d\phi(t), \ k = 0, \pm 1, \pm 2, \ldots$, are the moments of $d\phi$, then $F_\phi$ admits the formal expansions (convergent or asymptotic; see [20] for details)

$$F_0(z) = -\sum_{k=0}^{\infty} m_{-(k+1)} z^k, \ z \to 0, \quad \text{and} \quad F_\infty(z) = \sum_{k=0}^{\infty} m_k \frac{1}{z^{k+1}}, \ z \to \infty \quad (5.5)$$

In this case, the $[k/n]$-2PA to the pair $(F_0, F_\infty)$ or to the function $F_\phi$ will be denoted by $[k/n]_{F_\phi}$. Approximating functions of the form (5.4) by rational functions making use of (5.5) has become an important task in the field of special functions and applications (see [22] and also [23]). The main aim of this section is bringing
together some known results and properties about two-point Padé approximants to $F_\phi$ by means of the theory of orthogonal Laurent polynomials and L-orthogonal formulas. The results given in [9] will now be completed, since there the setting reduces to sequences of nonnegative integers $\{p(n)\}_{n \geq 0}$ satisfying $p(n) + p(n-1) = p(2n-1)$ for each $n$. So, as in the previous section, let $\{p(n)\}_{n \geq 0}$ be a nondecreasing sequence of nonnegative integers such that $0 \leq p(n) \leq n$ and $p(n) - p(n-1) = s(n) \in \{0,1\}$ for each $n$. Let

$$I_n(f) = \sum_{j=1}^{n} A_{j,n} f(x_{j,n})$$

be the $n$-th L-orthogonal formula for the SSD $\phi$ associated with the “ordering” induced by $\{p(n)\}_{n \geq 0}$.

For $z \notin [a,b]$, an approximation for $F_\phi(z)$ can be given by this $n$-th L-orthogonal formula. Indeed, one has by (4.6)

$$F_\phi(z) = I_\phi\left(\frac{1}{z - \cdot}\right) \approx I_n\left(\frac{1}{z - \cdot}\right) = \sum_{j=1}^{n} A_{j,n} = \frac{\sigma_n(z)}{\psi_n(z)}.$$

On the other hand, since $I_n(f)$ is exact in $L_n L_{n-1}$, it can be checked that the following hold:

$$F_0(z) - \frac{\sigma_n(z)}{\psi_n(z)} = O\left(z^{p(n)+p(n-1)}\right), \quad z \to 0,$$

(5.6)

$$F_\infty(z) - \frac{\sigma_n(z)}{\psi_n(z)} = O\left(\frac{1}{z^{2n+1-p(n)-p(n-1)}}\right), \quad z \to \infty.$$

In other words, we have proved the following proposition.

**Proposition 5.1.** Let $\{\psi_n\}_{n \geq 0}$ be a sequence of orthogonal L-polynomials for the SSD $\phi$ associated with the “ordering” induced by a nondecreasing sequence $\{p(n)\}_{n \geq 0}$ such that $0 \leq p(n) \leq n$ and $p(n) - p(n-1) = s(n) \in \{0,1\}$ for each $n$. Let $\{\sigma_n\}_{n \geq 0}$ be the corresponding sequence of associated L-polynomials. Then,

$$[p(n) + p(n-1)/n]_{F_\phi} = \frac{\sigma_n}{\psi_n}.$$

Moreover, by (5.6) it also holds that

$$[p(n) + p(n-1)/n]_{F_\phi}(z) = I_n\left(\frac{1}{z - \cdot}\right) = I_\phi\left(L_n\left(\frac{1}{z - \cdot}; \cdot\right)\right)$$

where $L_n(\frac{1}{z - \cdot}; \cdot)$ represents the interpolating L-polynomial in $L_{n-1}$ for the function $f(x) = f(x, z) = 1/z (z \text{ a parameter})$ at the zeros of $\psi_n$.

It can be checked that

$$L_n\left(\frac{1}{z - \cdot}; x\right) = \frac{1}{1-x} \left(1 - \left(\frac{x}{z}\right)^{s(n)} \frac{\psi_n(x)}{\psi_n(z)}\right), \quad p(n) = s(n) + p(n-1).$$

Hence,

$$[p(n) + p(n-1)/n]_{F_\phi}(z) = \int_a^b \left(1 - \left(\frac{t}{z}\right)^{s(n)} \frac{\psi_n(t)}{\psi_n(z)}\right) \frac{d\phi(t)}{z - t}.$$

(5.7)

Set $E_n(z) = F_\phi(z) - [p(n) + p(n-1)/n]_{F_\phi}(z)$. Then from (5.7) one can deduce the following integral representation for the error $E_n$: 
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Proposition 5.2. Let $\phi$ be an SSD and $\{p(n)\}_{n \geq 0}$ a nondecreasing sequence of nonnegative integers such that $0 \leq p(n) \leq n$ and $p(n) - p(n-1) = s(n) \in \{0,1\}$ for each $n$. Then, $\forall z \in \mathbb{C}\setminus[a,b]$
\begin{equation}
E_n(z) = \frac{1}{z^{s(n)}\psi_n(z)} \int_a^b \frac{t^{s(n)}\psi_n(t)}{z-t} \, d\phi(t) = \frac{1}{z^{s(n)}\psi_n^2(z)} \int_a^b \frac{t^{s(n)}\psi_n^2(t)}{z-t} \, d\phi(t).
\end{equation}

Proof. By (5.7) it follows that
\begin{equation}
[p(n) + p(n-1)/n]F_\phi(z) = F_\phi(z) - \frac{1}{z^{s(n)}\psi_n(z)} \int_a^b \frac{t^{s(n)}\psi_n(t)}{z-t} \, d\phi(t).
\end{equation}

Now, it should be taken into account that the function in the variable $x$, $(z^{s(n)}\psi_n(z)-\psi_n(t))\psi_n(x)$, belongs to $L_{n-1}$. Therefore
\[
\int_a^b \psi_n(t) \left[ \frac{t^{s(n)}\psi_n(z)-\psi_n(t)}{z-t} \right] \, d\phi(t) = 0.
\]

Thus, from this fact and (5.9) the proof can be concluded. \hfill \square

Remark 5.3. Setting $\psi_n(x) = \frac{p_n(x)}{p_n(z)}$, $p_n \in \mathbb{P}_n$, we can obtain from (5.8) the known expression for the error in 2PA (see, e.g., [27]), in terms of the denominator $p_n$ of the approximant. Indeed, one has
\[
E_n(z) = \frac{z^{p(n)+p(n-1)}}{p_n^2(z)} \int_a^b \frac{p_n^2(t)}{z-t} \, d\phi(t).
\]

On the other hand, when $p(n) = 0$, $p_n$ represents the $n$-th monic orthogonal polynomial with respect to $d\phi$ and the above formula becomes
\[
E_n(z) = \frac{1}{p_n^2(z)} \int_a^b \frac{p_n^2(t)}{z-t} \, d\phi(t),
\]
which represents the error of the $[n-1/n]$ one-point Padé approximant at infinity to $F_\phi$.

The forthcoming results are mainly oriented to emphasize the close connection between two-point Padé approximants and L-orthogonal formulas similar to the known relation between one-point Padé approximants at infinity and classical Gaussian formulas. We first have

Theorem 5.4. Let $\phi$ be an SSD with support $[0,\infty)$ and $\{p(n)\}_{n \geq 0}$ a nondecreasing sequence of nonnegative integers such that $0 \leq p(n) \leq n$ and $p(n) - p(n-1) = s(n) \in \{0,1\}$ for each $n$. Let $R(\phi)$ the set of Riemann-Stieltjes integrable functions with respect to $d\phi$ such that $\lim_{x \to \infty} f(x)$ exists. Then, the following two statements are equivalent.

(i) $\lim_{n \to \infty} I_n(f) = I_\phi(f)$, $\forall f \in R(\phi)$, where $\{I_n(f)\}_{n \geq 0}$ is the sequence of L-orthogonal formulas for $d\phi$ associated with the ordering induced by $\{p(n)\}_{n \geq 0}$.

(ii) $\lim_{n \to \infty} [p(n) + p(n-1)/n]F_\phi(z) = F_\phi(z)$ uniformly on any compact set $K \subset \mathbb{C}\setminus[0,\infty)$.

Proof. (i) $\implies$ (ii). It follows by using standard arguments on the normal family $\{[p(n) + p(n-1)/n]F_\phi\}_{n \geq 0}$ and the Stieltjes-Vitali Theorem [20].
(ii) \implies (i). Proceed as in [4, Theorem 5.3] to obtain the conclusion for a
continuous functions \(f\) in \([0, \infty)\) such that \(\lim_{x \to \infty} f(x)\) exists, and after that, proceed
as in [21, Lemma 2.7].

Thus, by [27], we can deduce in a straightforward way the following (see also
[7]):

**Corollary 5.5.** Let \(\phi\) be a SSD on \([0, \infty)\) and let \(\{m_k\}_{k \in \mathbb{Z}}\) be its corresponding
sequence of moments, i.e., \(m_k = \int_0^\infty t^k \phi(t)\). \(k = 0, \pm 1, \pm 2, \ldots\). Let \(\{p(n)\}_{n \geq 0}\)
be a nondecreasing sequence of nonnegative integers such that \(0 \leq p(n) \leq n\) and
\(p(n) - p(n-1) = s(n) \in \{0, 1\}\) for each \(n\). Assume that either

\[
\lim_{n \to \infty} n - p(n) = \infty \quad \text{and} \quad \sum_{k=1}^\infty m_k^{\pm \frac{1}{2}} = \infty
\]
or

\[
\lim_{n \to \infty} p(n) = \infty \quad \text{and} \quad \sum_{k=1}^\infty m_k^{-\frac{1}{2}} = \infty
\]

hold.

Let \(\{I_n(f)\}_{n \geq 0}\) be the sequence of L-orthogonal formulas for \(d\phi\) associated with
the "ordering" induced by \(\{p(n)\}_{n \geq 0}\). Then,

\[
\lim_{n \to \infty} I_n(f) = I_\phi(f)
\]

for any function \(f\) in \(R(\phi)\).

Concerning analytic integrands, we have the following:

**Theorem 5.6.** Let \(\phi\) be an SSD on \([0, \infty)\) and let \(\{p(n)\}_{n \geq 0}\) be a nondecreasing
sequence of nonnegative integers such that \(0 \leq p(n) \leq n\) and \(p(n) - p(n-1) = s(n) \in \{0, 1\}\) for each \(n\). Assume that \(f\) is an analytic function in a simply connected
domain \(G \subset \hat{\mathbb{C}}\) (extended complex plane) which contains the half-line in its interior.
Let \(I_n(f)\) be the \(n\)-th L-orthogonal formula for \(d\phi\) associated with the "ordering"
induced by \(\{p(n)\}_{n \geq 0}\). Then

\[
\frac{1}{2\pi i} \oint_{\Gamma} \left[ F_\phi(w) - [p(n) + p(n-1)/n]F_n(w) \right] f(w) \, dw,
\]

where \(\Gamma\) is any Jordan curve which contains \(\mathbb{C} \setminus G\) in its interior and the half-line
in its exterior.

**Proof.** Since \(1 \in L_n\) for each \(n = 0, 1, \ldots\), then \(I_\phi(1) = I_n(1)\) and we can assume
without loss of generality that \(f(\infty) = 0\).

Now, by Cauchy’s formula for the exterior of \(\Gamma\) in \(\hat{\mathbb{C}}\), we have that for \(x \in [0, \infty]\)

\[
f(x) = \frac{1}{2\pi i} \oint_{\Gamma} \frac{f(w)}{w - x} \, dw.
\]
Next, we can prove our theorem following standard arguments. Indeed, one has
\[ I_\phi(f) = \int_0^\infty f(t) \, d\phi(t) \]
\[ = \int_0^\infty \left( \frac{1}{2\pi i} \oint_{\Gamma} \frac{f(w)}{w-t} \, dw \right) \, d\phi(t) \]
\[ = \frac{1}{2\pi i} \oint_{\Gamma} f(w) \left( \int_0^\infty \frac{d\phi(t)}{w-t} \right) \, dw \]
\[ = \frac{1}{2\pi i} \oint_{\Gamma} f(w) \, F_\phi(w) \, dw. \]

Here, we have used the Fubini theorem. In a similar way, it also follows that
\[ I_n(f) = \sum_{k=1}^n A_{j,n} f(x_{j,n}) \]
\[ = \sum_{j=1}^n A_{j,n} \frac{1}{2\pi i} \oint_{\Gamma} f(w) \frac{1}{w-x_{j,n}} \, dw \]
\[ = \frac{1}{2\pi i} \oint_{\Gamma} f(w) \sum_{j=1}^n A_{j,n} \frac{1}{w-x_{j,n}} \, dw \]
\[ = \frac{1}{2\pi i} \oint_{\Gamma} f(w) \left[ p(n) + p(n-1)/n \right] F_\phi(w) \, dw. \]

Thus, by (5.11)–(5.12) the proof follows. \( \square \)

From the theorem above, one can say, roughly speaking, that when dealing with analytic integrands the error for the L-orthogonal formula is "controlled" by the error of the 2PA. In fact, from (5.8) and (5.10), we get the following corollary.

**Corollary 5.7.** Under the same assumptions as in Theorem 5.6, it holds that
\[ |I_\phi(f) - I_n(f)| \leq C(f, \Gamma) \inf_{z \in \Gamma} \left\{ |z|^{s(n)} |\psi_n(z)|^2 \right\} \int_0^\infty t^{s(n)} \psi_n^2(t) \, d\phi(t), \]
with \( C(f, \Gamma) \) a positive constant depending on \( f \) and \( \Gamma \).

**Remark 5.8.** Further results on convergence of the L-orthogonal formula can be deduced from [6] and [7]. Concerning convergence of 2PA’s see [10, 27].

6. Numerical results

In this section we present several numerical experiments in order to illustrate the interest of the quadrature formulas studied in Section 4 of this paper. On computing these formulas, their connection with two-point Padé approximation introduced in Section 5 will also be displayed.

On the other hand, the role played by the sequence \( \{p(n)\}_{n \geq 0} \) giving rise to the "ordering" on the space of L-polynomials will also be emphasized by numerically showing how an appropriate selection of \( \{p(n)\}_{n \geq 0} \) can be intimately related to the singularities of the integrand.

As far as we know, examples dealing with \( \{p(n)\}_{n \geq 0} \) different from \( p(n) = 0 \) (Gauss-Christoffel formulas) and \( p(n) = E[n+1/2] \) or \( p(n) = E[n/2] \) (L-Gaussian formulas, see [6, 17]) have never been considered before.
Thus, we will be concerned with the estimation of integrals of the form

\[ I(f) = \int_a^b f(t) \, dt, \quad 0 \leq a < b \leq \infty, \]

where \( f \) may present singularities at the origin and/or infinity. So, it seems natural to look for quadrature formulas exactly integrating \( L \)-polynomials like the \( L \)-orthogonal formulas studied in this paper. Three different situations are going to be considered depending on the relative position of the singularities of \( f \) with respect to the interval \([a, b]\). We will first assume that \( 0 < a < b < \infty \) and that \( t = 0 \) is a possible singularity of \( f \). Secondly we will be concerned with functions exhibiting singularities at \( t = 0 \) but now with \([a, b] = [0, b] \) \( (0 < b < \infty) \). Finally, the case \([a, b] = [0, \infty) \) will be considered so that both the origin and infinity may be singularities of \( f \).

For this purpose, and as a general rule, (6.1) will be written as

\[ I(f) = I_\beta(g) = \int_a^b g(t) \, \beta(t) \, dt \quad \text{and} \quad I(f) = I_\omega(h) = \int_a^b h(t) \, \omega(t) \, dt, \]

where \( d\phi(t) = \beta(t)dt \) is a classical distribution on \((a, b)\) (actually \( \beta \) is a weight function) and \( d\phi(t) = \omega(t)dt \) is an SSD. Under these conditions, \( I_\beta(g) \) will be approximated by the \( n \)-point Gaussian formula for \( \beta \) denoted by

\[ J_n(g) = \sum_{j=1}^n B_{j,n} g(t_{j,n}), \]

where \( \{t_{j,n}\}_{j=1}^n \) are the zeros of the \( n \)-th orthogonal polynomial with respect to \( \beta \) and \( \{B_{j,n}\}_{j=1}^n \) are the corresponding \( n \)-th Christoffel numbers. The computation of (6.2) has been carried out making use of standard software.

On the other hand, \( I_\omega(h) \) will be estimated by means of an \( n \)-point \( L \)-orthogonal formula for \( \omega \), according to different selections of \( \{p(n)\}_{n \geq 0} \). These formulas will be written as

\[ I_n(h) = \sum_{j=1}^n A_{j,n} h(x_{j,n}). \]

The computation of (6.3) has been made by exploiting the connection with 2PA. Thus, starting from the moments \( m_k = \int_a^b t^k \, d\phi(t), k = 0, \pm 1, \pm 2, \ldots \), we compute for \( k(n) = p(n) + p(n - 1) \) the \([k(n)/n]-2PA\) to the pair \((F_0, F_\infty)\) given by (5.5).

By setting \([k(n)/n]_{F_0, F_\infty} = \frac{Q_n}{P_n}\) one knows that the nodes \( \{x_{j,n}\}_{j=1}^n \) in (6.3) are the zeros of \( P_n \) and that the weights \( \{A_{j,n}\}_{j=1}^n \) are given by \( A_{j,n} = \frac{Q_n(x_{j,n})}{P_n(x_{j,n})}, \ j = 1, 2, \ldots, n, \) as pointed out in Section 5.

All the computations have been performed on a Pentium IV workstation using David H. Bailey’s ARPREC arbitrary precision package [1]. Some complementary computations were made using Maple [1].

The integrands \( f \) or, equivalently, \( g \) and \( h \) have been chosen so that all the involved quadrature processes are convergent.

Furthermore, as for the location of the possible singularities, we will start with an essential singularity at the origin. Then, this type of singularity will be gradually weakened passing through a branch point to a pole and finally introducing another.

---

1Maple is a trademark of Waterloo Maple Inc.
singularity at a point beyond the right end of the integration interval, in particular at infinity.

In Figures 1–3 the absolute error for the L-orthogonal and the Gaussian formulas for different values of $n$ and several choices of \{p(n)\}_{n \geq 0}$ are shown. In the legends, the letter “a” represents the absolute error for $p(n) = E[\frac{1}{n+1}]$, the letter “b” for $p(n) = E[\frac{1}{\sqrt{n}}]$, the letter “c” for $p(n) = n - E[\sqrt{n}]$, the letter “d” for $p(n) = E[\log(n)]$, the letter “e” for $p(n) = n - E[\log(n)]$, the letter “f” for $p(n) = n$, the letter “g” for $p(n) = 0$, of an $n$-point L-orthogonal formula associated with the SSD $d\phi(t) = \omega(t) \, dt$. Observe that $p(n) = 0$ gives rise to the Gaussian formula for $\omega$. On the other hand, in Figure 2 the letters “le” in the legend denote the absolute error of the $n$-th Gauss-Legendre formula, i.e., $\beta \equiv 1$, and in Figure 3 the letters “lg” in the legend denote the corresponding one for the $n$-th generalized Gauss-Laguerre formula with weight $\beta(t) = \frac{1}{\sqrt{t}}$.

![Graphs showing error as a function of n for different choices of p(n) and formulas.](image-url)

**Figure 1.** Errors as a function of $n$ for Example 6.1
Example 6.1. Here we consider integrals of the form
\[ \int_{0.1}^{1} f(t) \, dt. \]
In this case we set \( g = h = \frac{f}{\beta} \) where
\[ \beta(t) = \omega(t) = \frac{1}{\sqrt{(t-0.1)(1-t)}}, \]
with the following integrands:

<table>
<thead>
<tr>
<th>( i )</th>
<th>( h_i(t) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( \exp \left( \frac{1}{t} \right) )</td>
</tr>
<tr>
<td>2</td>
<td>( \exp \left( \frac{1}{t} \right) \sin \left( \frac{1}{t} \right) )</td>
</tr>
<tr>
<td>3</td>
<td>( \exp \left( \frac{1}{t} \right) )</td>
</tr>
<tr>
<td>4</td>
<td>( \frac{1}{t} \sqrt{t} )</td>
</tr>
<tr>
<td>5</td>
<td>( \exp(t) )</td>
</tr>
</tbody>
</table>

The graphics of the absolute error appear in Figure 1.

Example 6.2. Now we will deal with integrals of the form
\[ \int_{0}^{1} f(t) \, dt, \]
according to the following decomposition: \( g = f \) and \( \beta \equiv 1 \), while \( \omega(t) = e^{-\frac{1}{t}} \) and
\[ h(t) = \frac{f(t)}{\omega(t)} = e^{\frac{1}{t}} f(t). \]
Numerical experiments were performed by using the following integrands:

<table>
<thead>
<tr>
<th>( i )</th>
<th>( h_i(t) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( \exp \left( \frac{1}{3} \log(t) \sqrt{\frac{t}{\sqrt{t}}} \right) )</td>
</tr>
<tr>
<td>2</td>
<td>( \exp \left( \frac{1}{3} \log(t) \log(t) \right) )</td>
</tr>
<tr>
<td>3</td>
<td>( \exp \left( \frac{1}{3} \log(t) \right) \log(t) )</td>
</tr>
<tr>
<td>4</td>
<td>( \frac{1}{t} \sqrt{t} \exp \left( \frac{1}{t} \right) )</td>
</tr>
<tr>
<td>5</td>
<td>( \exp(2t) )</td>
</tr>
</tbody>
</table>

The corresponding absolute errors are displayed in Figure 2.

Example 6.3. In this example, we shall be concerned with integrals of the form
\[ \int_{0}^{\infty} f(t) \, dt, \]
so that singularities can appear both at the origin and at infinity. In this case we have \( g(t) = f(t) \sqrt{t} e^{\frac{t}{2}} \) and \( \beta(t) = \frac{e^{\frac{1}{2}}}{\sqrt{t}} \), while
\[ \omega(t) = \frac{e^{-\frac{1}{2}(t+\frac{1}{2})}}{\sqrt{t}}. \]
and $h = \frac{\lambda}{\omega}$. The graphics in Figure 3 represent the absolute error for the following functions:

<table>
<thead>
<tr>
<th>i</th>
<th>$h_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\exp \left( \frac{1}{1\ell} \right)$</td>
</tr>
<tr>
<td>2</td>
<td>$\exp \left( \frac{1}{1\ell} \frac{\log(t)}{t} \right)$</td>
</tr>
<tr>
<td>3</td>
<td>$\frac{\log(t)}{t}$</td>
</tr>
<tr>
<td>4</td>
<td>$\exp \left( \frac{2}{\ell} \right)$</td>
</tr>
<tr>
<td>5</td>
<td>$\exp \left( \frac{4}{\ell} \right)$</td>
</tr>
</tbody>
</table>
As a general conclusion we can say that L-orthogonal quadrature formulas give excellent numerical results, especially in the presence of singularities either at the origin or at infinity. Furthermore, the influence of the sequence \( \{p(n)\}_{n \geq 0} \) is clearly exposed. However, it should also be said that a much deeper computational work needs to be done in order to create algorithms which allow us to compute these formulas in a more efficient way.
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