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ABSTRACT. Popularized by Zassenhaus in the seventies, several algorithms for factoring polynomials use a so-called lifting and recombination scheme. Concerning bivariate polynomials, we present a new algorithm for the recombination stage that requires a lifting up to precision twice the total degree of the polynomial to be factored. Its cost is dominated by the computation of reduced echelon solution bases of linear systems. We show that our bound on precision is asymptotically optimal.

INTRODUCTION

Let $F$ denote a polynomial in two variables $x$ and $y$ over a commutative field $K$. All along this text $F$ represents the polynomial we want to factor over $K$. Many algorithms for factoring $F$ proceed via so-called lifting and recombination schemes. Such schemes divide into three main stages. Informally speaking, in the first stage one of the two variables is specialized to a random value and the univariate polynomial obtained this way is factored. In the second stage, this factorization is lifted over a power series algebra and in the last stage the factorization over $K$ is discovered from recombinations of the lifted factors. This article is devoted to the third stage only: we show that fast recombination is possible with lifting up to precision only twice the total degree $d$ of $F$.

Recently, using the logarithmic derivative method introduced in [1], it has been proved that lifting up to a precision $d(d - 1) + 1$ is sufficient to efficiently recover the factors of $F$ by means of linear algebra, whatever the characteristic of the base field is. This bound on precision is optimal for small positive characteristics [1, Remark 5.5]. If $K$ has characteristic 0 or sufficiently large, a linear bound is sufficient, as first shown in [2].

On the other hand, in [12, 13], Ruppert introduced the idea of characterizing the absolute reducibility of $F$ in terms of the existence of closed differential 1-forms $\omega = \frac{G}{x}dx + \frac{H}{y}dy$, where $G$ and $H$ are in $K[x,y]$ and satisfy some constraints on their degrees. From this characterization, Gao derived an algorithm for computing both the absolute and rational factorizations of $F$ [5]. The core of his algorithm relies on efficiently solving the linear system built from the condition of $\omega$ being...
closed:

\[
\frac{\partial}{\partial x} \left( \frac{G}{F} \right) = \frac{\partial}{\partial y} \left( \frac{H}{F} \right).
\]

This equality can be rewritten in terms of the following crucial polynomial equation:

\[
G \frac{\partial F}{\partial x} - F \frac{\partial G}{\partial x} = H \frac{\partial F}{\partial y} - F \frac{\partial H}{\partial y}.
\]

In this article we combine both lifting and Gao’s points of view. Our recombination algorithm is based on searching expressions of \(G\) and \(H\) in terms of the lifted factors. The only expression of \(G\) in terms of the lifted factors exactly corresponds to the logarithmic derivative method. The expression of \(H\) produces new linear equations that are the key to obtaining a sharp bound on precision via (2).

**Notation.** \(\overline{K}\) denotes the algebraic closure of \(K\). \(K[x, y]\) denotes the algebra of polynomials in two variables over \(K\), and \(K[x, y]_m\) the vector space of polynomials of degree at most \(m\). The field of fractions of \(K[y]\) is denoted by \(K(y)\), the power series algebra over \(K\) is denoted by \(K[[x]]\), and its field of fractions by \(K((x))\). For any polynomial \(G \in K[x, y]\), the total degree of \(G\) is written \(\deg(G)\), and its degree with respect to the variable \(x\) (resp. \(y\)) is written \(\deg_x(G)\) (resp. \(\deg_y(G)\)). The resultant of \(F\) and \(G\) in \(K[x, y]\) with respect to \(y\) is denoted by \(\text{Res}_y(F, G)\). For compactness, the \(s\)-tuple \((\ell_1, \ldots, \ell_s)\) is represented by \(\ell_{1:s}\), according to Gantmacher’s notation. We also use the notation \(\langle \mu_1, \ldots, \mu_r \rangle = \langle \mu_{1:r} \rangle\) to represent the \(K\)-vector space generated by \(\mu_{1:r}\).

**Main results.** We shall always work under the following assumptions:

Hypothesis (H) \(\{\)

\((i)\) \(\deg_y(F) = \deg(F) = d;\)

\((ii)\) \(\text{Res}_y(F, \frac{\partial F}{\partial y})(0) \neq 0.\)

Remark that \((ii)\) implies \(d \geq 1\). Hypothesis (H) is not really restrictive: if \(F\) is square-free, it can be ensured by means of a generic linear change of variables, but we will not discuss this question here. Hypothesis \((i)\) corresponds to the fact that \(F\) is monic with respect to \(y\). The monic (with respect to \(y\)) irreducible factors of \(F\) over \(\overline{K}[x]\) (resp. \(\overline{K}[y]\)) are then denoted by \(F_{1:r}\) (resp. \(\delta_{1:s}\)). Of course we have \(r \geq 1, s \geq 1\) and \(s \geq r\). For convenience we will often use the partial products

\[
\hat{F}_i := \prod_{j=1, j \neq i}^r F_j \quad \text{and} \quad \hat{\delta}_i := \prod_{j=1, j \neq i}^s \delta_j.
\]

To each \(i \in \{1, \ldots, r\}\) we associate the vector \(\mu_i \in \{0, 1\}^s\), defined by \(F_i = \prod_{j=1}^s \delta_j^{\mu_{i,j}}.\) Since the \(\mu_i\) have entries in \(\{0, 1\}\) and are pairwise orthogonal for the canonical dot product, up to a unique permutation, they form a reduced echelon basis. Throughout this text we assume that \(\mu_{1:r}\) actually forms a reduced echelon basis.
The main idea of our new recombination algorithm relies in considering the following family of vector spaces parametrized by the precision $\sigma \geq 1$:

$$L_\sigma := \left\{ \left( \ell_1: s, G, H \right) \in \mathbb{K}^s \times \mathbb{K}[x, y]_{d-1} \times \mathbb{K}[x, y]_{d-1} \mid 
\begin{align*}
G - \sum_{i=1}^{s} \ell_i \delta_i \frac{\partial \mathcal{F}_i}{\partial y} &\in (x, y)^\sigma, \\
H - \sum_{i=1}^{s} \ell_i \delta_i \frac{\partial \mathcal{F}_i}{\partial x} &\in (x, y)^\sigma + (x^{\sigma-1}) \right\}. 
\right.$$ 

Here $(x, y)^\sigma$ represents the $\sigma$th power of the ideal $(x, y)$. It is generated by the monomials of total degree $\sigma$. The other ideal $(x, y)^{\sigma} + (x^{\sigma-1})$ is generated by the monomials of total degree $\sigma$ plus the monomial $x^{\sigma-1}$. Let $\pi$ denote the canonical projection from $L_\sigma$ to $\mathbb{K}^s$. In Section 1 we prove the following theorem, which tells us that precision $\sigma = 2d$ is sufficient to recover the factorization of $F$ by means of linear algebra:

**Theorem 1.** Under Hypothesis (H), if $\sigma \geq 2d$ and if $\mathbb{K}$ has characteristic zero or at least $d(d-1) + 1$, then

$$\pi(L_\sigma) = \langle \mu_{1:r} \rangle.$$ 

In Section 2 we exhibit a family of examples, parametrized by the degree $d$, for which $\sigma \geq 2d - 1$ is necessary in order to reach equality (3). This shows that the bound $2d$ given by the previous theorem is asymptotically optimal. Section 3 presents two algorithms for computing $\langle \mu_{1:r} \rangle$ from the $\mathcal{F}_i$ given to precision $\sigma$. The first algorithm is deterministic and requires $\sigma \geq 2d$, whereas the second algorithm is probabilistic and faster but requires $\sigma \geq 2d + 1$. Our new algorithms mainly reduce to computing reduced echelon solution bases of linear systems.

These new algorithms are faster than the ones given in [2] by a constant factor: respective precisions of the liftings are smaller and linear systems have fewer equations.

**Related works.** Concerning factorization of polynomials in general, we refer the reader to the classical books [21, 7], but also to the extensive bibliographies of [5, 8]. Here we only focus on lifting and recombination schemes and Gao’s algorithm.

Factorization via Hensel lifting appeared first in the work of Zassenhaus at the end of the sixties for univariate polynomials with integer coefficients [20]. The idea of using lifting for $\mathbb{K}[x, y]$ is pioneered by [10, 19, 18]. For a long time the recombination step was performed by an exhaustive search, which means the computation of all the possible recombinations: true factors are recognized by means of Euclidean divisions. Of course, the cost of such a process is exponential in the number of lifted factors, hence in the total degree of the polynomial in the worst case.

Although polynomial time algorithms have been introduced in the eighties by Chistov, von zur Gathen, Grigoriev, Kaltofen and Lenstra (we refer the reader to the introduction of [5] for historical details and references), lifting and recombination schemes remain popular for they have been observed to be often faster in practice. Recently, Gao and Lauder proved that the average running time of such schemes is almost linear for bivariate polynomials over finite fields [6], which justifies the empirical observation.
In [16, 14, 15], T. Sasaki and his collaborators introduced the zero-sum relations method, also called the trace recombination method later: unfortunately no correct proof was given for ensuring polynomial time complexity in all cases (cf. the counterexample given in the introduction of [2]). Although the practical behavior of this method was very attractive, since it reduces the recombination stage to fast linear algebra computations, a valid polynomial bound on the required precision has remained unknown for a decade.

In a recent work [1], Belabas, van Hoeij, Klünners and Steed introduced the logarithmic derivative method for recombination. This method is mathematically equivalent to the recombination via traces [2, Section 2.3] since the logarithmic derivative corresponds to the generating series of the traces. The use of the logarithmic derivative allowed us to prove a quadratic bound on precision for Sasaki’s algorithm, hence polynomial running time in all cases: for bivariate polynomials, precision $\sigma \geq d(d - 1) + 1$ is sufficient, whatever the characteristic of the base field. In addition, this bound is sharp for small positive characteristic.

This quadratic bound can be replaced by a linear one, namely $3d - 2$ if the characteristic of the base field is zero or at least $d(d - 1) + 1$ as determined in [2]. In this article we modify the algorithm of [2]: we provide a new set of linear equations coming from the logarithmic derivatives with respect to both variables $x$ and $y$. This way we reach the sharp precision $2d$. Based on these results, new probability estimates for multivariate polynomial factorization via Bertini’s irreducibility theorem are presented in [9].

On the other hand, inspired by the work of Niederreiter [11] on factorization of univariate polynomials over finite fields and Ruppert’s theorem on the characterization of absolute irreducible polynomials by means of differential 1-forms, Gao designed a factorization algorithm in [5] with the following feature: if the characteristic of the base field is zero or large enough, then the rational and absolute factorizations can be computed with $O(d^5 \log(\sigma)^{O(1)})$ operations in $\mathbb{K}$, by means of a probabilistic algorithm. Under similar hypotheses, complexity $O(d^\omega)$ is reached in [2] for rational factorization, also with a probabilistic method, where $\omega \leq 3$ denotes the exponent of matrix multiplication complexity. From the asymptotic point of view, we do not improve the complexity results of [2]: we show that our new algorithm belongs to the same complexity class but with better constants hidden behind the $O$.

1. Proof of Theorem 1

This section is devoted to proving Theorem 1, the main idea consists in showing that conditions of Theorem 1 imply that $G$ and $H$ satisfy the closeness condition [2]. We start with the easiest inclusion of (3):

Lemma 1. Under Hypothesis (H), we have $\langle \mu_1, r \rangle \subseteq \pi(L_\sigma)$, for all $\sigma \geq 1$.

Proof. Let $i \in \{1, \ldots, r\}$. Differentiating both sides of $F_i = \prod_{j=1}^{s} \tilde{\delta}_j^{\mu_{i,j}}$ with respect to $y$ gives

$$\frac{\partial F_i}{\partial y} = \sum_{j=1}^{s} \mu_{i,j} \frac{\partial \tilde{\delta}_j}{\partial y} \prod_{k=1, k \neq j}^{s} \tilde{\delta}_k^{\mu_{i,k}}.$$
Multiplying both sides by $\hat{F}_i = \prod_{k=1}^{s} \delta_k^{1-\mu_{i,k}}$ yields

$$\hat{F}_i \frac{\partial F_i}{\partial y} = \sum_{j=1}^{s} \mu_{i,j} \hat{s_j} \frac{\partial \hat{s_j}}{\partial y}.$$ 

In a similar way, we obtain

$$\hat{F}_i \frac{\partial F_i}{\partial x} = \sum_{j=1}^{s} \mu_{i,j} \hat{s_j} \frac{\partial \hat{s_j}}{\partial x}.$$ 

Since both $\frac{\partial F_i}{\partial x}$ and $\frac{\partial F_i}{\partial y}$ have total degrees at most $\text{deg}(F_i) - 1$, we deduce

$$\left( \mu_i, \hat{F}_i \frac{\partial F_i}{\partial y}, \hat{F}_i \frac{\partial F_i}{\partial x} \right) \in L_\sigma;$$

hence $\mu_i \in \pi(L_\sigma)$. □

The second lemma shows that the closeness condition (2) implies the nullity of the derivative of the residue of $G/F$ at any root $\phi \in \bar{K}[[x]]$ of $F(x,.)$. The proof follows that of [5, Lemma 2.4].

Lemma 2. Under Hypothesis (H), let $G$ and $H$ be polynomials in $\bar{K}[x,y]_{d-1}$ satisfying (2), and let $\phi \in \bar{K}[[x]]$ be such that $F(x,\phi) = 0$. We have:

a. $\frac{d}{dx} \left( \frac{G(x,\phi)}{\frac{\partial F}{\partial y}(x,\phi)} \right) = 0$;

b. If the characteristic of $\bar{K}$ is zero or at least $d(d-1) + 1$, then

$$\frac{G(x,\phi)}{\frac{\partial F}{\partial y}(x,\phi)} \in \bar{K}.$$

Proof. According to Hypothesis (H), the polynomial $F$ splits over $\bar{K}[[x]]$. Let $\phi_1, \ldots, \phi_d$ denote the roots of $F$ in $\bar{K}[[x]]$ so that $F = \prod_{i=1}^{d}(y-\phi_i)$. For each $j \in \{1, \ldots, d\}$, we introduce

$$g_j := \frac{G(x,\phi_j)}{\frac{\partial F}{\partial y}(x,\phi_j)} \quad \text{and} \quad h_j := \frac{H(x,\phi_j)}{\frac{\partial F}{\partial y}(x,\phi_j)},$$

both belonging to $\bar{K}[[x]]$. In $\bar{K}((x))(y)$ the following identities hold, since $G$ and $H$ have degrees at most $d-1$ in $y$:

$$\frac{G}{F} = \sum_{j=1}^{d} \frac{g_j}{y-\phi_j}, \quad \frac{H}{F} = \sum_{j=1}^{d} \frac{h_j}{y-\phi_j}.$$ 

Differentiating the first equality with respect to $x$ and the second one with respect to $y$, we obtain:

$$\frac{\partial}{\partial x} \left( \frac{G}{F} \right) = \sum_{j=1}^{d} \left( \frac{g_j}{(y-\phi_j)^2} \frac{d\phi_j}{dx} + \frac{1}{y-\phi_j} \frac{dg_j}{dx} \right),$$

$$\frac{\partial}{\partial y} \left( \frac{H}{F} \right) = - \sum_{j=1}^{d} \frac{h_j}{(y-\phi_j)^2}.$$
Using (1), we deduce
\[ \frac{dg_j}{dx} = 0, \text{ for all } j \in \{1, \ldots, d\}. \]

This concludes part (a).

Let us now deal with part (b). Let \( p \) denote the characteristic of \( K \). If \( p = 0 \), then we deduce \( g_j = g_j(0) \), from (1). Otherwise, if \( p > 0 \) we only deduce \( g_j = g_j(0) + O(x^p) \). Let \( F_j \in K[x,y] \) denote the irreducible factor of \( F \) that vanishes at \( \phi_j \). Consider the resultant \( B(x) := \text{Res}_{y}(F_j, G - g_j(0) \frac{dx}{dy}) \): according to basic properties on resultants, \( B \) has degree at most \((d - 1) \deg(F_j) \leq d(d - 1)\) and equals zero up to precision \((x^p)\). According to the hypothesis on \( p \), we deduce that \( B = 0 \). It follows that \( F_j \) divides \( G - g_j(0) \frac{dx}{dy} \), hence \( G(x, \phi_j) - g_j(0) \frac{dx}{dy}(x, \phi_j) = 0 \), which yields \( g_j = g_j(0) \) and concludes part (b) for positive characteristic.

\[ \square \]

**Proof of Theorem 1** According to Lemma 1 it remains to prove \( \pi(L_\sigma) \subseteq (\mu_1,r) \). Let \( \ell_{1,s} \in \pi(L_\sigma) \). By construction, there exist \( G \) and \( H \) in \( K[x,y]_{d-1} \) such that
\[ G - \sum_{i=1}^{s} \ell_{i} \hat{s}_i \frac{\partial \hat{s}_i}{\partial y} \in (x,y)^{\sigma}, \quad H - \sum_{i=1}^{s} \ell_{i} \hat{s}_i \frac{\partial \hat{s}_i}{\partial x} \in (x,y)^{\sigma} + (x^{\sigma-1}). \]

Differentiating the former equality with respect to \( x \) and the latter with respect to \( y \) yields
\[ \frac{\partial G}{\partial x} \sum_{i=1}^{s} \ell_{i} \left( \frac{\partial \hat{s}_i}{\partial x} \frac{\partial \hat{s}_i}{\partial y} + \hat{s}_i \frac{\partial^2 \hat{s}_i}{\partial xy} \right) \in (x,y)^{\sigma-1}, \]
\[ \frac{\partial H}{\partial y} \sum_{i=1}^{s} \ell_{i} \left( \frac{\partial \hat{s}_i}{\partial y} \frac{\partial \hat{s}_i}{\partial x} + \hat{s}_i \frac{\partial^2 \hat{s}_i}{\partial xy} \right) \in (x,y)^{\sigma-1}, \]
from which we deduce
\[ G \frac{\partial F}{\partial x} - F \frac{\partial G}{\partial x} \sum_{i=1}^{s} \ell_{i} \hat{s}_i \left( \frac{\partial \hat{s}_i}{\partial y} \frac{\partial F}{\partial x} - \hat{s}_i \frac{\partial \hat{s}_i}{\partial x} \right) - F \frac{\partial^2 \hat{s}_i}{\partial xy} \in (x,y)^{\sigma-1}, \]
\[ H \frac{\partial F}{\partial y} - F \frac{\partial H}{\partial y} \sum_{i=1}^{s} \ell_{i} \hat{s}_i \left( \frac{\partial \hat{s}_i}{\partial x} \frac{\partial F}{\partial y} - \hat{s}_i \frac{\partial \hat{s}_i}{\partial y} \right) - F \frac{\partial^2 \hat{s}_i}{\partial xy} \in (x,y)^{\sigma-1}. \]

Then, using
\[ \frac{\partial F}{\partial x} - \hat{s}_i \frac{\partial \hat{s}_i}{\partial x} = \sum_{j=1}^{s} \hat{s}_j \frac{\partial \hat{s}_j}{\partial x} - \sum_{j=1, j \neq i}^{s} \hat{s}_j \frac{\partial \hat{s}_j}{\partial x} = \hat{s}_i \frac{\partial \hat{s}_i}{\partial x}, \]
\[ \frac{\partial F}{\partial y} - \hat{s}_i \frac{\partial \hat{s}_i}{\partial y} = \sum_{j=1}^{s} \hat{s}_j \frac{\partial \hat{s}_j}{\partial y} - \sum_{j=1, j \neq i}^{s} \hat{s}_j \frac{\partial \hat{s}_j}{\partial y} = \hat{s}_i \frac{\partial \hat{s}_i}{\partial y}, \]
we obtain
\[ G \frac{\partial F}{\partial x} - F \frac{\partial G}{\partial x} - \left( H \frac{\partial F}{\partial y} - F \frac{\partial H}{\partial y} \right) \in (x,y)^{\sigma-1}. \]

From the assumption on \( \sigma \) and using the fact that \( G \frac{\partial F}{\partial x} - F \frac{\partial G}{\partial x} \) and \( H \frac{\partial F}{\partial y} - F \frac{\partial H}{\partial y} \) are polynomials of degrees at most \( 2d - 2 \), the stronger equality (2) holds in \( K[[x]][y], \)
hence in $\mathbb{K}[x, y]$. Letting $i \in \{1, \ldots, r\}$, for any $j$ such that $\mu_{i,j} = 1$ we associate $\varphi_j \in \mathbb{K}[[x]]$ such that $\hat{\mathcal{F}}_j(x, \varphi_j) = 0$. For such a $j$, Lemma 2 gives us $G(x, \varphi_j)/\partial y(x, \varphi_j) \in \mathbb{K}$. Letting $x = 0$, we have

$$G(0, y) - \sum_{i=1}^{s} \ell_i \hat{\mathcal{F}}_i(0, y) \partial \hat{\mathcal{F}}_i(0, y) \in (y)\sigma,$$

and, using $\sigma \geq 2d \geq d$, it follows that

$$G(0, y) - \sum_{i=1}^{s} \ell_i \hat{\mathcal{F}}_i(0, y) \partial \hat{\mathcal{F}}_i(0, y) = 0.$$

Substituting $\varphi_j(0)$ for $y$ in this equality yields

$$\frac{\partial F_j}{\partial y}(x, \varphi_j) = \frac{G(0, \varphi_j(0))}{\partial y(0, \varphi_j(0))} = \ell_j.$$

It follows that $F_j$ divides $G - \ell_j \frac{\partial F}{\partial y}$, and then, for any $k$ such that $\mu_{i,k} = 1$, $G(x, \varphi_k) - \ell_k \frac{\partial F}{\partial y}(x, \varphi_k) = 0$. We deduce that $\ell_j = \ell_k$ and that $\ell_{1,s}$ belongs to $\langle \mu_{1,r} \rangle$, which concludes the proof.

2. Lower bound on precision

In this section we show that $\sigma \geq 2d-1$ is necessary in order to ensure equality (3) of Theorem 1 in general. It follows that the precision $\sigma \geq 2d$ required by Theorem 1 is asymptotically sharp.

The lower bound $2d - 1$ is realized by the following family of examples. We take $\mathbb{K} := \mathbb{C}$ (the field of complex numbers), $d \geq 2$, $F := y^d - y - x^{d-1}$. Let $\omega \in \mathbb{C}$ denote a $(d-1)$th primitive root of unity. Let $\ell_{1,s} := (1, \omega, \ldots, \omega^{d-2}, 0)$, $G := (d-1)(y + x^{d-1})$, $H := (-d-1)x^{d-2}y$. Let $\phi_i \in \mathbb{K}[[x]]$, for $i \in \{1, \ldots, d\}$, denote the roots of $F$, where

$$\phi_i = \omega^{i-1} + \frac{x^{d-1}}{d} + \mathcal{O}(x^{2d-2}), \quad \text{for } i \in \{1, \ldots, d-1\}$$

and

$$\phi_d = -x^{d-1} + \mathcal{O}(x^{2d-2}).$$

According to our notation, we have $s = d$ and we let $\hat{\mathcal{F}}_i := y - \phi_i$, for $i \in \{1, \ldots, s\}$. For $i \in \{1, \ldots, d-1\}$, we compute

$$\frac{\partial G(x, \phi_i)}{\partial y}(x, \phi_i) = \frac{(d-1)\left(\omega^{i-1} + \frac{d}{d-1}x^{d-1}\right)}{d\left(\omega^{i-1} + \frac{x^{d-1}}{d-1}\right)^{d-1}} + \mathcal{O}(x^{2d-2})$$

$$= \frac{(d-1)\left(\omega^{i-1} + \frac{d}{d-1}x^{d-1}\right)}{d\left((\omega^{i-1})^{d-1} + \frac{d}{d-1}x^{d-1}\right) - 1} + \mathcal{O}(x^{2d-2})$$

$$= \frac{(d-1)\omega^{i-1} + dx^{d-1}}{d - 1 + d\omega^{(i-1)x^{d-1}}} + \mathcal{O}(x^{2d-2})$$

$$= \omega^{i-1} + \mathcal{O}(x^{2d-2}).$$
We deduce

\[ G - \sum_{i=1}^{s} \ell_i \frac{\partial \hat{F}_i}{\partial y} \in (x^{2d-2}). \]

Multiplying both sides of this equality by \(-x^{d-2} = \frac{\partial \hat{F}_i}{\partial x} + \mathcal{O}(x^{2d-3})\) and using \(\frac{\partial \hat{F}_i}{\partial y} = 1\), for \(i \in \{1, \ldots, d - 1\}\), we deduce

\[-x^{d-2}G - \sum_{i=1}^{s} \ell_i \frac{\partial \hat{F}_i}{\partial x} \in (x^{2d-3}),\]

and, using \(x^{d-2}G + H \in (x^{2d-3})\), we finally get

\[ H - \sum_{i=1}^{s} \ell_i \frac{\partial \hat{F}_i}{\partial x} \in (x^{2d-3}). \]

By combining (5) and (6), we deduce that \((\ell_{1:s}, G, H) \in L_{2d-2}\); hence \(\ell_{1:s} \in \pi(L_{2d-2})\)

Consider \(i\) such that \(\mu_{i,d} = 1\). If we had \(\pi(L_{2d-2}) = \langle \mu_{1:r} \rangle\) this would imply \(\mu_{i,j} = 0\) for any \(j \neq d\); hence \(\hat{F}_d\) would belong to \(\mathbb{K}[x, y]\), which is not possible. It follows that \(\sigma \geq 2d - 1\) is necessary in order to ensure (3). It is worth mentioning that \(F\) is irreducible (over \(\mathbb{C}\): for instance, this comes from the Eisenstein-Dumas criterion (see [4] for recent advances in this topic).

3. Recombination algorithms

In this section we treat the problem of computing \(\mu_{1:r}\) from \(\hat{F}_{1:s}\) known up to a certain precision. According to our notation and assumptions, if \(\pi(L_\sigma) = \langle \mu_{1:r} \rangle\) holds, then \(\mu_{1:r}\) equals the reduced echelon basis of \(\pi(L_\sigma)\). From now on, we assume that \(\mathbb{K}\) has either characteristic 0 or at least \(d(d - 1) + 1\).

We are going to describe two algorithms for computing the \(\mu_i\) that are adapted from [2]. The first one is deterministic and directly exploits Theorem [4]. The second one is probabilistic and mainly gains a factor of \(d\) in complexities. We start this section with some preliminaries about the complexity model we use. Concerning the complexities of the lifting stage and the computation of the \(F_i\) from the \(\mu_i\), we refer the reader to [2].

Complexity model. For our complexity analysis, we use the computation tree model [3, Chapter 4] from the total complexity point of view. This means that complexity estimates charge a constant cost for each arithmetic operation (+, −, \(\times, \div\)) and the equality test. All the constants in the base fields (or rings) of the trees are thought to be freely at our disposal.

Polynomials and series are represented by dense vectors of their coefficients in the canonical monomial basis. For each integer \(d\), we assume that we are given a computation tree that computes the products of two polynomials of degree at most \(d\) with at most \(M(d)\) operations, independently of the base ring. As in [7, Chapter 8.3], for any positive integers \(d_1\) and \(d_2\), we assume that \(M\) satisfies: \(M(d_1d_2) \leq d_1^2 M(d_2)\), and \(M(d_2)/d_2 \geq M(d_1)/d_1\) if \(d_2 \geq d_1\). In particular, this implies the super-additivity of \(M\), that is: \(M(d_1 + d_2) \geq M(d_1) + M(d_2)\) for any positive integers \(d_1\) and \(d_2\).
The constant $\omega$ denotes a feasible matrix multiplication exponent as in [7, Chapter 12], so that two $n \times n$ matrices over $\mathbb{K}$ can be multiplied with $\mathcal{O}(n^\omega)$ field operations. As in [17], we assume that $2 < \omega \leq 3$. We recall the following complexity for linear system solving, which is a corollary of [17, Theorem 2.10]:

**Lemma 3.** The computation of the reduced echelon solution basis of a linear system over $\mathbb{K}$ with $s$ unknowns and $m \geq s$ equations requires $\mathcal{O}(ms^{\omega-1})$ operations in $\mathbb{K}$.

In this section we shall use the notation $\text{coeff}(G, x^j y^k)$, that denotes the coefficient of $x^j y^k$ in $G \in \mathbb{K}[[x]][[y]]$.

**Deterministic recombination algorithm.** Assume we are given $\overline{\mathfrak{s}}_1, \ldots, \overline{\mathfrak{s}}_s$ to precision $(x^\sigma)$. Our aim is to compute the reduced echelon basis of $\pi(L_\sigma)$. For this purpose, we use the following linear system $D_\sigma$, with $s$ unknowns $\ell_{1:s}$:

$$
D_\sigma \begin{cases}
\sum_{i=1}^s \ell_i \text{coeff} \left( \frac{\partial \overline{\mathfrak{s}}_i}{\partial y}, x^j y^k \right) = 0, & k \leq d-1, \quad d \leq j + k \leq \sigma - 1, \\
\sum_{i=1}^s \ell_i \text{coeff} \left( \frac{\partial \overline{\mathfrak{s}}_i}{\partial x}, x^j y^k \right) = 0, & k \leq d-1, \quad j \leq \sigma - 2, \\
& d \leq j + k \leq \sigma - 1.
\end{cases}
$$

$D_\sigma$ is related to $L_\sigma$ as follows:

**Lemma 4.** Under Hypothesis (H), for all $\sigma \geq d$, we have

$$
\pi(L_\sigma) = \{ \ell_{1:s} \in \mathbb{K}^s \mid D_\sigma \}.
$$

**Proof.** The linear system $D_\sigma$ is directly built from $\pi(L_\sigma)$: by construction, $\overline{\mathfrak{s}}_i$ is monic with respect to $y$, which implies that $\frac{\partial \overline{\mathfrak{s}}_i}{\partial x}$ has degree in $y$ at most $\deg_y(\overline{\mathfrak{s}}_i) - 1$. It follows that both $\frac{\partial \overline{\mathfrak{s}}_i}{\partial y}$ and $\frac{\partial \overline{\mathfrak{s}}_i}{\partial x}$ have degrees at most $d - 1$ in $y$, which justifies the restriction $k \leq d - 1$ in the construction of $D_\sigma$. The first set of equations of $D_\sigma$ runs over the monomials $x^j y^k$ that belong neither to $(x, y)^\sigma$ nor to $\mathbb{K}[x, y]_{d-1}$. The second set of equations runs over the monomials $x^j y^k$ that belong neither to $(x, y)^\sigma + (x^{\sigma-1})$ nor to $\mathbb{K}[x, y]_{d-1}$.

Here follows the first algorithm together with its complexity analysis.

**Algorithm Recombination**

- **Input:** $\overline{\mathfrak{s}}_{1:s}$ to precision $(x^\sigma)$.
- **Output:** $\mu_{1:r}$.
  - a. For each $i \in \{1, \ldots, s\}$, compute $\hat{\mathfrak{s}}_i$ as the quotient of $F$ by $\overline{\mathfrak{s}}_i$, using Euclidean divisions with respect to $y$ to precision $(x^\sigma)$.
  - b. Compute $(\hat{\mathfrak{s}}_1 \frac{\partial \hat{\mathfrak{s}}_1}{\partial y}, \ldots, \hat{\mathfrak{s}}_s \frac{\partial \hat{\mathfrak{s}}_s}{\partial y})$ to precision $(x^\sigma)$.
  - c. Compute $(\hat{\mathfrak{s}}_1 \frac{\partial \hat{\mathfrak{s}}_1}{\partial x}, \ldots, \hat{\mathfrak{s}}_s \frac{\partial \hat{\mathfrak{s}}_s}{\partial x})$ to precision $(x^{\sigma-1})$.
  - d. Compute the reduced echelon solution basis of $D_\sigma$.

**Proposition 1.** Under Hypothesis (H), for $\sigma = 2d$, Algorithm Recombination is correct and requires $\mathcal{O}(M(\sigma)M(d)s + \sigma ds^{\omega-1}) \subseteq \mathcal{O}(d^{\omega+1} + dM(d)^2)$ operations in $\mathbb{K}$.

**Proof.** The correctness directly follows from the combination of the previous lemma and Theorem [11]. The Euclidean divisions are well defined since the $\overline{\mathfrak{s}}_i$ are monic with respect to $y$. Step a costs $\mathcal{O}(M(\sigma)M(d)s)$. The costs of steps b and c belong to $\mathcal{O}(M(\sigma)M(d)s)$. The linear system $D_\sigma$ has $s$ unknowns and $\mathcal{O}(\sigma d)$ equations. Thus the last step costs $\mathcal{O}(\sigma ds^{\omega-1})$ operations, by Lemma [3]. Lastly, the right-hand side of the inclusion follows from $s \leq d$. 

\qed
The asymptotic cost of this algorithm is roughly the same as the one of Section 2.2 but it gains two constant factors. The first one comes from using precision $2d$ instead of $3d - 2$. The second one concerns the size of the linear system: both have the same number $s$ of unknowns but ours has $2d^2 - 1$ equations compared to $\frac{2}{3}d(d - 1)$.

**Probabilistic recombination algorithm.** We now detail a faster probabilistic algorithm, by showing that $y$ may be replaced by $ux$, for two random values $u \in \mathbb{K}$, with a high probability of success. This leads to a linear system with fewer equations than $D_\tau$, reducing the cost of the linear algebra stage mainly by a factor of $d$. The same factor also concerns other steps since the instantiations of $y$ to $ux$ can be done at the beginning of the process. A crucial advantage of this technique is that it avoids constructing $D_\tau$ at all. The only slight drawback versus the previous algorithm is that the required precision is $2d + 1$ instead of $2d$. In order to avoid confusion we use $\tau$ to denote this precision instead of $\sigma$.

For any $u \in \mathbb{K}$, we introduce the following linear system $P^u_\tau$:

$$P^u_\tau \left\{ \begin{array}{l} \sum_{i=1}^s \ell_i \text{ coeff } \left( \hat{\mathfrak{f}}_i(x, ux) \frac{\partial g_i}{\partial y}(x, ux), x^j \right) = 0, \quad d \leq j \leq \tau - 2, \\
\sum_{i=1}^s \ell_i \text{ coeff } \left( \hat{\mathfrak{f}}_i(x, ux) \frac{\partial h_i}{\partial y}(x, ux), x^j \right) = 0, \quad d \leq j \leq \tau - 2.
\end{array} \right.$$  

The probabilistic algorithm for recombination proceeds as follows:

**Algorithm ProbabilisticRecombination**

- **Input:** $\mathfrak{f}_1:s$ to precision $(x^\tau)$, $a$ and $b$ in $\mathbb{K}$.
- **Output:** $\mu_{1:}\tau$.
  - a. For each $i \in \{1, \ldots, s\}$ and each $u \in \{a, b\}$, compute $f_i^u := \mathfrak{f}_i(x, ux)$, $g_i^u := \frac{\partial f_i^u}{\partial y}(x, ux)$ to precision $(x^\tau)$ and $h_i^u := \frac{\partial f_i^u}{\partial x}(x, ux)$ to precision $(x^{\tau-1})$.
  - b. For each $u \in \{a, b\}$, let $A^u_i := 1$, $B^u_i := 1$.
    - For each $i$ from 2 to $s$ and each $u \in \{a, b\}$, compute $A_i^u := A_{i-1}^u f_{i-1}^u$, $B_{s-i+1}^u := B_{s-i+2}^u f_{s-i+2}^u$ to precision $(x^\tau)$.
  - c. For each $i \in \{1, \ldots, s\}$ and each $u \in \{a, b\}$, compute $\hat{\mathfrak{f}}_i(x, ux) \frac{\partial g_i}{\partial y}(x, ux)$ as $g_i^u A_i^u B_i^u$ to precision $(x^\tau)$ and $\hat{\mathfrak{f}}_i(x, ux) \frac{\partial h_i}{\partial x}(x, ux)$ as $h_i^u A_i^u B_i^u$ to precision $(x^{\tau-1})$ (since $A_i^u B_i^u = \prod_{j=1, j \neq i}^s f_j^u$).
  - d. Return the reduced echelon solution basis of the union of $P^u_\tau$ and $P^b_\tau$.

We start with the complexity analysis.

**Proposition 2.** Under Hypothesis (H), for $\tau = 2d + 1$, Algorithm ProbabilisticRecombination requires $O(d\tau + M(\tau)s + \tau s^\omega - 1) \subseteq O(M(d)\tau^d + d^\omega)$ operations in $\mathbb{K}$.

**Proof.** Step a performs $O(d\tau)$ operations. The total cost of step b belongs to $O(M(\tau)s)$. Step c costs $O(M(\tau)s)$. The final join system of $P^u_\tau$ and $P^b_\tau$ has $s$ unknowns and $O(\tau)$ equations. Thus the cost of step d comes from Lemma 8. Lastly, the right-hand side of the inclusion follows from $s \leq d$. \[\square\]
In order to prove the correctness and study the probability of success of this algorithm, we introduce the following vector space:

$$\Lambda_\tau := \left\{ \ell_{1:s} \in \mathbb{K}^s \mid \sum_{i=1}^{s} \ell_i \text{coeff} \left( \frac{\partial \tilde{F}_i}{\partial x_i} (x^j y^k) \right) = 0, \quad k \leq d - 1, \ d \leq j + k \leq \tau - 2, \right. \right.$$ 

$$\left. \sum_{i=1}^{s} \ell_i \text{coeff} \left( \frac{\partial \tilde{F}_i}{\partial y_i} (x^j y^k) \right) = 0, \quad k \leq d - 1, \ d \leq j + k \leq \tau - 2 \right\}.$$ 

From Lemma 4 it is easy to see that

$$(7) \quad \Lambda_\tau \subseteq \pi(L_{\tau-1}).$$

Let $z$ denote a new variable. Substituting $xz$ for $y$, we obtain:

$$\Lambda_\tau = \left\{ \ell_{1:s} \in \mathbb{K}^s \mid \sum_{i=1}^{s} \ell_i \text{coeff} \left( \frac{\partial \tilde{F}_i}{\partial x_i} (x^j z^k) \right) = 0, \quad k \leq d - 1, \ d \leq j \leq \tau - 2, \right.$$ 

$$\left. \sum_{i=1}^{s} \ell_i \text{coeff} \left( \frac{\partial \tilde{F}_i}{\partial y_i} (x^j z^k) \right) = 0, \quad k \leq d - 1, \ d \leq j \leq \tau - 2 \right\}.$$ 

For any $u \in \mathbb{K}$, we shall use $\Lambda^u_\tau := \{ \ell_{1:s} \in \mathbb{K}^s \mid P^u\in \mathbb{K}[z] \}$. The following technical lemma tells us that specializing $u$ to two different values $a$ and $b$ in $\mathbb{K}$ allows us to recover $\Lambda_\tau$ by means of solving the join system $P^a_\tau \cup P^b_\tau$, except if $(a, b)$ belongs to a certain proper Zariski closed subset of $\mathbb{K}^2$.

**Lemma 5.** For any $b \in \mathbb{K}$, there exists a nonzero polynomial $P_b \in \mathbb{K}[z]$ of degree at most $(\dim(\Lambda^b_\tau) - \dim(\Lambda_\tau))(d - 1)$ such that $P_b(a) \neq 0$ implies $\Lambda_\tau = \Lambda^a_\tau \cap \Lambda^b_\tau$.

**Proof.** Obviously, we have $\Lambda_\tau \subseteq \Lambda^a_\tau \cap \Lambda^b_\tau$, for any $a$ and $b$. Let $\lambda_1: \dim(\Lambda^a_\tau)$ be a basis of $\Lambda^a_\tau$ such that the dim($\Lambda_\tau$) first vectors form a basis of $\Lambda_\tau$. For any $\lambda_k \notin \Lambda_\tau$ there exists $j \in \{d, \ldots, \tau - 2\}$ such that one polynomial among

$$\sum_{i=1}^{s} \lambda_{k,i} \text{coeff} \left( \frac{\partial \tilde{F}_i}{\partial y_i} (x^j z^k) \right)$$

and

$$\sum_{i=1}^{s} \lambda_{k,i} \text{coeff} \left( \frac{\partial \tilde{F}_i}{\partial x_i} (x^j z^k) \right)$$
is not zero: let $p_k(z)$ be one of them that is not zero. We take $\mathcal{P}_k$ as the product of all such $p_k$. By construction, each $p_k$ has degree at most $d - 1$. Finally for any $a \in \mathbb{K}$ such that $\mathcal{P}_b(a) \neq 0$, we have $\lambda_k \notin \Lambda_a^b$.

We are now ready to show the correctness of the probabilistic recombination algorithm:

Proposition 3. Under Hypothesis (H), if $\tau = 2d + 1$, then for any $a$ and $b$ in $\mathbb{K}$ such that $\mathcal{P}_b(a) \neq 0$ (where $\mathcal{P}_b$ is the polynomial defined in the previous lemma) Algorithm ProbabilisticRecombination is correct.

Proof. According to the previous lemma, we have $\Lambda_a^\tau = \Lambda_a^\omega \cap \Lambda_b^\tau$. Thus, from (7) and Theorem 1 the equality $\Lambda_a^\tau \cap \Lambda_b^\tau = \langle \mu_{1,\tau} \rangle$ follows.

Bad choices of $a$ and $b$ will result in wrong factors $F_i$. Such situations can be easily detected by computing the $F_i$ candidates and performing Euclidean division of $F_i$. Indeed, using [2, Proposition 4] we know that the $\mu_i$ returned by ProbabilisticRecombination are correct if and only if they all have entries in $\{0, 1\}$ (this requires the characteristic to be either zero or at least $d$). In addition, all the computed $\mu_i$ that have entries in $\{0, 1\}$ correspond to true factors but not necessarily irreducible. This allows one to split the original factorization problem into smaller problems. Furthermore, according to our assumption on the characteristic of $\mathbb{K}$ and $\deg(\mathcal{P}_b) \leq d(d - 1)$, for any $b$ it is always possible to find $a \in \{0, \ldots, d(d - 1)\}$ such that $\mathcal{P}_b(a) \neq 0$. This way, the probabilistic strategy can be used in order to always return correct results.

Lastly, as in the deterministic algorithm, we gain constant factors in the precision of the series and the size of the linear system compared to [2, Section 2]: our precision $2d + 1$ is to be compared to $4d - 3$, and our linear system $P_a^\omega \cup P_b^{\tau}$ contains $4d$ equations compared to $6(d - 1)$.
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