QUADRATIC CLASS NUMBERS AND CHARACTER SUMS

ANDREW R. BOOKER

Abstract. We present an algorithm for computing the class number of the quadratic number field of discriminant \( d \). The algorithm terminates unconditionally with the correct answer and, under the GRH, executes in \( O(\sqrt{d} \varepsilon) \) steps. The technique used combines algebraic methods with Burgess' theorem on character sums to estimate \( L(1, \chi_d) \). We give an explicit version of Burgess' theorem valid for prime discriminants and, as an application, we compute the class number of a 32-digit discriminant.

1. Introduction

1.1. A class number algorithm. In \[27]\[17], Hafner and McCurley, expanding on ideas of Lenstra and Lenstra \[22]\[23], gave an algorithm for computing the class number of an imaginary quadratic field \( \mathbb{Q}(\sqrt{d}) \) that runs heuristically in “sub-exponential” time \( O(\varepsilon) \), assuming the Generalized Riemann Hypothesis for the associated quadratic character \( L\)-function, \( L(s, \chi_d) \). Later, Buchmann generalized their work to all number fields \[6\], and gave, again under GRH, a deterministic algorithm for quadratic fields that runs in time \( O(\varepsilon) \) \[4, Prop. 9.7.16\]. Other authors \[5, 7, 11, 8, 20\] have given variations of the sub-exponential algorithm that perform well in practice, and have enabled the computation of class numbers of discriminants with more than 100 digits. However, in all of these works the GRH is an essential ingredient, in the sense that the results are not known to be correct without it.

On the other hand, the fastest known unconditional algorithms execute in time \( O(\sqrt{d} \varepsilon) \); that can be done either algebraically \[1\] Prop 9.7.15 or analytically, with the approximate functional equation \[26\]. In this paper we show how to combine Buchmann’s algorithm for quadratic fields with analytic methods to give an unconditional algorithm that always runs in time \( O(\varepsilon) \) if GRH is true. For ease of presentation, we concentrate on the real quadratic case, \( d > 0 \); the imaginary case follows with simple modifications. For \( d > 0 \), Dirichlet’s class number formula takes the form

\[
h(d)R(d) = \frac{\sqrt{d}}{2}L(1, \chi_d),
\]

where \( h(d) \) is the class number and \( R(d) = \log \epsilon_d \) is the regulator. The latter may be computed deterministically to high precision (within an absolute error of \( d^{-1} \), say) in time \( O(\varepsilon) \) \[2\], and heuristically in time \( O(\sqrt{d} \varepsilon) \) \[14\].
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(The \( d^{1/6+\varepsilon} \) method, based on a fast heuristic algorithm and verification, complements our result in the real quadratic case.) Hence, to determine the class number it suffices to compute \( L(1, \chi_d) \).

There are two key points to our method, which we outline here and defer complete proofs until Section 2. First, Buchmann’s algorithm guarantees unconditionally that the computed number, say \( h_0 \), is a divisor of the true class number \( h(d) \). Repeating Dirichlet’s formula as an expression for the integer \( h(d)/h_0 \),

\[
\frac{h(d)}{h_0} = \frac{\sqrt{d}}{2h_0 R(d)} L(1, \chi_d),
\]

we see that to determine the class number it suffices to compute \( L(1, \chi_d) \) to within an absolute error bounded by \( \frac{h_0 R(d)}{\sqrt{d}} \). Second, Burgess’ theorem gives a method for computing \( L(1, \chi_d) \) to that accuracy with a short character sum, as long as Buchmann’s algorithm produces (as expected) the correct class number, or a substantially large factor of it.

Precisely, by the approximate functional equation, we have

\[
h(d) = \sum_{n \leq X} \chi_d(n) F\left(\frac{n}{\sqrt{d}}\right) + E_X(d)
\]

where \( F(x) \) is a certain smooth function of rapid decay as \( x \to \infty \), and

\[
E_X(d) := \sum_{n=X+1}^{\infty} \chi_d(n) F\left(\frac{n}{\sqrt{d}}\right) \ll_{r, \varepsilon} X^{-\frac{1}{2} + \frac{1}{d^{1/2}+2\varepsilon}}
\]

for any positive integer \( r \) and any \( \varepsilon > 0 \), by Burgess’ theorem. Now, if \( h_0 = h(d) \), then \( h_0 R(d) \gg d^{1/2-\varepsilon} \), by Siegel’s theorem (with an ineffective implied constant; see [21] for a more precise statement). Hence,

\[
\frac{E_X(d)}{h_0 R(d)} \ll_{r, \varepsilon} X^{-\frac{1}{2} + \frac{1}{d^{1/2}+2\varepsilon}}
\]

is small provided that \( X \gg_{r, \varepsilon} d^{1/2+\frac{1}{2\varepsilon}} \), and the numerical computation of \( \chi \) must yield a value close to 1, hence less than 2. Conversely, if for some \( X \), using [3] and a version of [4] with explicit constants, we obtain numerically that \( h(d)/h_0 < 2 \), then \( h(d) = h_0 \). Moreover, if \( h_0 R(d) \geq d^{7/16+\delta} \) for some \( \delta > 0 \), then using [4] with \( r = 2 \), we have

\[
\frac{E_X(d)}{h_0 R(d)} \ll_{r, \varepsilon} X^{-1/2 d^{1/4+\varepsilon-\delta}},
\]

which is small for \( X \gg d^{1/2-2\varepsilon+2\delta} \); thus we can use [4] to compute \( h(d)/h_0 \) (and hence \( h(d) \)) in time \( O(d^{1/2-\eta}) \) for some \( \eta = \eta(\delta) > 0 \).

We may formulate the above certification technique as an algorithm, as follows. First, we use Buchmann’s algorithm to compute the divisor \( h_0 \). If \( h_0 R(d) > d^{7/16} \), then we use the above strategy to compute \( h(d) \) from \( h_0 \); otherwise we fall back on the standard \( O_d(d^{1/2+\varepsilon}) \) algorithm. Note that if GRH is true, then Buchmann’s algorithm always produces the correct class number, and moreover we then have \( h_0 R(d) \gg d^{1/2+\frac{\delta}{\log \log d}} \), with an effectively computable constant (see equation (13) below). Applying [4] with \( r \) arbitrarily large, we obtain the following proposition.
Proposition 1. Let \( d \) be a fundamental discriminant. There is an algorithm that unconditionally computes the class number \( h(d) \). It always executes in time \( O_\varepsilon(|d|^{1/2+\varepsilon}) \), and in time \( O_\varepsilon(|d|^{1/4+\varepsilon}) \) if GRH is true.

1.2. Comparison with other results. As mentioned above, there are heuristic methods for computing class numbers in expected time \( O_\varepsilon(|d|^{\varepsilon}) \). For small discriminants, the fastest algorithm in practice is that of Lenstra [24], based on Shanks’ “baby step-giant step” technique [30, 31]. It typically computes the class number and group structure (under GRH) in about \(|d|^{1/5}\) steps, although it can take longer if the class group is far from cyclic. (More explicitly, the algorithm is known to be exponential in the number of elementary divisors of the group \([9]\). However, the Cohen-Lenstra heuristics [12] predict that this is rarely large, so it is not a serious defect in practice. Note also that recent results on 3-torsion in class groups \([18, 28]\) could be used to give an improved worst case bound.) Lenstra’s group structure algorithm may be used with our work, in place of Buchmann’s algorithm, to give a GRH-free certification.

1.3. An application. In order to implement our algorithm, we need a version of Burgess’ theorem with explicit constants. One such bound, valid for prime discriminants, is provided by Grosswald [16, Thm. 1]. In Section 3 we derive a bound, again for prime discriminant, with substantially better constants than those of [16], based on the method Iwaniec and Kowalski [19, Sec. 12.4]. In Section 4 we detail the implementation of the algorithm using this bound, and apply it to a 32-digit discriminant.

2. Proof of Proposition 1

2.1. The approximate functional equation. A fast method for evaluating the \( L \)-function at 1 (or any point, for that matter) is the approximate functional equation. We use a version due to Cohen [13, Sec. 5.6.2]:

\[
\frac{\sqrt{d}}{2} L(1, \chi_d) = \sum_{n=1}^{\infty} \chi_d(n) F \left( \frac{n}{\sqrt{d}} \right),
\]

where

\[
F(x) = \int_x^{\infty} \left( \frac{1}{t} + \frac{1}{t^2} \right) e^{-\pi t^2} dt.
\]

(N.B.: The choice of smoothing function \( F \) is not canonical. This particular \( F \) has the nice features of monotonicity and convexity.)

Lemma. Suppose \( \alpha > -1 \) and \( x > 0 \). Then

\[
\int_x^{\infty} t^{-\alpha} e^{-\pi t^2} dt < \frac{e^{-\pi x^2}}{2 \pi x^{\alpha+1}}.
\]

Proof. Integration by parts. \( \square \)
As mentioned above, the approximate functional equation yields an algorithm to compute the class number in time roughly $\sqrt{d}$. More precisely, suppose that we compute the sum up to the first $X$ terms. For the remaining terms we have

$$\left| \sum_{n=X+1}^{\infty} \chi_d(n)F\left(\frac{n}{\sqrt{d}}\right) \right| \leq \int_{X}^{\infty} F\left(\frac{t}{\sqrt{d}}\right) dt = \sqrt{d} \int_{X/\sqrt{d}}^{\infty} F(x) dx. \tag{10}$$

The lemma shows that $F(x) < \frac{1}{\pi x^2} e^{-\pi x^2}$. Hence, applying the lemma once more, we have

$$\sqrt{d} \int_{X/\sqrt{d}}^{\infty} F(x) dx \leq \frac{\sqrt{d}}{\pi} \int_{X/\sqrt{d}}^{\infty} x^{-2} e^{-\pi x^2} dx < \frac{d^2 e^{-\pi X^2/d}}{2\pi^2 X^3}. \tag{11}$$

If we take $X \geq \frac{\sqrt{\frac{4}{\pi} \log d}}{\sqrt{d}}$ (assuming $d$ is sufficiently large for this to be defined), we see that the last line is at most $2(\log(d/2\pi))^{-3/2}$. Dividing by $R(d)$, the result is $< \frac{1}{d}$ for $d \geq 33$, and hence determines the class number uniquely.

### 2.2. Verification of a faster algorithm.

Now suppose, as in the Introduction, that we have computed a number $h_0$ which divides $h(d)$ unconditionally, and that on GRH they are equal. By the class number formula, we then have $h_0 R(d) = \frac{\sqrt{d}}{2} L(1, \chi_d)$. Dividing this into the error term (11), we see that the error in estimating $h(d)/h_0$ is at most

$$\frac{(X^2/d)^{-3/2} e^{-\pi X^2/d}}{\sqrt{\pi} L(1, \chi_d)}. \tag{12}$$

Assuming GRH again, we have the bound of Littlewood [25]:

$$L(1, \chi_d) > (1 + o(1)) \frac{\pi^2}{12 e^\gamma} (\log \log d)^{-1}. \tag{13}$$

Thus (12) is at most

$$\frac{(1 + o(1)) \frac{12 e^\gamma}{\pi^5/2}}{\pi^2} e^{-\pi X^2/d} \log \log d. \tag{14}$$

From (14) we see that to compute the class number by this method can require up to about $\sqrt{\frac{d}{\pi}} \log \log d$ terms, a modest improvement over the approximate functional equation alone. (It does give a practical improvement for small discriminants; in joint work with A. Strömbergsson [3], we combined this method with Lenstra’s algorithm to compute $h(t^2 \pm 4)$ for all $t < e^{18} \approx 66 \times 10^6$.) However, note that unlike (11), the bound (12) would decay near $X \approx \sqrt{d}$ even without the help of the exponential factor. That, in turn, makes it possible to get a better result by nontrivially estimating the sum in (10). This is related to bounds for the $L$-function in the critical strip, in the sense that any sub-convexity bound gives an improvement over the $O(d^{1/2+\epsilon})$ algorithms above, while an effective Lindelöf hypothesis would give $O(d^\epsilon)$. Below we present an argument using Burgess’ bounds for short character sums.
2.3. Burgess’ bounds. Let \( S(n) = \sum_{X<j \leq n} \chi_d(j) \). Applying partial summation to the error term in (10), we have

\[
\sum_{n=X+1}^{\infty} \chi_d(n) F\left(\frac{n}{\sqrt{d}}\right) = \sum_{n=X+1}^{\infty} S(n) \left[ F\left(\frac{n}{\sqrt{d}}\right) - F\left(\frac{n+1}{\sqrt{d}}\right) \right].
\]

Now, Burgess’ theorem [10] gives, for any positive integer \( r \),

\[
S(n) = O_{r,\varepsilon}\left(n^{1-\frac{1}{r}}d^{\frac{1}{4r}+\varepsilon}\right).
\]

We substitute this into the above and use the trivial estimate \( F'(x) \ll x^{-2} \) to get the upper bound

\[
d^{\frac{1}{4}+\frac{1}{4r}+\varepsilon} \sum_{n>X} \frac{1}{n^{1+1/r}} \ll_r X^{-1/2}d^{\frac{1}{4}+\frac{1}{4r}+\varepsilon}.
\]

Now again we divide this by \( h_0 R(d) \gg \varepsilon d^{1/2-\varepsilon} \) to get \( O_{r,\varepsilon}(X^{-1/2}d^{\frac{1}{4}+1/2r}) \). This is small provided that \( X \gg r,\varepsilon d^{\frac{1}{4}+\varepsilon} \). Finally, note that each term of (7) for \( n \leq X \) may be computed to high precision in time \( O((\log d)^O(1)) \). Since \( r \) and \( \varepsilon \) are arbitrary, this gives an algorithm running in time \( O_{\varepsilon}(d^{1/4+\varepsilon}) \), as claimed.

3. An explicit bound for character sums

In this section, we derive the following explicit version of Burgess’ theorem.

**Proposition 2.** Let \( d > 10^{20} \) be a prime number \( \equiv 1 \pmod{4} \), \( r \in \{2, \ldots, 15\} \), and \( M, N \) integers with \( 0 < M, N \leq 2\sqrt{d} \). Then

\[
\left| \sum_{M \leq n < M+N} \chi_d(n) \right| \leq \alpha(r) d^{\frac{1}{8}+\varepsilon} \left(\log d + \beta(r)\right) \frac{1}{2} N^{1-\frac{1}{r}},
\]

where \( \alpha(r), \beta(r) \) are given by Table 1.

<table>
<thead>
<tr>
<th>Table 1.</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( r )</td>
<td>( \alpha(r) )</td>
<td>( \beta(r) )</td>
<td>( r )</td>
<td>( \alpha(r) )</td>
<td>( \beta(r) )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1.8221</td>
<td>8.9077</td>
<td>9</td>
<td>1.4548</td>
<td>0.0085</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1.8000</td>
<td>5.3948</td>
<td>10</td>
<td>1.4231</td>
<td>-0.4106</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1.7263</td>
<td>3.6658</td>
<td>11</td>
<td>1.3958</td>
<td>-0.7848</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>1.6526</td>
<td>2.5405</td>
<td>12</td>
<td>1.3721</td>
<td>-1.1232</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>1.5892</td>
<td>1.7059</td>
<td>13</td>
<td>1.3512</td>
<td>-1.4323</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>1.5363</td>
<td>1.0405</td>
<td>14</td>
<td>1.3328</td>
<td>-1.7169</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>1.4921</td>
<td>0.4856</td>
<td>15</td>
<td>1.3164</td>
<td>-1.9808</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Remark.** The restriction on \( N \) was chosen to suit our application; a similar bound could be obtained for all \( N \) at the expense of slightly worse constants. For \( N \) of size \( \sqrt{d} \), the constant \( \alpha(r) \) is essentially optimal for this method of proof.
We will prove (18) by induction on $N$. During the induction we may allow $M$ to vary outside of the given range; in particular, it may be negative. Assume for now that we have a bound of the form

$$\sum_{M \leq n < M + N'} \chi_d(n) \leq K(N')^{1 - 1/r},$$

valid for all $N' < N$. Note that for $N' \leq K'$ this inequality is trivial. Let $A, B > 0$ be parameters, with $B$ an integer. We consider shifts of the sum (18) by $ab$, where $a$ and $b$ are integers, $|b| \leq B$, $|a| \leq A$ and $|a|$ is prime. By the induction hypothesis, we have

$$\sum_{M \leq n < M + N} \chi_d(n) - \sum_{M \leq n < M + N} \chi_d(n + ab) \leq 2K|ab|^{1 - 1/r}.$$  

Averaging over $a, b$ we get

$$\left| \sum_{M \leq n < M + N} \chi_d(n) - \frac{1}{2\pi(A)(2B + 1)} \sum_{a, b} \sum_{M \leq n < M + N} \chi_d(n + ab) \right| \leq \frac{2K}{\pi(A)(B + 1/2)} \sum_{\text{prime } A} a^{1 - 1/r} \sum_{1 \leq b \leq B} b^{1 - 1/r}$$

$$\leq \frac{2K}{(2 - 1/r)^2 (A(B + 1/2))^{1 - 1/r}} \frac{\sum_{\text{prime } A} a^{1 - 1/r}}{\pi(A)A^{1 - 1/r}/(2 - 1/r)}.$$

Turning now to the average, in the inner sum we write

$$\chi_d(n + ab) = \chi_d(a) \bar{\chi}_d(\bar{a}n + b),$$

where $\bar{a}$ is a multiplicative inverse of $a \pmod{d}$; hence the average is bounded by

$$\frac{1}{2\pi(A)(2B + 1)} \sum_{a} \sum_{M \leq n < M + N} \left| \sum_{b} \chi_d(\bar{a}n + b) \right|$$

$$= \frac{1}{2\pi(A)(2B + 1)} \sum_{x \pmod{d}} \nu(x) \left| \sum_{b} \chi_d(x + b) \right|,$$

where $\nu(x)$ is the number of representations of $x$ as $\bar{a}n$.

To bound the sum, we apply Hölder’s inequality in the form

$$\left[ \sum_{x \pmod{d}} \nu(x) \right]^{1/r} \left[ \sum_{x \pmod{d}} \nu(x)^2 \right]^{1/2r} \left[ \sum_{x \pmod{d}} \sum_{b} \chi_d(x + b) \right]^{2r} \leq 2\pi(A)N.$$

Now the first sum is simply $2\pi(A)N$. The second is the number of quadruples $(a_1, n_1, a_2, n_2)$ with $a_1n_2 \equiv a_2n_1 \pmod{d}$. The size of the numbers will insure (to be checked later) that this implies

$$a_1n_2 = a_2n_1.$$  

If $a_1 = a_2$, then $n_1 = n_2$; these terms give the diagonal contribution $2\pi(A)N$. For the remaining terms, for fixed $a_1 \neq a_2$, the number of solutions to (25) is at most
Thus, these terms contribute at most
\[ (26) \quad 8 \sum_{a_1 \text{ prime} \leq A} \sum_{a_2 \text{ prime} \leq a_1} \left( \frac{N}{a_1} + 1 \right) < 4\pi(A)^2 + 8N \sum_{a \text{ prime} \leq A} \frac{\pi(a) - 1}{a}. \]

Altogether, we have that the second sum is bounded by
\[ (27) \quad 2\pi(A)N \left( 1 + \frac{2\pi(A)}{N} + \frac{4}{\pi(A)} \sum_{a \text{ prime} \leq A} \frac{\pi(a) - 1}{a} \right). \]

It will be the case that \( A \) is large, but small with respect to \( N \), so that the factor in parentheses above will not be too much larger than 1. For now, we write simply \( f \) for this factor.

The third sum we expand directly:
\[ (28) \quad \sum_{|b_1|, \ldots, |b_2r| \leq B} \sum_{x \pmod{d}} \chi_d((x + b_1) \cdots (x + b_{2r})). \]

Note that the inner sum is related to the number of points over \( \mathbb{F}_d \) of the curve
\[ (29) \quad y^2 = (x + b_1) \cdots (x + b_{2r}). \]

If the right-hand side of (29) is not a square in \( \mathbb{F}_d[x] \), then by Weil’s bound for curves, the inner sum is at most \( 2(r-1)\sqrt{d} \). Otherwise, we can do little better than the trivial bound \( d \). The number of ways that the right-hand side can be a square is \((2r-1)!\cdot (2B+1)^r\), so we see that (28) is less than
\[ (30) \quad 2(r-1)\sqrt{d}(2B+1)^{2r} + (2r-1)!\cdot d(2B+1)^r. \]

Putting everything together, we have the upper bound
\[ (31) \quad \frac{(2\pi(A)N)^{1-1/2r} f^{1/2r} (2(r-1)\sqrt{d}(2B+1)^{2r} + (2r-1)!\cdot d(2B+1)^r)^{1/2r}}{2\pi(A)(2B+1)}. \]

Now set \( A(B + 1/2) = cN \), for some \( c \) to be determined later, so that
\[ (32) \quad 2\pi(A) = \frac{\pi(A)}{A} - \frac{4cN}{2B+1}. \]

This yields
\[ (33) \quad \left( \frac{Af}{4c\pi(A)} \right)^{1/2r} N^{1-1/r} (2(r-1)\sqrt{d}(2B+1) + (2r-1)!\cdot d(2B+1)^{1-r})^{1/2r}. \]

We choose \( 2B+1 \) optimally to be the smallest odd integer \( \geq \left[ \frac{1}{2}(2r-1)!! \right]^{1/r} d^{1/2r} \)
so that
\[ (34) \quad 2(r-1)\sqrt{d}(2B+1) + (2r-1)!\cdot d(2B+1)^{1-r} \approx 4(r-1) \left[ \frac{1}{2}(2r-1)!! \right]^{1/r} d^{1/2+1/2r}. \]

By Taylor’s theorem, this can be off by no more than
\[ (35) \quad 4r(r-1) \left[ \frac{1}{2}(2r-1)!! \right]^{-1/r} d^{1/2-1/2r}. \]
On the other hand, we were a bit wasteful in the bound (30): in particular, we get a savings of at least $2(\sqrt{d} - 1)$ in Weil’s bound each time that the right-hand side of (29) is divisible by a square. A conservative estimate for the total savings is

$$2(\sqrt{d} - 1) \left( 2B + 1 - \frac{(2B + 1)!}{(2B + 1 - 2r)!} (2B + 1)^{1-2r} \right)$$

(36)

$$\geq 2(\sqrt{d} - 1) \left[ 1 - \exp \left( - \frac{r(r-1)}{4(2r-1)!} d^{1/2r} + \frac{3}{2} r^{1/2r} \right) \right].$$

Comparing (35) and (36), one may see explicitly that for $r$ not too large, this overcompensates for the error in the approximation (31). Thus, we get

$$\left( \frac{(r-1)\frac{1}{2}(2r-1)!!}{c\pi(A)} \right)^{1/2r} N^{1-1/r} d^{\frac{1}{2r}}.$$

Combining this with the terms from (21), we have

$$\left( \frac{(r-1)\frac{1}{2}(2r-1)!!}{c\pi(A)} \right)^{1/2r} N^{1-1/r} d^{\frac{1}{2r}} + \frac{2K}{(2-1/r)^2} (cN)^{1-1/r} g,$$

where we write

$$g = \frac{\sum_{a \text{ prime} \leq A} a^{1-1/r}}{\pi(A) A^{1-1/r}(2-1/r)}.$$

To continue the induction, we want $\frac{K}{d^{\frac{1}{2r}}} \geq \left( \frac{(r-1)\frac{1}{2}(2r-1)!!}{\pi(A)} \right)^{1/2r} c^{-1/2r} N^{1-1/r} d^{\frac{1}{2r}} g$.

(40)

Note that $g \sim 1$ as $A \to \infty$. Thus, the optimal value of $c$ is $(2r-1)^{r/(r-1)}$. This gives

$$\frac{K}{d^{\frac{1}{2r}}} \geq \alpha(r) \left( \frac{2r}{r-1} \right)^{1/2r} \left( \frac{Af}{\pi(A)} \right)^{1/2r} \frac{2r-2}{2r-1}.$$

(41)

where

$$\alpha(r) = \left( \frac{(r-1)2^2}{2r} \right)^{1/2r} \left( \frac{1}{2} (2r-1)!! \right)^{1/2r} \left( \frac{2r^2}{2r-1} \right)^{1/(2r-2)} \frac{2r-1}{2r-2}.$$

We also check that $c$ is sufficiently small so that the shifts $ab$ are strictly smaller than $N$, and that the assumption (25) is valid.

Next, recalling the definition of $f$, we have

$$\frac{Af}{\pi(A)} = \frac{2A}{N} + \frac{A}{\pi(A)} \left( 1 + \frac{4}{\pi(A)} \sum_{a \text{ prime} \leq A} \frac{\pi(a) - 1}{a} \right),$$

(43)

$$= \frac{2A}{N} + \log A + 3 + O \left( \frac{1}{\log A} \right),$$

as $A \to \infty$. Similarly, for $g$ we have the asymptotic

$$g = 1 - \frac{\pi^{-1}}{\log A} + O \left( \frac{1}{\log^2 A} \right).$$

(44)
Further, $A$ is bounded by

$$
A \leq \frac{2(\frac{2r-1}{2r})^{r/(r-1)} N}{\left[\frac{1}{2}(2r-1)!!\right]^{1/r} d^{1/2r}} \leq \frac{4(\frac{2r-1}{2r})^{r/(r-1)} N}{\left[\frac{1}{2}(2r-1)!!\right]^{1/r} d^{1/2-1/2r}}.
$$

Thus,

$$
\frac{2A}{N} + \log A \leq \left(\frac{1}{2} - \frac{1}{2r}\right) \log d + \log \left(4\left(\frac{2r-1}{2r}\right)^{r/(r-1)} \left[\frac{1}{2}(2r-1)!!\right]^{1/r}\right) + 2\frac{A}{N}.
$$

Also, for $d > 10^{20}$ we see that $\frac{2A}{N} \leq \frac{1}{360}$.

Combining these estimates, it suffices to take

$$
\frac{K}{d^{1/2}} \geq \alpha(r) \left\{\log d + \beta(r) + O\left(\frac{1}{\log A}\right) \left[1 - \frac{r}{\log d} \log A + O\left(\frac{1}{\log^2 A}\right)\right]\right\}^{\frac{1}{2r}},
$$

where

$$
\beta(r) = \frac{2r}{r-1} \left(\log \left(4\left(\frac{2r-1}{2r}\right)^{r/(r-1)} \left[\frac{1}{2}(2r-1)!!\right]^{1/r}\right) + 3.005\right).
$$

Finally, thanks to the coefficient $-\frac{r}{2r-1}$ above, we see that for $d$ large, (47) is bounded by its limiting value as $A \to \infty$. To see that $d > 10^{20}$ is sufficient we rely on numerical computation for small $A$ and explicit error terms for large $A$. In particular, we use the following estimates from [15] (see also [20] for general results of this type):

$$
\frac{x}{\log x - 1} < \pi(x) < \frac{x}{\log x - 1.1} \quad \text{for } x \geq 60184 \quad \text{and}
$$

$$
|\theta(x) - x| < \frac{0.2x}{\log^2 x} \quad \text{for } x \geq 3594641.
$$

We omit the technical details.

4. Implementation

In this section we describe, by way of example, the implementation of our algorithm for prime discriminants, using Proposition 2. We consider the prime number $d = 10^{31} + 33$. First, we use PARI/GP [33] to compute the class number $h_0 = 43$ and regulator $R(d) \approx 84328477135202.25641$. Since PARI uses a variant of the sub-exponential algorithm, a priori these values come with no certificate of correctness without GRH. However, it is easy to verify that the supplied generator has order 43, so $h_0$ at least divides the true class number. Likewise, we may check the regulator by reduction theory; see, e.g., the PARI tutorial [33 Sec. 10]. These computations take only a few minutes to complete.

Now let $S(n)$ be as in Section 2.3. Since $F$ is monotonically decreasing and convex, combining equations (2), (7) and (15), we have

$$
\frac{h(d)}{h_0} \leq \frac{1}{h_0 R(d)} \left(\sum_{n \leq X} \chi_d(n) F\left(\frac{n}{\sqrt{d}}\right) + \frac{1}{\sqrt{d}} \sum_{X < n < 2\sqrt{d}} |S(n) F'\left(\frac{n}{\sqrt{d}}\right)|
\right.
$$

$$
\left. + |S(2\sqrt{d})| F(2) + \left|\sum_{n > 2\sqrt{d}} \chi_d(n) F\left(\frac{n}{\sqrt{d}}\right)\right|\right).
$$
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To handle the terms for \( n > 2\sqrt{d} \) we apply the trivial bound \((11)\) with \( X = \lfloor 2\sqrt{d} \rfloor \).

The error term \((14)\) shows that for \( d \) of practical size these terms in general will be negligible, although that must still be checked; in our case we get \( \frac{1}{h_0 R(d)} \frac{\sqrt{d}}{1675 + c^d} < 2 \times 10^{-8} \). Similarly, to handle the \( |S(2\sqrt{d})| F(2) \) term we may apply either \((11)\) or Proposition \((2)\) with \( r = 2 \).

For \( n < 2\sqrt{d} \), Proposition \((1)\) says that

\[
|S(n)| \leq \alpha(r) d^{\frac{1}{2\sqrt{d}}} (\log d + \beta(r)) \frac{1}{d} (n - X)^{1 - \frac{1}{d}}.
\]

Since we do not yet know \( X \), we start with a candidate value, say \( X = \lfloor \sqrt{d} \rfloor \).

To estimate the terms for \( X < n < 2\sqrt{d} \), we compute in advance several linear upper bound approximations to \( |F'(x)| \). Again by convexity of \( F \), it suffices to compute sample points for, say, 10000 values of \( x \) between 0 and 2, and interpolate between them. We use geometrically spaced sample points, so that there are many more samples near 0; there the function is hardest to model because of the \( x^{-2} \) singularity and, consequently, those terms matter the most. We then divide the sum up into intervals between the sample points, starting from \( 2\sqrt{d} \) and working towards 0. Over any given interval, the sum is easily estimated by an integral.

Of course we want to use the best value of \( r \) for each interval. What typically happens is that the \( r = 2 \) bound is best for \( n \) near \( 2\sqrt{d} \). Then, as \( n \) decreases, the successive bounds for \( r = 3, 4, \ldots \) become better. This continues until we reach a value of \( n \) for which the trivial bound is best.

After computing the sum, we see whether the total, including \( |S(2\sqrt{d})| F(2) \) and the terms from \( n > 2\sqrt{d} \), exceeds 0.995\(h_0 R(d)\), say. If it does, our chosen value of \( X \) is too small, otherwise too large. Repeating this procedure, we can quickly locate, by a bisection algorithm, the smallest \( X \) which yields an answer \( \leq 0.995h_0 R(d) \). Applying this to our example, we find that \( X = 750 \times 10^9 \) terms are sufficient.

For purposes of comparison, that is over 14000 times smaller than the \( \sqrt{\frac{d}{2\pi}} \log \frac{d}{2\pi} \) terms needed for the approximate functional equation alone.

Finally we compute the first sum in \((50)\). The error in our approximation is typically much less than the rigorous bounds indicate, so we are likely to get an answer less than 1.005\(h_0 R(d)\). When this happens, we know for sure that \( h(d)/h_0 < 2 \) and hence \( h(d) = h_0 \). If the answer exceeds 1.005\(h_0 R(d)\), then we replace 0.995 by a smaller value in the above and try again.

The computation of the sum up to \( X \) remains, by far, the most time consuming part of our algorithm, so it is worth some effort to optimize. Note that since the argument to the function \( F \) is small, we may replace \( F \) by the first few terms of its power series

\[
F(x) = \frac{1}{2x} - \log x - \frac{2 + \gamma + \log \pi}{2} + \sum_{k=1}^{\infty} \frac{(-1)^{k-1} \pi^k}{k!} x^{2k} \left( \frac{1}{2k} + \frac{1}{2k + 1} \right),
\]

with only a small error. In fact, for our example we see by a trivial bound that the terms after \( 1/2x \) contribute less than 0.002\(h_0 R(d)\). Thus, it is enough to compute

\[
\frac{\sqrt{d}}{2} \sum_{n \leq X} \frac{\chi_d(n)}{n}.
\]
To do this efficiently, we split the sum over smooth and nonsmooth numbers:

\[
\sum_{n \leq X} \frac{\chi_d(n)}{n} = \sum_{n \leq X \atop p \mid n \Rightarrow p \leq \sqrt{X}} \frac{\chi_d(n)}{n} + \sum_{\sqrt{X} < p \leq X} \frac{\chi_d(p)}{p} \sum_{k \leq X/p} \frac{\chi_d(k)}{k}.
\]

Since \(\chi_d(n)/n\) is multiplicative, the first sum above, over smooth numbers, may be evaluated recursively. For the second, it suffices to tabulate the partial sums \(\sum_{k \leq x} \frac{\chi_d(k)}{k}\) for \(x < \sqrt{X}\). In this way, the relatively expensive evaluation of the character \(\chi_d\) need only be carried out at prime numbers. As a result, the total number of arithmetic operations is \(O(X)\), which gives a significant practical savings over the \(O(X \log X)\) operations needed using in-order summation. (Note that the primes up to \(X\) may be computed in time \(o(X)\), see, e.g., [1].)

Computing (53) for our example, we get less than 1.0000001 \(R(d)\), and hence conclude that indeed \(h(d) = 43\). This required approximately 95 hours of computation on a 500MHz UltraSparc II.
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