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Abstract. We develop a BPX-type multilevel method for the numerical solution of second order elliptic equations in $\mathbb{R}^2$ using piecewise linear polynomials on a sequence of triangulations given by regular $\sqrt{3}$ refinement. A multilevel splitting of the finest grid space is obtained from the nonnested sequence of spaces on the coarser triangulations using prolongation operators based on simple averaging procedures. The main result is that the condition number of the corresponding BPX preconditioned linear system is uniformly bounded independent of the size of the problem. The motivation to consider $\sqrt{3}$ refinement stems from the fact that it is a slower topological refinement than the usual dyadic refinement, and that it alternates the orientation of the refined triangles. Therefore we expect a reduction of the amount of work when compared to the classical BPX preconditioner, although both methods have the same asymptotical complexity. Numerical experiments confirm this statement.

1. Introduction

In this paper we propose an optimal multilevel preconditioner of BPX-type for the solution of second order elliptic problems using nonnested spaces of linear elements on triangulations of a two-dimensional bounded domain, where the triangulations are obtained by regular $\sqrt{3}$ refinement. In order to develop the theory we will restrict ourselves to the most simple elliptic equation: the Poisson problem

$$-\Delta u = f \quad \text{in} \quad \Omega, \quad u = 0 \quad \text{on} \quad \partial \Omega,$$

where $\Omega$ is a polygonal domain in $\mathbb{R}^2$ and $\partial \Omega$ is its boundary. The BPX preconditioner \cite{4} was originally introduced for linear elements on a nested sequence of quasi-uniform triangulations $\Delta_j$ of the domain $\Omega$, where the triangulation $\Delta_j$ has mesh-size $h_j \sim 2^{-j}$ and has been obtained from some initial triangulation $\Delta_0$ by $j$ steps of a regular dyadic refinement process. Roughly speaking, the BPX preconditioner stresses the fact that discretization matrices of elliptic problems with respect to the frame of all standard nodal basis functions on all resolution levels $0 \leq j \leq J$ are significantly better conditioned than those arising from the standard nodal basis on the finest level $J$. It has been shown in \cite{13} that the condition number of the BPX preconditioned system for linear elements on dyadically refined triangulations is uniformly bounded in the size of the problem. This estimate results in a preconditioned conjugate gradient method for solving (1.1) which is optimal in the following sense: if the solution can be approximated to accuracy
\(O(h_J)\) in the energy norm by a continuous piecewise linear function on \(\Delta_J\), then the BPX preconditioned conjugate gradient method (applied in conjunction with nested iteration) constructs an approximation with the same asymptotic accuracy in only \(O(n_J)\) operations, with \(n_J\) the number of standard nodal basis functions on the finest resolution level \(J\).

Before introducing the BPX method for linear finite element discretizations on quasi-uniform triangulations obtained by regular \(\sqrt{3}\) refinement, we first explain how \(\sqrt{3}\) refinement works. It was originally introduced by Kobbelt [10] with applications to surface design in CAGD in mind, and we present it in a version adapted to our needs, which we called regularized \(\sqrt{3}\) refinement. We start from an initial conforming triangulation \(\Delta_0\) of \(\Omega\). For every triangle in \(\Delta_0\) we choose a new vertex inside this triangle and connect it with the three old vertices of the triangle. Flipping the original edges then yields the new triangulation \(\Delta_1\). Note that \(\Delta_1\) is not contained in \(\Delta_0\). When we apply another step of \(\sqrt{3}\) refinement to \(\Delta_1\), we arrive at \(\Delta_2\), which, roughly speaking, is equivalent to the result of one step of triadic refinement, i.e., each original triangle is replaced by 9 new triangles. See Figure 1 for an illustration of these geometric rules in the case of a uniform par-triadic refinement, i.e., each original triangle is replaced by 9 new triangles. See Figure 3 for an illustration of these geometric rules in the case of a uniform par-triadic refinement, where the inserted point is always chosen at the barycenter of the triangle.

For the analysis in this paper, and to avoid possible degeneracies, from now on the following regularized version of the \(\sqrt{3}\) refinement scheme is adopted. In the odd refinement step \(\Delta_{2j} \rightarrow \Delta_{2j+1}\) the inserted vertices are the triangle barycenters while in the even refinement step \(\Delta_{2j+1} \rightarrow \Delta_{2(j+1)}\) the points \(P_{e,-} := (2P_- + P_+)/3\), \(P_{e,+} := (P_- + 2P_+)/3\) on an edge \(e\) with endpoints \(P_-\), \(P_+\) from \(\Delta_{2j}\) are inserted. We refer to Figure 2 for a visualization of the notation that is used throughout this paper. The boundary treatment is implemented by extending the triangulation as follows: To every boundary edge \(e\) of \(\Delta_{2j}\), we will attach a virtual exterior triangle \(T_{e,-}\) (take the only triangle \(T_{e,+}\) in \(\Delta_{2j}\) that is attached to \(e\), and reflect it about the edge midpoint \(M_e\)), and then apply an odd and an even refinement step to the extended triangulation as described above. To obtain \(\Delta_{2j+1}\) and \(\Delta_{2(j+1)}\), we intersect the obtained (extended) triangulations with \(\Omega\). In \(\Delta_{2j+1}\), half-edges that connect with the barycenters of virtual boundary triangles are removed to avoid the appearance of an additional ghost vertex at the midpoint of the boundary edge (which does not appear in \(\Delta_{2j+2}\)). Figure 3 depicts the \(\sqrt{3}\) refinement process near the boundary. For all this to work in agreement with the geometric idea of \(\sqrt{3}\) refinement, one has to require that the union of two triangles \(T_{e,\pm}\) attached to an interior edge \(e\) in \(\Delta_0\) is a strictly convex quadrilateral (a sufficient condition for this to hold is that the maximal interior angle of any triangle in \(\Delta_0\) is less than \(\pi/2\)).

The following properties of regularized \(\sqrt{3}\) refinement are then obvious:

a) The sequence \(\{\Delta_j\}\) is automatically regular and quasi-uniform, with typical element size parameter \(h_j \sim 3^{-j/2}\) and with regularity constants depending solely on the initial triangulation.
b) The subsequence \(\{\Delta_{2j}\}\) is obtained by triadic refinement from the initial triangulation \(\Delta_0\).
c) The ladder of linear finite element subspaces

\[
S_0 \rightarrow S_1 \rightarrow \cdots \rightarrow S_j \rightarrow \cdots
\]
Figure 1. $\sqrt{3}$ refinement of a uniform triangulation. One new vertex per triangle is computed, this vertex is connected with the vertices of the triangle, and the edges between old vertices are flipped. Applying the $\sqrt{3}$ refinement twice yields a triadic refinement.

Figure 2. Visualization of the notation for vertices and triangles in the neighborhood of some edge $e$.

in $H_0^1(\Omega)$ associated with $\{\Delta_j\}$ is only partially nested. On the one hand, we have

$$S_0 \subset \cdots \subset S_{2j} \subset \cdots$$

for even levels due to b); on the other hand, we obviously have $S_{2j} \not\subset S_{2j+1}$ and $S_{2j+1} \not\subset S_{2(j+1)}$.

Thus, the construction of multilevel, resp. multigrid, algorithms using the ladder $\{S_j\}$ requires some care; in particular, it requires nontrivial prolongation operators $I_j : S_{j-1} \to S_j$, $j \geq 1$, to connect between the discretizations on subsequent levels $j-1$ and $j$. In this paper, we consistently use interpolation at the old vertices and linear averaging at the newly inserted vertices for defining the $I_j$. I.e., if $P$ is a new vertex in $\Delta_{j-1}$, and $P_i$, $i = 1, 2, 3$, denote the vertices of the corresponding triangle $T$ from $\Delta_{j-1}$, then

$$I_j v_{j-1}(P) = \frac{1}{\sqrt{3}} \sum_{i=1}^{3} v_{j-1}(P_i),$$

(1.4)
while \( I_j v_{j-1}(P_i) = v_{j-1}(P_i) \) for the vertices from \( \Delta_{j-1} \). New boundary vertices appear only in even refinement steps; for them the above rule is modified: The values at the two new boundary vertices \( P'_{\pm} \) in \( \Delta_{2j} \) located on a boundary edge from \( \Delta_{2j-2} \) are obtained by linear interpolation along the boundary edge, i.e., from the values at the endpoints \( P_{\pm} \) belonging to \( \Delta_{2j-2} \) (and \( \Delta_{2j-1} \)). While for odd \( j \) this definition is in agreement with local linear interpolation (i.e., \( I_{2j+1} v_{2j}(P) = v_{2j}(P) \) at the newly inserted barycenters), for even \( j \) this definition only guarantees local reproduction of constants. Consequently, \( I_{2j+2} I_{2j+1} : S_{2j} \to S_{2j+2} \) is different from the natural injection for the nested subspaces \( S_{2j} \subset S_{2j+2} \); the resulting scheme associated with triadic refinement is not covered by standard multigrid theory, and thus needs special consideration. The motivation for using the sequence \((1.2)\) instead of the traditional nested sequence of linear finite element spaces obtained by regular dyadic refinement stems from the following considerations. First of all, \( \sqrt{3} \) refinement is a slower topological refinement than the usual dyadic split operation. This implies that we can have more levels of refinement if a prescribed target complexity of the finite element space must not be exceeded. Furthermore, \( \sqrt{3} \) refinement locally alternates the orientation of triangles in each step. These properties potentially might have the advantage of reducing the amount of work in an adaptive strategy, since certain features or singularities that are not aligned with the initial triangulation might be detected more quickly. Although out of the scope of this paper, the \( \sqrt{3} \) splitting operation easily enables locally adaptive refinement, and the size of the surrounding mesh area which is affected by such selective refinement is smaller than for the dyadic split operation; see \[10\] [11]. The work in this paper may also be motivated from another perspective. Because of the nonnestedness of the subsequent finite element spaces, this work fits into the theory of multigrid preconditioners for nonconforming finite element discretizations which has been investigated in, e.g., \[2\] [3] [7] [8] [12] [15] [16]. Therefore it can be considered as another case study in the construction of optimal multilevel preconditioners with nonnested discretization spaces.
The remainder of the paper is organized as follows. In Section 2 we give a brief review of the theory of multilevel splittings related to nonnested spaces. The proof of the main result of this paper (the proof of a norm equivalence for the ladder \( \{S_j\} \) and the prolongations \( \{I_j\} \) yielding an optimal condition number estimate for the associated multilevel preconditioner) is carried out in Section 3 and consists of two essential parts. First, we prove modified Jackson and Bernstein estimates for the spaces \( S_{2j} \) corresponding to nested triadically refined triangulations of the whole \( \mathbb{R}^2 \), and we establish the desired norm equivalence for this special case (see Proposition 2.2 in Section 2). In the second step, we extend the results for \( \mathbb{R}^2 \) to the general case of bounded polygonal domains, the case of homogeneous Dirichlet boundary conditions, and to the full sequence \( \{S_j\} \) (see the main result of this paper, Theorem 3.5, in Section 3.3). Finally, in Section 4 we provide numerical evidence of the optimality of the derived multilevel preconditioner based on \( \sqrt{3} \) refinement, and we compare it with the standard BPX preconditioner for dyadic refinement from [4]. As it turns out, for problems of comparable size, the \( \sqrt{3} \) approach needs fewer iterations than the standard BPX preconditioner.

2. Multilevel splittings related to nonnested spaces

We start with stating some basic facts on the variational theory of multilevel preconditioning with nonnested spaces; a more detailed treatment can be found in, e.g., [16]. We restrict ourselves to symmetric elliptic variational problems in Sobolev spaces of integer smoothness order \( k > 0 \). Let

\[ V_0 \rightarrow V_1 \rightarrow \cdots \rightarrow V_j \rightarrow \cdots \rightarrow V_J \]

be a sequence of (nonnested) finite element subspaces with respect to an increasing sequence of triangulations obtained by regular \( \rho \)-adic refinement. The spaces \( V_j \) are comprised of piecewise polynomials of degree \( d \) with \( d > k - 1 \), and we assume that they allow for local reproduction of polynomials of total degree \( \leq d \). The main difficulty is the fact that, in general, \( V_{j-1} \not\subset V_j \). Suppose that a given symmetric positive definite variational problem in the Sobolev space \( H^k(\Omega) \) is suitably approximated by a sequence of variational problems in these finite element subspaces \( V_j \):

\[(2.1) \quad \text{Find } u_j \in V_j \text{ such that } a_j(u_j,v_j) = (f,v_j) \quad \forall v_j \in V_j.\]

Here we will assume that the symmetric positive definite bilinear forms \( a_j(\cdot,\cdot) \) are suitable discretizations of a bilinear form \( a(\cdot,\cdot) \) on \( H^k(\Omega) \), and that the ellipticity condition

\[(2.2) \quad a_j(u_j,u_j) \sim \|u_j\|_{k,j}^2\]

holds with constants independent of \( j \). In order to avoid the repeated use of generic but unspecified constants, we always mean by \( a \sim b \) that \( a \lesssim b \) and \( a \gtrsim b \) hold, where \( a \lesssim b \) means that \( a \) can be bounded by a constant multiple of \( b \) uniformly in any parameters on which \( a, b \) may depend, and \( a \gtrsim b \) means \( b \lesssim a \). Since the \( V_j \) are not assumed to be subspaces of \( H^k(\Omega) \), we have to be careful here, and define the energy norm for \( u_j \in V_j \) in \( \mathbb{R}^2 \) by

\[ \|u_j\|_{k,j}^2 := \|u_j\|_{L^2(\Omega)}^2 + \sum_{T \in \Delta_j} \|u_j\|_{H^k(T)}^2. \]
In order to construct a multilevel splitting for the fine-scale subspace \( V_J \), one needs suitable operators to project functions from the coarse-scale subspaces \( V_j \) \( (j \leq J) \) into \( V_J \). We introduce the linear prolongation operators
\[
P_j : V_{j-1} \to V_j, \quad j = 1, \ldots, J, \quad P_0 := 0,
\]
and their iterates
\[
\tilde{P}_{j,J} := P_j P_{j-1} \cdots P_{j+1} : V_j \to V_J, \quad j = 0, \ldots, J - 1, \quad \tilde{P}_{J,J} := \text{Id}.
\]

We also need the \( L_2 \)-orthogonal projection onto \( V_j \),
\[
Q_j : L_2(\Omega) \to V_j, \quad j = 0, \ldots, J, \quad Q_{-1} := 0,
\]
i.e., \( Q_j f, u_j \) = \( f, u_j \) for all \( u_j \in V_j \), with \( f \in L_2(\Omega) \). Let \( b_j(\cdot, \cdot) : V_j \times V_j \to R \) be another sequence of symmetric bilinear forms such that
\[
b_j(u_j, u_j) \sim \rho^{2jk} \| u_j \|_{L_2}^2, \quad u_j \in V_j.
\]

For the following theorem, \( A_j, B_j \) denote the linear operators on \( V_j \) induced by the bilinear forms \( a_j(\cdot, \cdot), b_j(\cdot, \cdot) \), respectively.

**Theorem 2.1.** The symmetric preconditioner \( C_J \) associated with the additive subspace splitting
\[
\{ V_j; a_j(\cdot, \cdot) \} = \sum_{j=0}^J \tilde{P}_{j,J} \{ V_j; b_j(\cdot, \cdot) \}
\]
and recursively given by
\[
C_0 = B_0^{-1}, \quad C_j = B_j^{-1} + P_j C_{j-1} P_j^T, \quad j = 1, \ldots, J,
\]
is optimal for preconditioning \( A_J \); i.e.,
\[
\text{cond}(C_J A_J) = \mathcal{O}(1), \quad J \to \infty,
\]
if and only if the two-sided inequality
\[
\gamma \| u_j \|_{L_2}^2 \leq a_j(u_j, u_j) \leq \Gamma \| u_j \|_{L_2}^2, \quad u_j \in V_j,
\]
holds with constants \( 0 < \gamma \leq \Gamma < \infty \) independent of \( J \). The norm \( \| \cdot \|_{J,k} \) in \([2.10]\)
is defined by
\[
\| u_j \|_{J,k}^2 := \inf_{w_j \in V_j: u_j = \sum_{j=0}^J \tilde{P}_{j,J} w_j j=0}^{J} \sum_{j=0}^J \rho^{2jk} \| w_j \|_{L_2}^2.
\]

More generally, the spectral condition number of \( C_J A_J \) is exactly characterized by
\[
\text{cond}(C_J A_J) = \inf(\Gamma/\gamma), \quad \text{where the infimum is with respect to the constants in } [2.10].
\]

This theorem clearly exhibits the role of the iterated prolongation operators \( \tilde{P}_{j,J} \) in establishing condition number bounds and makes precise the type of multilevel norms involved.

The present paper is about establishing the norm equivalence \([2.10]\) for the sequence \( \{ S_j \} \) of linear finite element subspaces related to \( \sqrt{3} \) refinement \( (\rho = \sqrt{3}) \), and the sequence \( \{ I_j \} \) of associated prolongation operators when applied to solving an \( H^1_0(\Omega) \) elliptic problem \( (k = 1) \). Both \( S_j \) and \( I_j \) have been introduced in Section 1. We will make use of the simplifying property \([1.3]\), and we put most of our effort in Section 3 into establishing
Proposition 2.2. Suppose that $\mathbb{R}^2$ is equipped with a regular, quasiuniform triangulation $\Delta_0$ with $h_0 \sim 1$, and suppose that the sequences $\{\Delta_j\}$, $\{S_j\}$, $\{I_j\}$ associated with $\sqrt{3}$ refinement are as described in Section 1. Then for the nested subsequence $\{S_{2j}\}$ we have the norm equivalence

$$
\|u_{2j}\|^2_{H^1} \sim \|u_{2j}\|^2_{H^1} := \inf_{w_{2j} \in S_{2j} : u_{2j} = \sum_{j=0}^{J} 3^{2j} w_{2j}} \sum_{j=0}^{J} 3^{2j} \|w_{2j}\|^2_{L^2}.
$$

The continuous analog of (2.12) for $J \to \infty$ holds as well.

A similar norm equivalence, with $I_{2j+1} I_{2j+1}$ replaced by the natural injection to linear finite element spaces on sequences of nested quasi-uniform triangulations (see Theorem 15 of [14]), and we will make use of it and its counterpart for $H^s(\mathbb{R}^2)$, $0 < s < 3/2$, when proving upper and lower bounds in (2.12). In particular, significant effort goes into the proof of a Bernstein-type estimate for $I_{2j+1} u_{2j}$ to hold in $H^s(\mathbb{R}^2)$ for some $1 < s < 3/2$.

The analog of Proposition 2.2 for general domains $\Omega$ and the whole ladder $\{S_j\}$ of linear finite element subspaces of $H^1_0(\Omega)$ will be proved in subsection 3.3. Although the proof is only a slight extension of the argument for Proposition 2.2 we have decided to separately deal with $\Omega = \mathbb{R}^2$ to more clearly exhibit the arguments needed.

3. Multilevel norm equivalences for $\sqrt{3}$ refinement

3.1. Lower bounds: Jackson-type estimates. Our aim is to establish the lower bound

$$
\|u_{2j}\|^2_{H^s(\Omega)} \sim \inf_{w_{2j} \in S_{2j} : u_{2j} = \sum_{j=0}^{J} 3^{2j} w_{2j}} \sum_{j=0}^{J} 3^{2j} \|w_{2j}\|^2_{L^2}, \quad u_{2j} \in S_{2j},
$$

under the conditions of Proposition 2.2, i.e., for $\Omega = \mathbb{R}^2$.

We will depart from the previously mentioned standard norm equivalence

$$
\|u_{2j}\|^2_{H^s(\Omega)} \sim \inf_{w_{2j} \in S_{2j} : u_{2j} = \sum_{j=0}^{J} 3^{2j} w_{2j}} \sum_{j=0}^{J} 3^{2j} \|w_{2j}\|^2_{L^2}, \quad u_{2j} \in S_{2j},
$$

which holds for any $0 < s < 3/2$, with constants independent of $u_{2j}$ and $J \geq 0$. This result holds also for the triadic refinement of an arbitrary polygonal domain $\Omega \subset \mathbb{R}^2$ satisfying the exterior cone condition (this excludes polygonal domains with slits) equipped with a regular, quasi-uniform triangulation $\Delta_0$ of typical element diameter $h_0 \sim 1$ (see Theorem 15 in [14]). In this subsection, we use it with $s = 1$ only.

Choosing in (3.2) appropriate $w_{2j}$ (e.g., $w_{2j} = Q_{2j} u_{2j} - Q_{2j-2} u_{2j}$, $j \geq 1$, and $w_0 = Q_0 u_{2j}$ will do) and setting $v_{2j} = w_0 + w_2 + \ldots + w_{2j} \in S_{2j}$ such that $u_{2j} = v_{2j}$, we have

$$
\sum_{j=0}^{J} 3^{2j} \|w_{2j}\|^2_{L^2} \lesssim \|u_{2j}\|^2_{H^1}.
$$
Now define the decomposition

$$u_{2,J} = I_{0,2,J} v_0 + \sum_{j=1}^{J} (I_{2j,2,J} v_{2j} - I_{2j-2,2,J} v_{2j-2})$$

$$= I_{0,2,J} w_0 + \sum_{j=1}^{J} I_{2j,2,J} (v_{2j} - I_{2j} I_{2j-1} v_{2j-2}),$$

and write

$$|||u_{2,J}|||^2_1 \leq ||w_0||^2_{L_2} + \sum_{j=1}^{J} 3^{2j} ||v_{2j} - I_{2j} I_{2j-1} v_{2j-2}||^2_{L_2}$$

$$\lesssim \sum_{j=0}^{J} 3^{2j} ||w_{2j}||^2_{L_2} + \sum_{j=0}^{J-1} 3^{2j} \left( \int_{I} \left| \sum_{I} \left( I_{2j+2} I_{2j+1} v_{2j} \right) \right|^2 \right).$$

Since the first sum in the last expression can be estimated by (3.3), it remains to estimate the $L_2$-norms of $\hat{w}_{2j+2} \in S_{2j+2}$. This step corresponds to establishing an appropriate Jackson-type estimate for the given set of prolongation operators. The technical difficulty we have to overcome is that the prolongations $I_{2j}$ do not preserve linear functions locally (unless $\Delta_0$ is a uniform type-I triangulation). Using only the obvious fact that the prolongations locally reproduce constant functions will unfortunately not lead to the desired sharp bound (3.1); compare Remark 3.1 at the end of this subsection.

Due to the definition of the refinement process and of the prolongations $I_{2j+1}$, resp. $I_{2j+2}$, the only vertices of the triangulation $\Delta_{2j+2}$, where $\hat{w}_{2j+2}$ does not vanish, are the vertices $P_{e,\pm}$ inserted in the even refinement step into edges from $\Delta_{2j}$. More precisely, for each edge $e$ from $\Delta_{2j}$ we have

$$\hat{w}_{2j+2}(P_{e,\pm}) = \frac{\delta_e(v_{2j})}{9}, \quad \delta_e(v_{2j}) := v_{2j}(P_+) + v_{2j}(P_-) - v_{2j}(Q_-) - v_{2j}(Q_+).$$

Here, $P_{\pm}$ are the endpoints of $e$, $Q_{\pm}$ denote the remaining vertices of the two triangles $T_{e,\pm}$ attached to $e$, and $P_{e,-} = (2P_- + P_+)/3$, $P_{e,+} = (P_- + 2P_+)/3$, consistent with the notation used before. Indeed, according to the definition of the prolongations via averaging (1.2), we have

$$I_{2j+2} I_{2j+1} v_{2j}(P_{e,-}) = \frac{1}{3} \left( v_{2j}(P_-) + \frac{v_{2j}(P_-) + v_{2j}(P_+) + v_{2j}(Q_-)}{3} \right)$$

$$+ \frac{v_{2j}(P_-) + v_{2j}(P_+) + v_{2j}(Q_+)}{3}$$

$$= \frac{5v_{2j}(P_-) + 2v_{2j}(P_+) + v_{2j}(Q_-) + v_{2j}(Q_+)}{9},$$

while $v_{2j}(P_{e,-}) = (2v_{2j}(P_-) + v_{2j}(P_+))/3$, and similarly for $P_{e,\pm}$. Thus,

$$\|\hat{w}_{2j+2}\|_{L_2}^2 \lesssim 3^{-2j} \sum_{e} \delta_{e}^2(v_{2j}) = \sum_{e' \subset \Delta_{2j}: \text{e'||e'}} \delta_{e'}(v_{2j})^2 \equiv \sum_{e'} S_{e'},$$

where the summation in the first expression is with respect to all edges $e$ in $\Delta_{2j}$, while in the second expression the outer summation is with respect to all edges $e'$ from the coarsest triangulation $\Delta_0$, and the inner summation combines all edges $e'$ from $\Delta_{2j}$ that are parallel to $e'$, and belong to the union $\Omega_{e'} := T_{e,-'} \cup T_{e,+}$ of the.
two coarse triangles attached to \( e' \). Evidently, each \( e \) is accounted for in exactly one such inner summation term \( S_{e'} \). To estimate \( S_{e'} \), we map the region \( \Omega_{e'} \) by a piecewise affine map \( \phi_{e'} \) onto the unit square \( Q = [0,1]^2 \) subdivided into two triangles. Consider the function \( \tilde{v}_{2j} := v_{2j} \circ \phi_{e'}^{-1} \), which is a linear finite element function on a uniform type-I triangulation of the unit square \( Q \) (with mesh-size \( 3^{-j} \)). It is not hard to see that

\[
S_{e'} \lesssim \omega_2(3^{-j}, \tilde{v}_{2j})_{L_2(Q)}^2 \lesssim \omega_2(3^{-j}, \tilde{u}_{2j})_{L_2(Q)}^2 + \left( \sum_{\ell=j}^{J-1} \|w_{2\ell+2}\|_{L_2(\Omega_{e'})} \right)^2,
\]

with a constant \( C \) independent of \( e' \) and \( v_{2j} \). The first step is elementary (just observe that, for the edges \( e \) from \( \Delta_{2j} \) under consideration for the sum \( S_{e'} \), the expression \( \delta_e(v_{2j}) \) is bounded by the second difference of \( \Delta^2_h \tilde{v}_{2j} \) with step-size \( |h| = 3^{-(j+1)} \) in the direction orthogonal to the image \( \phi_{e'}(e) \) of \( e \) in \( Q \) on a sufficiently large subregion of \( \phi_{e'}(\Omega_{e'}) \); the second step uses standard properties of the \( L_2 \)-modulus of continuity \( \omega_2(t,f)_{L_2(\Omega_{e'})} \) applied to the decomposition

\[
\tilde{v}_{2j} = \tilde{u}_{2j} - \sum_{\ell=j}^{J-1} (\tilde{v}_{2\ell+2} - \tilde{v}_{2\ell}),
\]

together with the obvious fact that

\[
\|\tilde{v}_{2\ell+2} - \tilde{v}_{2\ell}\|_{L_2(Q)}^2 \sim \|w_{2\ell+2}\|_{L_2(\Omega_{e'})}^2.
\]

Substituting this into (3.3), we get the desired estimate for the second sum in the expression for the upper bound for \( \|u_{2j}\|_1^2 \) as follows:

\[
\sum_{j=0}^{J-1} 3^{2j} \|\tilde{w}_{2j+2}\|_{L_2}^2 \lesssim \sum_{e'} \left( \sum_{j=0}^{J-1} 3^{2j} \omega_2(3^{-j}, \tilde{u}_{2j})_{L_2(Q)}^2 + \sum_{j=0}^{J-1} 3^{2j} \sum_{\ell=j}^{J-1} \|w_{2\ell+2}\|_{L_2(\Omega_{e'})}^2 \right)
\]

\[
\lesssim \sum_{e'} \|\tilde{u}_{2j}\|_{H^1(Q)}^2 + \sum_{j=0}^{J-1} 3^{2j} \sum_{e'} \|w_{2j+2}\|_{L_2(\Omega_{e'})}^2
\]

\[
\lesssim \sum_{e'} \|u_{2j}\|_{H^1(\Omega_{e'})}^2 + \sum_{j=0}^{J-1} 3^{2j} \|w_{2j+2}\|_{L_2(\Omega_{e'})}^2 \lesssim \|u_{2j}\|_{H^1}^2.
\]

Here we used that

\[
\left( \sum_{\ell=j}^{J-1} \|w_{2\ell+2}\|_{L_2(\Omega_{e'})} \right)^2 \leq \left( \sum_{\ell=j}^{J-1} 3^{j-\ell} \right) \cdot \left( \sum_{\ell=j}^{J-1} 3^{\ell-j} \|w_{2\ell+2}\|_{L_2(\Omega_{e'})}^2 \right)
\]

\[
\lesssim \sum_{\ell=j}^{J-1} 3^{\ell-j} \|w_{2\ell+2}\|_{L_2(\Omega_{e'})}^2.
\]

The term involving the moduli of smoothness of \( \tilde{u}_{2j} = u_{2j} \circ \phi_{e'}^{-1} \) was estimated by the square of the norm of \( \tilde{u}_{2j} \) in the Besov space \( B_{2,2}^{1,2}(Q) \), which is equivalent to its
norm in $H^1(Q)$. Furthermore, we used that the considered piecewise affine transformations $\phi_{e^1}$, resp. $\phi_{e^2}^{-1}$, are linear homomorphisms between the corresponding $H^1$ spaces, and that

$$\|f\|_{L_2}^2 = \frac{1}{3} \sum_{e} \|f\|_{L_2(\Omega_{e^1})}^2, \quad \|f\|_{H^1}^2 = \frac{1}{3} \sum_{e} \|f\|_{H^1(\Omega_{e^2})}^2$$

for any $f \in H^1$ by the additivity of the involved norms with respect to triangular partitions of the underlying domains. Altogether, this establishes the desired lower bound (3.1).

**Remark 3.1.** Using the fact that the $L_2$ orthogonal projections $Q_j$ are $H^1$-stable on regular, quasi-uniform meshes, i.e.,

$$\|Q_j u\|_{H^1} \lesssim \|u\|_{H^1},$$

see, e.g., [3], one can easily prove a suboptimal lower bound (involving an additional factor $J$). Indeed, an estimate for the $L_2$-norm of $\tilde{w}_{2j+2}$ is obtained by using the fact that the prolongations $I_j$ locally reproduce constant functions

$$\|v_{2j} - I_{2j+2} I_{2j+1} v_{2j}\|_{L_2}^2 \lesssim 3^{-2j} \|v_{2j}\|_{H^1}^2,$$

which combined with

$$\|v_{2j}\|_{H^1}^2 = \|Q_j v_{2j}\|_{H^1}^2 \lesssim \|u_{2j}\|_{H^1}^2$$

yields the suboptimal bound $\lesssim J \|u_{2j}\|_{H^1}^2$, for the second sum.

This simplified argument also goes through for the general case considered in Section 3.3 below; however, it does not lead to the best possible estimate. It is also not clear at the moment whether the main multilevel norm equivalence proved later in this paper in Theorem 3.5 will imply the $H^1$-stability of the $L_2$-orthogonal projections $Q_j$, onto the subspaces $\tilde{S}_j,J := I_{j,J} S_j$, $j < J$; see [1] Section 9 for the argument in the nested case. $H^1$-stability of $Q_j$ would be useful as a tool in the analysis of an adaptive version of the proposed $\sqrt{3}$ preconditioning. Note that $\{\tilde{S}_j,J\}_{j=0,...,J}$ is the nested multilevel sequence of subspaces of $S_j$ that the iterated prolongation operators $I_{j,J}$ generate from the original nonnested ladder $\{S_j\}_{j=0,...,J}$.

### 3.2. Upper bounds: Bernstein-type estimates

In this section we establish the following Bernstein-type estimate for the spaces $\tilde{I}_{2j,2j} S_{2j}$:

**Theorem 3.2.** Let $\Delta_0$ be a regular, quasi-uniform triangulation of $\mathbb{R}^2$ ($h_0 \sim 1$), and let $\{\Delta_j\}$ be obtained by $\sqrt{3}$ refinement, as specified above. Then the iterated prolongation operators satisfy

$$\|\tilde{I}_{2j,2j} v_{2j}\|_{H^1} \lesssim 3^{2j} \|v_{2j}\|_{L_2}, \quad v_{2j} \in S_{2j}, \quad 0 \leq j \leq J < \infty,$$

for the range $0 < s < s_0$, where $s_0 := 1 + \log_3(9/5)/2 > 1$, with constants independent of $v_{2j}$, $j$, and $J$.

**Proof.** For the proof we again rely on the norm equivalence (3.2). A simple consequence is that if we denote $v_{2m} = I_{2m} I_{2m-1} \cdots I_{2j+1} v_{2j}$ and $u_{2m+2} = v_{2m+2} - v_{2m}$, then

$$\|\tilde{I}_{2j,2j} v_{2j}\|_{H^1}^2 \lesssim 3^{2j} \|v_{2j}\|_{L_2}^2 + \sum_{m=j}^{J-1} 3^{2ms} \|u_{2m+2}\|_{L_2}^2.$$
It is obvious that \( \|w_{2m+2}\|_{L^2} \lesssim \|v_{2m}\|_{L^2} \) by the \( L_2 \)-boundedness of the prolongation operators. The main observation for the proof of (3.5) is that the \( L_2 \)-norms of \( w_{2m+2} \) decay at a geometric rate:

\[
\|w_{2m+2}\|_{L^2}^2 \lesssim 3^{-2(m-j)s_0} \|v_{2j}\|_{L^2}^2, \quad m \geq j,
\]

with the above defined \( s_0 > 1 \).

The proof of (3.7) is tedious but elementary. First observe that by construction we have

\[
\|w_{2m+2}\|_{L^2}^2 \sim 3^{-2m} \sum_e \delta_e(v_{2m})^2 = 3^{-2m} \Sigma_m, \quad m \geq j,
\]

where the summation is with respect to the edges \( e \) of \( \Delta_{2m} \), and the differences

\[
\delta_e(v_{2m}) = v_{2m}(P_+) + v_{2m}(P_-) - v_{2m}(Q_-) - v_{2m}(Q_+)
\]

mimic the mixed second derivative of \( v \) near \( e \). For the notation and some calculations leading to this result, see the previous subsection.

We are going to prove a recursive estimate for \( \Sigma_m \). For further use, note that

\[
\Sigma_m = \frac{1}{2} \sum_P \delta_P(v_{2m})^2, \quad \delta_P(v_{2m}) := \sum_{e : P \in e} \delta_e(v_{2m})^2,
\]

where the summation is now over all vertices \( P \) of \( \Delta_{2m} \). One easily checks that

\[
\Sigma_{m+1} = \sum_e \sum_{e' \in E'_e} \delta_{e'}(v_{2m+2})^2 + \sum_P \sum_{e' \in E'_P} \delta_{e'}(v_{2m+2})^2,
\]

where the outer summations are with respect to edges \( e \) and vertices \( P \) of \( \Delta_{2m+2} \) while for the inner summations \( E'_e \) denotes a group of 5 edges in \( \Delta_{2m+2} \) associated with \( e \) as shown in Figure 4(a), and \( E'_P \) denotes the group of \( 2K_P \) edges in \( \Delta_{2m+2} \) associated with a coarse vertex \( P \) as shown in Figure 4(b). Here \( K_P \) denotes the valence of \( P \).

For evaluating \( \delta_{e'}(v_{2m+2})^2 \), consider the 1-ring of triangles in \( \Delta_{2m} \) attached to \( P \), and denote by \( e_1, e_2, \ldots, e_{K_P} \) the edges in \( \Delta_{2m} \) emanating from \( P \) (ordered counterclockwise). Figure 4(c) shows the chosen notation for the nodal values (denoted by \( a = v_{2m}(P) \) and \( b_i = v_{2m}(P_i), i = 1, \ldots, K_P \)) of \( v_{2m} \) near \( P \), and the
computed nodal values of $v_{2m+2} = I_{2m+2} I_{2m+1} v_{2m}$ at the barycenters $M_i$ of the triangle $PP_i P_{i+1}$, 

$$c_i = v_{2m}(M_i) = \frac{v_{2m}(P) + v_{2m}(P_i) + v_{2m}(P_{i+1})}{3} = \frac{3a + 3b_i + 3b_{i+1}}{9},$$

and at the newly inserted points $P'_i = (2P + P_i)/3$ and $P''_i = (P + 2P_i)/3$ on the edges $e_i = PP_i$ of $\Delta_{2m}$:

$$d'_{i} = \frac{v_{2m}(P) + v_{2m}(M_i) + v_{2m}(M_{i-1})}{3} = \frac{5a + b_{i-1} + 2b_i + b_{i+1}}{9},$$

$$d''_{i} = \frac{v_{2m}(P_i) + v_{2m}(M_i) + v_{2m}(M_{i-1})}{3} = \frac{2a + b_{i-1} + 5b_i + b_{i+1}}{9}.$$

Using the nodal values of $v_{2m+2}$ derived before, one can easily compute that

$$\delta_c(v_{2m+2})^2 = \delta_c(v_{2m})^2/81, \quad e' \in E'_c, \quad i = 1, \ldots, 6.$$ 

This implies

$$\sum_{e} \sum_{e' \subseteq E'_c} \delta_c(v_{2m+2})^2 = 5\Sigma_m/81. \quad (3.10)$$

For the two types of edges in $E'_P$, we have the following. For $e' = PP'_i$ on $e_i$ we have

$$\delta_c(v_{2m+2}) = \frac{4a - b_i - 2 - b_{i-1} + b_{i+1} - b_{i+2}}{9} = \frac{\delta_{e_i-1}(v_{2m}) + 2\delta_{e_i}(v_{2m}) + \delta_{e_{i+1}}(v_{2m})}{9}. \quad (3.11)$$

Similarly, for $e' = P'_i P''_i$ connecting $e_i$ and $e_{i+1}$, we have

$$\delta_c(v_{2m+2}) = \frac{b_{i-1} + b_{i+2} - 2a}{9} = \frac{\delta_{e_i}(v_{2m}) + \delta_{e_{i+1}}(v_{2m})}{9}.$$ 

Thus, we get

$$\sum_{P} \sum_{e' \subseteq E'_P} \delta_c(v_{2m+2})^2 = \sum_{P} \sum_{i=1}^{K_P} (\delta_{e_{i-1}}(v_{2m}) + 2\delta_{e_i}(v_{2m}) + \delta_{e_{i+1}}(v_{2m}))^2 + (\delta_{e_i}(v_{2m}) + \delta_{e_{i+1}}(v_{2m}))^2 = \frac{40}{81} \Sigma_m.$$ 

Substituting this together with $(3.10)$ into $(3.9)$ we see that

$$\Sigma_{m+1} \leq \frac{5}{9} \Sigma_m, \quad m \geq j. \quad (3.11)$$

Further substitution into $(3.8)$ yields

$$\|w_{2m+2}\|_{L_2} \lesssim 3^{-2m} \Sigma_m \lesssim 3^{-2(m-j)}(5/9)^{m-j} 3^{-2} \Sigma_j \lesssim (5/81)^{m-j} \|v_{2j}\|_{L_2}^2.$$ 

This is the desired estimate $(3.7)$. Substitution of the latter into $(3.6)$ yields $(3.5)$ for $0 < s < s_0$:

$$\|I_{2j,2j} v_{2j}\|_{H^s}^2 \lesssim 3^{2j/s} \|v_{2j}\|_{L_2}^2 \left(1 + \sum_{m=j}^{J-1} 3^{2(j-m)(s_0-s)} \right) \lesssim 3^{2j/s} \|v_{2j}\|_{L_2}^2. \quad \Box$$
With the Bernstein-type estimate of Theorem 3.2 established, the upper bound of the norm equivalence stated in Proposition 2.2 follows by a standard argument: Fix \( \epsilon \in (0, 1) \) such that \( 1 + \epsilon < s_0 \), and consider an arbitrary decomposition

\[
\begin{aligned}
u_{2J} &= \sum_{j=0}^{J} \tilde{I}_{2j,2j}w_{2j}, \quad w_{2j} \in S_{2j}.
\end{aligned}
\]

Then, using well-known properties of the Hilbert spaces \( H^1(\mathbb{R}^2) \) and \( H^{1+\epsilon}(\mathbb{R}^2) \), we have

\[
\begin{aligned}
\|u_{2J}\|_{H^1}^2 &= \left( \sum_{j=0}^{J} \|\tilde{I}_{2j,2j}w_{2j}\|_{H^1}^2 \right) \\
&\leq 2 \sum_{j=0}^{J} \sum_{\ell=j}^{J} \left( \|\tilde{I}_{2j,2j}w_{2j}\|_{H^1} \right) \|\tilde{I}_{2\ell,2\ell}w_{2\ell}\|_{H^1} \\
&\lesssim \sum_{j=0}^{J} \sum_{\ell=j}^{J} \|\tilde{I}_{2j,2j}w_{2j}\|_{H^{1+\epsilon}} \|\tilde{I}_{2\ell,2\ell}w_{2\ell}\|_{H^{1-\epsilon}} \\
&\lesssim \sum_{j=0}^{J} \sum_{\ell=j}^{J} 3^{\epsilon(j-\ell)} \left( \|w_{2j}\|_{L_2} \right) \left( 3^\epsilon \|w_{2\ell}\|_{L_2} \right) \lesssim \sum_{j=0}^{J} 3^{2j} \|w_{2j}\|_{L_2}^2.
\end{aligned}
\]

It remains to take the infimum with respect to all admissible decompositions of \( u_{2J} \).

**Remark 3.3.** If we establish the Bernstein estimate (3.3) only in the case \( s = 1 \) (this is what has usually been done in previous investigations for nonnested finite element discretizations), we can still prove the suboptimal bound

\[
\|u_{2J}\|_{H^1}^2 \lesssim J \|u_{2J}\|_1^2.
\]

This follows immediately from

\[
\begin{aligned}
\|u_{2J}\|_{H^1}^2 &\leq \left( \sum_{j=0}^{J} \|\tilde{I}_{2j,2j}w_{2j}\|_{H^1} \right)^2 \\
&\leq \sum_{j=0}^{J} \sum_{\ell=j}^{J} \|\tilde{I}_{2j,2j}w_{2j}\|_{H^1}^2 \\
&\lesssim \sum_{j=0}^{J} 3^{2j} \|w_{2j}\|_{L_2}^2,
\end{aligned}
\]

where the decomposition \( u_{2J} = \sum_{j=0}^{J} \tilde{I}_{2j,2j}w_{2j} \) was chosen arbitrarily.

**Remark 3.4.** If we let \( J \to \infty \), then the above proof establishes de facto that the sequence \( \{\tilde{I}_{2j,2j}v_{2j}, J \geq j\} \) converges in \( H^s \) for any \( s < s_0 \). The limit functions have thus a Sobolev smoothness exponent at least \( s_0 = 1 + \log_3(9/5)/2 = 1.2675... \), independently of \( \Delta_0 \). Figure 5 depicts the limit functions if we set \( J = 0 \) and choose as \( v_0 \) a nodal basis function from \( S_0 \) at vertices of valence 6 and 4.

For a more detailed account on the connection between the smoothness of limit functions for subdivision processes generated by prolongation operators used in multilevel preconditioners for symmetric \( H^1 \)-elliptic problems, and the upper spectral bounds for the resulting multilevel preconditioner, we refer to a recent case study [12] for the nonconforming P1 element.
3.3. General case: Bounded domains and odd \( J \). So far we have only established the theoretical estimate of Proposition 2.2 for \( \{S_2j\} \) and \( \Omega = \mathbb{R}^2 \). The extension to domains will be exemplified with an application to a symmetric \( H_0^1(\Omega) \) elliptic boundary value problem in mind.

From now on, let \( \Omega \) be a bounded polygonal domain satisfying the exterior cone condition, equipped with an appropriate \( \Delta_0 \) such that \( h_0 \sim 1 \). The \( \sqrt{3} \) refinement process as explained in Section 1 yields \( \{\Delta_j\} \), the spaces \( S_j \) consist of all linear finite element functions on \( \Delta_j \) that simultaneously belong to \( H_0^1(\Omega) \), and the prolongations \( I_j : S_{j-1} \to S_j \) are the same as in the \( \mathbb{R}^2 \) case but modified for new vertices at the boundary of \( \Omega \) such that zero Dirichlet boundary conditions are automatically enforced.

**Theorem 3.5.** Suppose the domain \( \Omega \) and the sequences \( \{\Delta_j\}, \{S_j\}, \{I_j\} \) are as described before. Then for the nonnested ladder \( \{S_j\} \) we have the norm equivalence

\[
\|u_J\|_{H^1(\Omega)}^2 \sim |||u_J|||_{1,1}^2 := \inf_{w_j \in S_J, u_J = \sum_{j=0}^J \tilde{I}_j w_j} \sum_{j=0}^J 3^j \|w_j\|_{L^2(\Omega)}^2,
\]

with constants independent of \( u_J \in S_J \) and \( J \geq 0 \).

**Proof.** First, the statement reduces to the following direct analog of Proposition 2.2

\[
\|u_{2J}\|_{H^1(\Omega)}^2 \sim |||u_{2J}|||_1^2 := \inf_{w_2j \in S_{2j}, u_{2J} = \sum_{j=0}^J \tilde{I}_{2j} w_{2j}} \sum_{j=0}^J 3^{2j} \|w_{2j}\|_{L^2(\Omega)}^2.
\]

Indeed, by the definition of the triple norms in (3.12) and (3.13), we obviously have \( |||u_{2J}|||_{2,1}^2 \leq |||u_{2J}|||_1^2 \). For the other direction, take any admissible decomposition

\[
u_{2J} = \tilde{I}_{0,2J} w_0 + \tilde{I}_{1,2J} w_1 + \cdots + w_{2J},\]

and rewrite it in the form

\[
u_{2J} = \tilde{I}_{0,2J} w_0 + \tilde{I}_{2,2J} (I_2 w_1 + w_2) + \cdots + (I_{2J} w_{2J-1} + w_{2J}).\]
Thus,
\[
\|u_{2J}\|_2^2 \leq \|w_0\|_{L^2(\Omega)}^2 + \sum_{j=1}^J 3^{2j} \|I_{2j}w_{2j-1} + w_{2j}\|_{L^2(\Omega)}^2
\]
\[
\lesssim \|w_0\|_{L^2(\Omega)}^2 + \sum_{j=1}^J 3^{2j} (\|w_{2j-1}\|_{L^2(\Omega)}^2 + \|w_{2j}\|_{L^2(\Omega)}^2) \lesssim \sum_{j=0}^{2J} 3^{2j} \|w_j\|_{L^2(\Omega)}^2.
\]

Besides the triangle inequality, we have used the uniform boundedness of the \(L^2\) norm of \(I_j: S_{2j-1} \to S_j\). Taking the infimum with respect to all admissible decompositions, we get \(\|u_{2J}\|_2^2 \lesssim \|u_{2J}\|_{2,1}^2\).

For odd indices, the argument is as follows. Let \(R_{2j}: S_{2j+1} \to S_{2j}\) be the restriction operator that interpolates \(u_{2j+1}\) at the vertices of \(\Delta_{2j}\). Set \(\hat{u}_{2j} = R_{2j}u_{2j+1}\) and \(w_{2j+1} := u_{2j+1} - I_{2j+1}\hat{u}_{2j} \in S_{2j+1}\). By looking at the nodal values of these two finite element functions, it is easy to see that
\[
\|\hat{u}_{2j}\|_{H^1(\Omega)}^2 \lesssim \|u_{2j+1}\|_{H^1(\Omega)}^2, \quad 3^{2j+1} \|w_{2j+1}\|_{L^2(\Omega)} \lesssim \|u_{2j+1}\|_{H^1(\Omega)}.
\]
Thus,
\[
\|u_{2j+1}\|_{H^1(\Omega)}^2 \gtrsim \|\hat{u}_{2j}\|_{H^1(\Omega)}^2 + 3^{2j+1} \|w_{2j+1}\|_{L^2(\Omega)}^2 \gtrsim \|\hat{u}_{2j}\|_{2,1}^2 + 3^{2j+1} \|w_{2j+1}\|_{L^2(\Omega)}^2 \gtrsim \|u_{2j+1}\|_{2,1}^2,
\]

since the admissible decomposition \(\hat{u}_{2j} = \sum_{j=0}^{2j} \tilde{I}_{2j}w_j\), for which
\[
\|\hat{u}_{2j}\|_{H^1(\Omega)}^2 \gtrsim \|u_{2j}\|_{2,1}^2 \gtrsim \sum_{j=0}^{2j} 3^j \|w_j\|_{L^2(\Omega)}^2
\]
due to the already established result for \(S_{2j}\), automatically gives an admissible decomposition for \(u_{2j+1}\):
\[
u_{2j+1} = w_{2j+1} + I_{2j+1}\hat{u}_{2j} = w_{2j+1} + I_{2j+1}\sum_{j=0}^{2j} \tilde{I}_{2j}w_j = \sum_{j=0}^{2j+1} \tilde{I}_{2j+1}w_j.
\]

In the opposite direction, start with an arbitrary decomposition
\[
u_{2j+1} = \sum_{j=0}^{2j+1} \tilde{I}_{2j+1}w_j \equiv w_{2j+1} + I_{2j+1}\sum_{j=0}^{2j} w_j,
\]
and use the boundedness of \(I_{2j+1}: S_{2j} \to S_{2j+1}\) in the \(H^1\) norm and the inverse inequality on \(S_{2j+1}\):
\[
\|u_{2j+1}\|_{H^1(\Omega)}^2 \leq 2\|I_{2j+1}\sum_{j=0}^{2j} w_j\|_{H^1(\Omega)}^2 + \|w_{2j+1}\|_{H^1(\Omega)}^2 \lesssim \sum_{j=0}^{2j+1} 3^j \|w_j\|_{L^2(\Omega)}^2.
\]

In the last step, we have used the already established inequality for even indices. Taking the infimum with respect to all decompositions, we finish the reduction step.

It remains to prove (3.13). This requires only minor changes compared to the proof given in subsections 3.1 and 3.2 which we now list. Note that the basic norm equivalence (3.2) holds also for the case that the definition of the ladder.
\{(S_{2j})\} involves zero Dirichlet boundary conditions, however, with the restriction $1/2 < s < 3/2$; see [14, Theorem 18]. This is enough for the given application since for the lower bound (Section 3.1) we needed only $s = 1$, while the upper bound (Section 3.2) required values $s = 1, 1 \pm \epsilon$ with $0 < \epsilon < 1/2$, which is also covered. As in Section 3.1 the crucial step in the proof of the lower bound is the estimation of $\|\hat{\omega}_{2j+2}\|_{L_2(\Omega)}^2$, which is carried out using the bound (3.4). The only change in (3.4) is that the summation defining $S_{\epsilon}$ for boundary edges in $\Delta_0$ is only with respect to edges $e$ parallel to $e'$ and interior to the only triangle $T_{e',+} \equiv \Omega_{e'}$ from $\Delta_0$ attached to $e'$ (the outer summation has still to be carried out with respect to all edges $e'$ of $\Delta_0$; for interior $e'$ the definition of $S_{\epsilon}$ remains unchanged). The rest of the argument goes through as before, terms for boundary edges can directly be estimated by second order moduli of continuity, and there is no need in using piecewise affine maps.

We also claim that the statement of Theorem 3.2 carries over at least for $1/2 < s < s_0$. The crucial step is proving sufficient geometric decay for $\|w_{2m+2}\|_{L_2}^2$ or, what is the same, for $\Sigma_m$ whose definition changes as follows: According to our boundary treatment the differences $w_{2m+2}$ vanish identically on the boundary. Thus, (3.8) holds if the summation on the right is with respect to all interior edges $e$ of $\Delta_{2m}$ only. This expression is again denoted by $\Sigma_m$.

With this at hand, the estimate $\Sigma_{m+1} \leq (5/9) \Sigma_m$, $m < j$, will not change. Indeed, $\Sigma_{m+1}$ can be split into a sum over edge groups $E'_{e_0}$ associated with the interior edges of $\Delta_{2m}$ and edge groups $E'_{e_{K}}$, associated with vertices of $\Delta_{2m}$. The latter are modified for $P$ on the boundary: Let $e_0, \ldots, e_{K}$ denote the edges emanating from such a $P$, starting from the boundary edge $e_0$ in the counterclockwise direction and ending in another boundary edge $e_{K}$. Then by construction, $\delta_{e_0}(v_{2m}) = \delta_{e_{K}}(v_{2m}) = 0$, and

$$\delta_P(v_{2m})^2 := \sum_{i=1}^{K-1} \delta_{e_i}(v_{2m})^2 \geq K \delta_{e_0}(v_{2m})^2.$$ 

All formulas remain valid; in particular, for edges $e' \in E'_{e_0}$ interior to $\Delta_{2m+2}$, we automatically have $\delta_{e'}(v_{2m+2})^2 = \delta_{e_0}(v_{2m})^2/81 = 0$, while the expressions for edges $e' \in E'_{e_{K}}$ interior to $\Delta_{2m+2}$ close to $e_0$ simplify to $(2\delta_{e_0}(v_{2m}) + \delta_{e_2}(v_{2m+1}))^2/81$, resp. $\delta_{e_1}(v_{2m})^2/81$, and similarly for the edges $e'$ close to $e_{K}$. Thus, the geometric decay of \{\Sigma_m\} (with rate $5/9$) follows by the same estimation steps. All other arguments are the same for domains (with the extension property for Sobolev spaces) and $\mathbb{R}^2$. The visualization of the limit behavior of the prolongation process for $J \to \infty$ provided in Figure 5(c) confirms this. This concludes the proof of Theorem 3.5 \(\square\)

Remark 3.6. Although we have only dealt with the case of homogeneous Dirichlet boundary conditions, it is possible to get optimality results for Neumann and Robin boundary conditions and their combinations as well (under the assumption that the type of boundary condition does not change inside any boundary edge of $\Delta_0$). The treatment of the boundary modifications can be based on the observation that the definition of $I_{2j}$ at newly inserted boundary vertices (by linear interpolation along the boundary edge) can be achieved if we solely use the averaging rule (1.4), after extending functions from $S_{2j-2}$ to the virtual boundary triangles as shown in Figure 6. This extension trick allows us to derive estimates in the case of polygonal domains $\Omega$ by basically reducing them to the $\mathbb{R}^2$ case since the special boundary
Figure 6. (a) Function values near the boundary. (b) Function values after one step of $\sqrt{3}$ refinement. We introduce a virtual triangle to compute the function value outside the domain. (c) The function values that are computed on the boundary after the second step of $\sqrt{3}$ refinement preserve linear functions on the boundary.

rules for prolongations appear now as normal averaging rules for the extension (whose $H^1$ and $L_2$ norms are easily controlled).

4. An optimal BPX-type preconditioner

In this section we provide some numerical evidence concerning the preconditioning performance of BPX-type multilevel solvers for $\sqrt{3}$ refinement covered by our theoretical optimality result (Theorem 3.5, in conjunction with Theorem 2.1). Details will be given for the variational Poisson problem (2.1), where $a_j(\cdot,\cdot)$ is the symmetric, continuous, and coercive bilinear form induced by (1.1), given by the restriction of $a(u,v) \equiv (\nabla u, \nabla v)_{L_2(\Omega)}$ to $S_j$, and $(\cdot,\cdot)_{L_2(\Omega)}$ denotes the $L_2(\Omega)$ scalar product. If we combine Theorem 2.1 and Theorem 3.5 we have so far established that the space splitting

$$\{S_j; a(\cdot,\cdot)\} = \sum_{j=0}^J \tilde{I}_{j,J} \{S_j; 3'(\cdot,\cdot)_{L_2(\Omega)}\}$$

leads to an asymptotically optimal preconditioner for the Galerkin discretization of the Poisson problem on $S_J$. It is customary to replace the auxiliary bilinear forms $b_j(u_j, v_j) = 3'(u_j, v_j)_{L_2(\Omega)}$ appearing in (4.1) by spectrally equivalent forms that lead to even simpler operations $B_j^{-1}$ if implemented in the standard finite element nodal bases in $S_j$.

BPX-type multilevel solvers are characterized by diagonal matrices $B_j$ and $B_j^{-1}$. E.g., we could use the $L_2$-stability of the nodal bases $\Phi_j := \{\phi_{j,P}\}$ in $S_j$, which can be written in the form

$$3'\|\sum_{P} c_{j,P} \phi_{j,P}\|_{L_2(\Omega)}^2 \sim \sum_{P} c_{j,P}^2 \sim \sum_{P} c_{j,P}^2 a(\phi_{j,P}, \phi_{j,P}).$$
Here summation is with respect to all interior vertices \( P \) in \( \Delta_j \), and constants are independent of \( \{c_{j,P}\} \) and \( j \). If we choose one of the latter two expressions (representing the squares of certain \( \ell_2 \) coefficient norms on \( S_j \)), the resulting auxiliary \( b_j(\cdot,\cdot) \) lead to \( B_j = I_{\Delta_j} \), resp. \( B_j = \text{diag}(a(\phi_{j,P}, \phi_{j,P})) \), and are easy to implement.

Another natural version of a BPX-type preconditioner results from a reinterpretation of the additive space splitting (4.1) in terms of frames. Substituting the first part of (4.2) into the norm equivalence of Theorem 3.5 we have

\[
\|u_{j}\|_{H^1(\Omega)}^2 \approx \inf_{u_{j}=\sum_{P} c_{j,P} \tilde{I}_j, j\phi_{j,P}} \sum_{j=0}^{J} \sum_{P} c_{j,P}^2, \quad u_{j} \in S_{j}. \tag{4.3}
\]

This means that the redundant system \( \bigcup_{j=0}^{J} \tilde{I}_j, j\Phi_{j} \) is a frame in the finite-dimensional space \( S_{j} \) equipped with the Hilbert space structure inherited from \( H^1(\Omega) \), resp. from the bilinear form \( a(\cdot,\cdot) \), with frame bounds independent of \( J \). Moreover, this frame generates an asymptotically optimal preconditioning method (with \( B_j \) the identity operator). These properties do not change if we rescale the functions \( \tilde{\phi}_{j,P} := \tilde{I}_j, j\phi_{j,P} \in S_{j} \) to \( d_{j,P}^{-1}\tilde{\phi}_{j,P} \) with constants \( d_{j,P} \sim 1 \). Popular choices are

\[
d_{j,P}^{(1)} = 3^{j/2} \|\phi_{j,P}\|_{L_2(\Omega)} \tag{4.4}
\]

or

\[
d_{j,P}^{(2)} = \sqrt{a(\tilde{\phi}_{j,P}, \tilde{\phi}_{j,P})}. \tag{4.4}
\]

Given that \( d_{j,P}^{(1)} \sim d_{j,P}^{(2)} \sim 1 \) has been validated numerically, a formal proof is left as an exercise to the reader. We note that the recursive implementation of the preconditioner corresponding to these frames can be recovered from Theorem 2.1 by setting \( P_j = I_j \) and \( B_j = \text{diag}(\{d_{j,P}^{(2)}\}) \). In the tests below, we have used both the standard BPX, where \( d_{j,P} = 1 \), and the so-called multilevel diagonal scaling version of BPX (for short MDS-BPX), where \( d_{j,P} = d_{j,P}^{(2)} \) is given by (4.4).

We can also define the corresponding hierarchical basis (HB) preconditioners by reducing the number of functions in the above frame systems: We only take those \( \phi_{j,P} \) corresponding to the newly created interior vertices in \( \Delta_j \). It can be shown using standard techniques combined with the properties that we derived for the BPX-type preconditioners that such an HB system is indeed a basis in \( S_{j} \), and leads to a preconditioner \( C_j \) with condition number bounds of the order \( \text{cond}(C_j A_j) = O(J^2) \), which is similar to Yserentant’s result in [15].

We conclude this section by presenting some numerical tests. We solve the Poisson problem (1.1) on the unit square, where we choose the initial triangulation \( \Delta_0 \) as indicated in Figure 7 and where \( f \) is such that the exact solution \( u \) is given by \( x(1-x)y(1-y) \). The starting vector for each iteration is \( u_j^{(0)} = 0 \). We stop the conjugate gradient iteration if the \( H^1 \)-norm of the residual is proportional to the a priori bound for the discretization error, i.e., if

\[
\|r_j\|_{H^1} \leq c_0 h .
\]

Table 1 and Table 2 show the results for a regular, resp. irregular, triangulation \( \Delta_0 \) with \( c_0 = 0.01 \). Both tables have the same structure. The first column contains the maximum resolution level \( J \). Then we distinguish between the results for the BPX preconditioner based on linear averaging \( \sqrt{3} \) subdivision and the results for the classical BPX preconditioner from [3]. For each preconditioner we display the size of the underlying frame system denoted by \( \text{dim} \), an estimate of the spectral...
condition number $\kappa$ of the system matrix for the linear system of equations that is solved, the $H^1$-norm of the residuals corresponding to the approximate solution, and the number of iterations that are needed to reach discretization error accuracy.

![Figure 7](image)

(a) regular triangulation  
(b) irregular triangulation

**Figure 7.** Initial triangulations $\Delta_0$ used in the numerical tests

**Table 1.** Iteration history for the Poisson problem where $\Delta_0$ is as in Figure 7(a). We compare the linear averaging $\sqrt{3}$ subdivision BPX preconditioner with the classical BPX preconditioner.

<table>
<thead>
<tr>
<th>$J$</th>
<th>dim</th>
<th>$\kappa$</th>
<th>residual</th>
<th>#iter</th>
<th>dim</th>
<th>$\kappa$</th>
<th>residual</th>
<th>#iter</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>28</td>
<td>3.91</td>
<td>1.59e-3</td>
<td>5</td>
<td>59</td>
<td>5.31</td>
<td>7.56e-4</td>
<td>7</td>
</tr>
<tr>
<td>4</td>
<td>92</td>
<td>6.32</td>
<td>4.43e-4</td>
<td>7</td>
<td>284</td>
<td>7.06</td>
<td>6.036e-4</td>
<td>9</td>
</tr>
<tr>
<td>5</td>
<td>318</td>
<td>7.32</td>
<td>2.85e-4</td>
<td>8</td>
<td>1245</td>
<td>8.27</td>
<td>2.58e-4</td>
<td>11</td>
</tr>
<tr>
<td>6</td>
<td>994</td>
<td>8.39</td>
<td>2.04e-4</td>
<td>9</td>
<td>5214</td>
<td>9.22</td>
<td>1.10e-4</td>
<td>13</td>
</tr>
<tr>
<td>7</td>
<td>3128</td>
<td>8.90</td>
<td>1.12e-4</td>
<td>10</td>
<td>21343</td>
<td>9.99</td>
<td>4.54e-5</td>
<td>15</td>
</tr>
<tr>
<td>8</td>
<td>9528</td>
<td>9.53</td>
<td>5.40e-5</td>
<td>11</td>
<td>86368</td>
<td>10.64</td>
<td>3.49e-5</td>
<td>16</td>
</tr>
<tr>
<td>9</td>
<td>29050</td>
<td>9.81</td>
<td>2.92e-5</td>
<td>12</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>10</td>
<td>87614</td>
<td>10.25</td>
<td>3.02e-5</td>
<td>12</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

The remaining Tables 3 and 4 show the results for the BPX-MDS preconditioner and, for comparison, for the suboptimal HB-MDS preconditioner. Note that multilevel diagonal scaling leads to slight improvements, and that (as expected) the hierarchical basis preconditioner needs generally more iterations to reach the target accuracy. The reported cpu times are only of relative value (the C++ implementation used was run on a laptop with an Intel Pentium M 2 GHz processor, and about 1 GB RAM); they however show that no significant penalty seems to result from the nonstandard rules of our regularized $\sqrt{3}$ refinement.
Table 2. Iteration history for the Poisson problem where Δ₀ is as in Figure 7 (b). We compare the linear averaging √3 subdivision BPX preconditioner with the classical BPX preconditioner.

<table>
<thead>
<tr>
<th>J</th>
<th>√3</th>
<th>dyadic</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>dim</td>
<td>κ residual</td>
</tr>
<tr>
<td>1</td>
<td>13</td>
<td>3.62</td>
</tr>
<tr>
<td>2</td>
<td>44</td>
<td>5.46</td>
</tr>
<tr>
<td>3</td>
<td>156</td>
<td>8.98</td>
</tr>
<tr>
<td>4</td>
<td>490</td>
<td>13.81</td>
</tr>
<tr>
<td>5</td>
<td>1553</td>
<td>17.08</td>
</tr>
<tr>
<td>6</td>
<td>4740</td>
<td>23.06</td>
</tr>
<tr>
<td>7</td>
<td>14488</td>
<td>27.78</td>
</tr>
<tr>
<td>8</td>
<td>43730</td>
<td>23.40</td>
</tr>
<tr>
<td>9</td>
<td>132021</td>
<td>6.05e-5</td>
</tr>
</tbody>
</table>

Remark 4.1. In practical situations one would use nested iteration, i.e., in an outer iteration loop going from a sufficiently coarse resolution level to the finest resolution level J one would compute the solution at each level with the multilevel preconditioner.

Table 3. Iteration history and timings for the Poisson problem, where Δ₀ is as in Figure 7 (a). We compare the linear averaging √3 subdivision MDS-BPX preconditioner with the classical MDS-BPX preconditioner.

<table>
<thead>
<tr>
<th>J</th>
<th>√3</th>
<th>dyadic</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>dim</td>
<td>κ residual</td>
</tr>
<tr>
<td>3</td>
<td>28</td>
<td>4.43</td>
</tr>
<tr>
<td>4</td>
<td>92</td>
<td>4.95</td>
</tr>
<tr>
<td>5</td>
<td>318</td>
<td>6.19</td>
</tr>
<tr>
<td>6</td>
<td>994</td>
<td>6.26</td>
</tr>
<tr>
<td>7</td>
<td>3128</td>
<td>7.03</td>
</tr>
<tr>
<td>8</td>
<td>9528</td>
<td>6.88</td>
</tr>
<tr>
<td>9</td>
<td>29050</td>
<td>7.39</td>
</tr>
<tr>
<td>10</td>
<td>87014</td>
<td>7.16</td>
</tr>
</tbody>
</table>

Table 4. Iteration history and timings for the Poisson problem, where Δ₀ is as in Figure 7 (a). We compare the linear averaging √3 subdivision MDS-HB preconditioner with the classical MDS-HB preconditioner.

<table>
<thead>
<tr>
<th>J</th>
<th>√3</th>
<th>dyadic</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>dim</td>
<td>κ residual</td>
</tr>
<tr>
<td>3</td>
<td>22</td>
<td>2.36</td>
</tr>
<tr>
<td>4</td>
<td>64</td>
<td>3.94</td>
</tr>
<tr>
<td>5</td>
<td>226</td>
<td>5.81</td>
</tr>
<tr>
<td>6</td>
<td>676</td>
<td>7.93</td>
</tr>
<tr>
<td>7</td>
<td>2134</td>
<td>9.78</td>
</tr>
<tr>
<td>8</td>
<td>6400</td>
<td>12.38</td>
</tr>
<tr>
<td>9</td>
<td>19522</td>
<td>14.89</td>
</tr>
<tr>
<td>10</td>
<td>58564</td>
<td>18.04</td>
</tr>
</tbody>
</table>

Remark 4.1. In practical situations one would use nested iteration, i.e., in an outer iteration loop going from a sufficiently coarse resolution level to the finest resolution level J one would compute the solution at each level with the multilevel preconditioner.
Figure 8. We compare our regularized $\sqrt{3}$ refinement with parametric $\sqrt{3}$ refinement. We applied 5 steps of refinement to the irregular initial triangulation $\Delta_0$ from Figure 7 (b). Parametric $\sqrt{3}$ refinement, where always the barycenters of the triangles are inserted, degenerates in this case.

preconditioned conjugate gradient method from the solution obtained at the previous coarser level as an initial guess. At each level, the internal iteration is stopped if the energy norm of the residual is comparable to the discretization error on that level. We did not use nested iteration in Tables 1–4 because our intention here was to demonstrate the full power of the preconditioners themselves.

Remark 4.2. Computing the $H^1$-norm of the residual $r_J$ is easy. For an optimal preconditioner such as the BPX preconditioner one can prove that the energy norm of the residual is equivalent to the $\ell_2$-norm of the residual of the preconditioned discretized system; see, e.g., [9]. Although the MDS-HB preconditioner is not an optimal preconditioner, we have also used the $\ell_2$-norm of the residual in this case.

Remark 4.3. In this last remark, we provide additional motivation for using regularized $\sqrt{3}$ refinement, as adopted throughout this paper. $\sqrt{3}$ refinement was originally introduced by Kobbelt ([10]) in a parametric version; i.e., for the linear averaging rule, new interior vertices are always inserted at the barycenter of the old triangle so that the same subdivision rules apply for odd and even refinement steps (and not only for odd refinement steps as in our regularized variant). Despite its advantages in subdivision theory, the parametric approach has some serious drawbacks for our purposes here. Figure 8 shows that the parametric $\sqrt{3}$ refinement leads to a degenerate triangulation after 5 steps of refinement, due to the single pair of triangles in $\Delta_0$ of Figure 7 (b) with an angle greater than 90 degrees. The regularized $\sqrt{3}$ refinement used throughout this paper never does degenerate, provided that $\Delta_0$ and its first refinement $\Delta_1$ are conforming triangulations. Moreover, it ensures that

$$\Delta_0 \rightarrow \Delta_2 \rightarrow \Delta_4 \rightarrow \cdots$$

corresponds to regular triadic refinement, which was heavily used in the analysis.
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