DILATIONAL INTERPOLATORY INEQUALITIES
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ABSTRACT. Operationally, index functions of variable Hilbert scales can be viewed as generators for families of spaces and norms and, thereby, associated scales of interpolatory inequalities. Using one-parameter families of index functions based on the dilations of given index functions, new classes of interpolatory inequalities, dilational interpolatory inequalities (DII), are constructed. They have ordinary Hilbert scales (OHS) interpolatory inequalities as special cases. They represent a precise and concise subset of variable Hilbert scales interpolatory inequalities appropriate for deriving error estimates for peak sharpening deconvolution. Only for Gaussian and Lorentzian deconvolution do the DIIs take the standard form of OHS interpolatory inequalities. For other types of deconvolution, such as a Voigt, which is the convolution of a Gaussian with a Lorentzian, the DIIs yield a new class of interpolatory inequality. An analysis of deconvolution peak sharpening is used to illustrate the role of DIIs in deriving appropriate error estimates.

1. Introduction

In the analysis of the numerical performance of traditional regularization methods (Engl et al. [5]), interpolatory inequalities between the norms $\|u\|_a$, $a \in \mathbb{R}_+$, generated by an appropriate scale (family) of Hilbert spaces $H_a = \text{Domain}(T^{a/2})$, play the central role. In terms of the original concept of a Hilbert scale, as introduced by Krein and Petunin [12] and generated by a densely-defined, unbounded, self-adjoint and strictly positive operator $T$, such inequalities take the form

$$\|u\|_{\theta r+(1-\theta)s} \leq \|u\|_r^\theta \|u\|_s^{1-\theta}, \quad r < s, \quad 0 \leq \theta \leq 1,$$

where $\|u\|_a = \|T^{a/2}u\|$. Through the appropriate choice of $T$ and the values for $r$ and $s$, the corresponding inequality (1) can be used to derive estimates for the error $e$ of the regularized solution of improperly posed operator equations that simultaneously take account of both the compact and smoothing nature of the operator (Groetsch [7], Natterer [17], Schröter and Tautenhahn [21], Tautenhahn [22]). Typically, such inequalities lead to bounds for the error $e$ of the form $\|e\| \leq C\delta^\theta$, where $\delta$ is a measure of the error in the data.

When utilizing such inequalities to derive error estimates for linear improperly posed problems, it was observed by various authors that realistic error estimates could only be derived for a subset of linear improperly posed operator equations. This led to the need to construct more general counterparts of the inequality (1). Hegland [8], [9], by exploiting the spectral decomposition of an appropriately chosen operator $T$, first introduced the concept of a variable Hilbert scale (VHS) for a quite
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general index function \( \phi \). Then, by invoking appropriate regularity about the choice of the index function, Hegland established how more general counterparts of the interpolatory inequality (1) could be constructed.

The utility of this basic concept of VHS, in deriving more representative interpolatory inequalities, error estimates and convergence rates for the regularized solution of improperly posed operator equations, has been subsequently exploited and/or modified by various authors including Nair et al. [16], Mathé and Pereverzev [13, 14], Mathé and Tautenhahn [15] and Bégout and Soria [3].

VHS interpolatory inequalities not only overcome the mentioned shortcoming of interpolatory inequalities of the form (1), but also allow a greater variety of interpolatory inequalities to be constructed. It is this aspect that is pursued in this paper. A recent example can be found in Nair et al. [16]. In our paper, the VHS framework and associated index functions are introduced using the spectral theorem for positive definite self-adjoint operators. The special subclass of dilational Hilbert scales (DHS) is then defined, and new families of interpolatory inequalities are derived and applied.

The motivation is the analysis of deconvolution peak sharpening (Hegland and Anderssen [11]). For a given peak function \( b(t) \in L_2(\mathbb{R}) \), its corresponding dilations will be denoted by

\[
b_\gamma(t) = \frac{1}{\gamma} b(t/\gamma), \quad 0 < \gamma < \infty,
\]

and the associated convolution operators by

\[
B_\gamma f := b_\gamma * f := \int_{-\infty}^{\infty} b_\gamma(x - y)f(y)dy.
\]

In the sequel, the scaling \( \gamma \) is chosen so that \( \gamma = 1 \) defines the observational process that is performed in applications, such as various forms of spectroscopy (as discussed in Section 3). Consequently, \( B \) models, via the equations

\[
u = Bf, \quad B = B_1,
\]

the convolutional broadening that the measurement process has imposed on the exact spectrum \( f \) to give the observed signal \( u \).

When \( b(t) \) is the Gaussian peak

\[
g(t) = \exp(-t^2/2),
\]

the convolutional relationship

\[
g = g_\alpha * g_\beta, \quad 1 = \alpha^2 + \beta^2,
\]

can be used to factor

\[
u = g * f = Gf
\]

in the following manner

\[
u = G_\alpha G_\beta f = G_\alpha z, \quad z = G_\beta f
\]

with \( \alpha \) determining the proportion of the full broadening to be deconvolved and \( \beta \) the maximum extent of the broadening that the resulting solutions will have. From an interpolatory inequality perspective, \( \beta \) represents the characterization of the source condition. In this way, \( \alpha \) and \( \beta \) perform a trade-off between the amount of deconvolution to be performed and the achievable rates of convergence, as outlined in Section 3.
Though, in general, such an explicit decomposition does not hold for non-Gaussian and non-Lorentzian peak broadening, it can be adapted for dilational models, with peak functions \( b(t) \). An important example is the Voigt peak [18], which is formed by convolving a Gaussian peak with a Lorentzian. The adaptation is achieved by performing the decomposition

\[
4 \quad u = Bf = BB_\beta^{-1}B_\beta f = \tilde{B}_\beta z, \quad \tilde{B}_\beta = BB_\beta^{-1}, \quad z = B_\beta f, \quad 0 < \beta < 1,
\]

where the operator \( \tilde{B}_\beta \) is well defined on the \( H_\beta := \text{Range}(B_\beta) \). Thus, \( \tilde{B}_\beta \) and \( \tilde{B}_\beta z = u \) correspond, respectively, to the “sharpening operator” and “sharpening equation”, while any regularization method used to solve it will be referred to as a “sharpening procedure”. Since the exact solution \( z \in H_\beta \), this can be viewed as the source condition which controls the achievable rates for a given regularization methodology. A discussion about how \( z = B_\beta f \) provides an appropriate source condition is given in Section 3. For example, for spectral sharpening with known peak function \( b(t) \), interpolation inequalities of the following form are required:

\[
\| B_\beta v \| \leq F(\| v \|, \| Bv \|), \quad v \in L_2(\mathbb{R})
\]

where the structure of the function \( F \) highlights the trade-off between \( \| v \| \) and \( \| Bv \| \). It is shown in the sequel that, in particular, one has, in many situations, relationships of the form

\[
\| B_\beta v \| \leq \frac{\| v \|}{a(\beta a^{-1}(\| v \|^2/\| Bv \|^2))^{1/2}}
\]

where \( a(t) = 1/|\hat{b}(t)|^2 \), and \( \hat{b} \) denotes the Fourier transform of \( b \). In fact, this inequality recovers the standard interpolation inequalities for both Gaussian and Lorentzian peaks.

An application of this inequality arises when \( b(t) \) is the convolution of a Gaussian with a Lorentzian peak, the Voigt peak (with \( \hat{b}(t) = \exp(-t^2/2)\exp(-\mu t/2) \)), which is common in applications [18], yields

\[
\| B_\beta v \| \leq \| Bv \| \zeta(v) \| v \|^1 - \zeta(v)
\]

where

\[
\zeta(v) = \beta^2 + \frac{\mu(1 - \beta)\beta}{(1 + \mu/(2|\log(\epsilon)|))},
\]

for some \( \| Bv \|/\| v \| \leq \epsilon \leq 1 \).

For the exponential peak with \( b(\nu) = \exp(-|\nu|) \), we derive the new interpolation inequality

\[
(5) \quad \| B_\beta v \| \leq \frac{\| Bv \| \| v \|}{(\beta^2 \| v \| + (1 - \beta^2)\| Bv \|)}.
\]

By deriving various lower bounds for the denominator in this last equation, the following upper bounds can be determined, which hold for all \( \beta \),

\[
\| B_\beta v \| \leq \begin{cases} 
(a) & \beta^{-2}\| Bv \|, \\
(b) & \| Bv \| \beta^2 \| v \|^{1 - \beta^2}.
\end{cases}
\]

These bounds illustrate some interesting features about exponential peak deconvolution. The first bound (a) illustrates that exponential peak deconvolution is properly posed as the norm of the reconstruction error \( \| B_\beta v \| \) is proportional to
the norm of the observational error $\|Bv\|$. In a way, it is a reflection of the cusp in the exponential peak at the origin. It is a useful fact when $\beta \sim 1$, as little deconvolution is being performed. On the other hand, as $\beta \to 0$, the deconvolution becomes strongly ill-conditioned. Now, the bound \( b \) gives the more appropriate assessment of the situation.

The paper has been organized in the following manner. A very general Hilbert scale (VHS) inequality is proved in Section 2 along with a general Hölder inequality. The Hilbert scales based on dilations of index functions are then introduced. Their interpolation inequalities (DIIs) are then derived from the general VHS interpolation inequality. Both cases of increasing index functions (leading to “positive norms”) and decreasing index functions (leading to “negative norms”) are considered. In Section 3, the DIIs are applied to derive error bounds for peak sharpening procedures. Initially, various bounds and results for general peaks are derived. The error bounds for the sharpening of Gaussian, Lorentzian, Voigt and exponential peaks are then given. The bounds for the Gaussian and Lorentzian peaks can also be obtained from the classical Hilbert scale theory and are confirmed by the DII theory. The error bounds for Voigt and exponential peaks, however, cannot be obtained using the classical theory. Consequently, a new framework and theory is required. It turns out that the best error bounds are derived when using the negative norms and by interpreting the sharpening procedure as a mollification process. Conclusions are given in Section 4 along with a brief overview of some open problems.

2. Variable and dilational Hilbert scales

The spectral theorem for a positive definite selfadjoint operator $T$ on a Hilbert space $H$ (see, e.g., [20]) induces (for each $T$) a family $E(\lambda)$ of orthogonal projections such that $E_{f,g}(\lambda) := (E(\lambda)f, g)$ defines a Stieltjes measure on $(0, \infty)$ and

$$
(Tf, g) = \int_0^\infty \lambda dE_{f,g}(\lambda)
$$

for all $g \in H$ and $f \in D(T)$ (the domain of $T$). One can see that $(E(\lambda)f, g)$ is right semi-continuous. In applications, the operator $T$ is often a differential operator like the Laplacian. Intuitively, this representation generalizes the concept of an eigenvalue decomposition of a real symmetric matrix.

Following the definition in [9], let any continuous function $\phi : (0, \infty) \to (0, \infty)$ be called an index function. Then

$$
(f, g)_\phi := \int_0^\infty \phi(\lambda)dE_{f,g}(\lambda), \quad \|f\|_{\phi}^2 = (f, f)_\phi
$$

is a densely defined bilinear form on $H$ with scalar product $(\cdot, \cdot)_\phi$. Let the closure of the domain of this bilinear form be denoted $H_\phi$. Note that $H_\phi$ then becomes a Hilbert space with scalar product $(\cdot, \cdot)_\phi$ and we call the set of all possible $H_\phi$ a variable Hilbert scale.

In [3], Bézout and Soria introduce a generalization of the Hölder inequality for $L^p$ spaces. It turns out that this inequality is closely connected to the “variable Hilbert scale” inequality introduced by Hegland in [9]. There are two main differences between the two results: First, the variable Hilbert scale inequality uses the spectral measure to define the underlying norms, while the Hölder inequalities are based on the Lebesgue measure; second, the two inequalities are slightly different in their
conditions and bounds. In the next theorem, we give both results together with a proof which is an adaptation of the proof in [3]. While the first result could be obtained by replacing the $f$ of [3] by 1 and setting $d\mu$ in Theorem 2.1 in [3] to be $dE_{f,f}$, for a generic $f$, it is simpler to give the adapted proof. The second inequality given in the next theorem is a generalization of the result in [9], with a simpler proof given below. In the following, it will be assumed that products of index functions are defined pointwise; i.e.,

$$(\phi\theta)(\lambda) = \phi(\lambda)\theta(\lambda).$$

**Theorem 1.** Let $\phi, \psi$ and $\theta$ be three index functions and $\Phi$ and $\Psi$ concave functions $(0, \infty) \to (0, \infty)$.

- (Generalized Hölder Inequality) If

$$1 \leq \Phi(\phi(\lambda))\Psi(\psi(\lambda)) \quad \text{a.e.,}$$

then

$$1 \leq \Phi(\|f\|_{\phi\theta}^2/\|f\|_{\phi\theta}^2)\Psi(\|f\|_{\psi\theta}^2/\|f\|_{\psi\theta}^2)$$

for all $f \in H_{(\phi+\psi+1)\theta}$.

- (Variable Hilbert Scale Inequality) If

$$\phi(\lambda) \leq \Psi(\psi(\lambda)) \quad \text{a.e.,}$$

then

$$\|f\|_{\phi\theta}^2/\|f\|_{\phi\theta}^2 \leq \Psi(\|f\|_{\psi\theta}^2/\|f\|_{\psi\theta}^2)$$

for all $f \in H_{(\phi+\psi+1)\theta}$.

**Proof.** In the following, let the measure $\nu$ be defined by

$$d\nu(\lambda) = \|f\|_{\phi\theta}^2\theta(\lambda)dE_{f,f}(\lambda)$$

for $f \in H_{(\phi+\psi+1)\theta}$. By definition, because $\theta$ is positive and the integral of $d\nu$ equals 1, $\nu$ is a probability measure.

From the inequality (6), one obtains

$$1 = \int_0^\infty d\nu(\lambda) \leq \int_0^\infty \Phi^{1/2}(\phi(\lambda))\Psi^{1/2}(\psi(\lambda))d\nu(\lambda).$$

After taking the square of the right-hand side, an application of the Cauchy-Schwarz inequality yields

$$1 \leq \int_0^\infty \Phi(\phi(\lambda))d\nu(\lambda) \int_0^\infty \Psi(\psi(\lambda))d\nu(\lambda).$$

Since both $\Phi$ and $\Psi$ are concave, one uses the (inverse) Jensen inequality to obtain

$$1 \leq \Phi\left(\int_0^\infty \phi(\lambda)d\nu(\lambda)\right) \Psi\left(\int_0^\infty \psi(\lambda)d\nu(\lambda)\right).$$

The required inequality (7) is then obtained by replacing $d\nu(\lambda)$ by its definition.

From the inequality (8) one obtains

$$\int_0^\infty \phi(\lambda)d\nu(\lambda) \leq \int_0^\infty \Psi(\psi(\lambda))d\nu(\lambda) \leq \Psi\left(\int_0^\infty \psi(\lambda)d\nu(\lambda)\right)$$

using again the inverse Jensen inequality. The required inequality (9) is then obtained by replacing $d\nu(\lambda)$ by its definition. □
On choosing \( \phi(\lambda) = \lambda^{-m}, \psi(\lambda) = \lambda^m \) and \( \theta(\lambda) = 1 \) and \( \Phi(\lambda) = \Psi(\lambda) = \lambda \) in the generalized Hölder inequality, a special case of a generalized Hölder inequality which holds for Sobolev spaces (see [1] p. 50) is recovered; namely,
\[
\|f\|_2 \leq \|f\|_{-m} \|f\|_m
\]
where \( \|f\|_{-m} := \|f\|_\phi \) and \( \|f\|_m := \|f\|_\psi \).

The (original) interpolation inequality for variable Hilbert scales (see Theorem 2.2 in [9]) can now be obtained from Theorem 1 by choosing \( \Psi = \phi^{-1} \circ \psi \).

**Corollary 1** (Interpolation inequality [9]). Let \( \phi, \psi \) and \( \theta \) be index functions.

- If \( \phi \circ \psi^{-1} \) is concave, then
\[
\|f\|_{\phi \circ \psi^{-1}} \leq \|f\|_{\phi \circ \psi^{-1}(\|f\|_{\psi}/\|f\|_\phi)} \quad f \in H_{(\phi+\psi+1)\theta}, \quad f \neq 0.
\]
- If \( \phi \) and \( \psi \) are strictly increasing and \( \phi \circ \psi^{-1} \) is concave, then
\[
\phi^{-1}(\|f\|_{\phi \circ \psi^{-1}}) \leq \psi^{-1}(\|f\|_{\phi \circ \psi^{-1}(\|f\|_{\psi}/\|f\|_\phi)}) \quad f \in H_{(\phi+\psi+1)\theta}, \quad f \neq 0.
\]

**Proof.** Choosing \( \Psi(\lambda) = \phi \circ \psi^{-1}(\lambda) \), it follows that \( \phi(\lambda) = \Psi(\psi(\lambda)) \). Furthermore, \( \Psi \) is concave. The following inequality then follows from Theorem 1
\[
\frac{\|f\|_{\phi \circ \psi^{-1}}}{\|f\|_{\phi \circ \psi^{-1}}^2} \leq \phi(\psi^{-1}(\|f\|_{\psi}/\|f\|_\phi))
\]
which can be rearranged to give the first inequality. The second inequality follows from the monotonicity of \( \phi^{-1} \). \( \square \)

We now recover the (ordinary) Hilbert scale inequalities from both inequalities of Theorem 1. First choose \( \theta(\lambda) = 1, \phi(\lambda) = \lambda^{-r}, \psi(\lambda) = \lambda^r, \Psi(\lambda) = \lambda^{s/(s+r)} \) and \( \Phi(\lambda) = \lambda^{r/(s+r)} \) for some \( s, r > 0 \). Consequently, \( \Phi \) and \( \Psi \) are both concave and, furthermore,
\[
\Phi(\phi(\lambda)) \Psi(\psi(\lambda)) = \lambda^{-rs/(s+r)} \lambda^{sr/(s+r)} = 1.
\]
Hence, the conditions for the generalised Hölder inequality are fulfilled and one gets from Theorem 1 the inequality
\[
1 \leq \left( \frac{\|f\|^2_s}{\|f\|^2_\phi} \right)^{s/(s+r)} \left( \frac{\|f\|^2_\psi}{\|f\|^2_\psi} \right)^{r/(s+r)}
\]
where \( \| \cdot \|_s = \| \cdot \|_\phi \) and \( \| \cdot \|_r = \| \cdot \|_\psi \). From this, one obtains the classical bound
\[
\|f\| \leq \|f\|_{s/(s+r)} \|f\|^{r/(s+r)}_s,
\]
which is a special case of the standard interpolatory inequality (1). In order to get this bound one needed to “solve” the inequality for \( \|f\| \), which is possible for this special case but not in general. This is one motivation for the variable Hilbert scale inequality. In order to recover the classical inequality from inequality (9), one chooses \( \theta(\lambda) = \lambda^{-r}, \phi(\lambda) = \lambda^r, \psi(\lambda) = \lambda^{s+r}, \) and \( \Psi(\lambda) = \phi(\psi^{-1}(\lambda)) = \lambda^{r/(s+r)} \).

Then inequality (9) becomes
\[
\|f\|^2_s \leq \left( \frac{\|f\|^2_\psi}{\|f\|^2_\psi} \right)^{r/(s+r)}
\]
and a simple multiplication of both sides with \( \|f\|^2_{-r} \) gives the classical bound (12).

The variable Hilbert scales are used to derive error bounds for the regularization techniques for \( Af = u \) given \( u_\delta \) for which \( \|u_\delta - u\| \leq \delta \). These error bounds rely on
source conditions \( f \in R(B) \) for some operator \( B \). For the OHS, one requires that \( B \) commutes with \( A^* A \), i.e., \( B = \psi(A^* A) \). In the classical theory, one requires that the source condition holds for some \( B = (A^* A)^* \).

2.1. Scales of dilational interpolatory inequalities (DII). Two different classes of dilational interpolatory inequalities are introduced, as they lead to different types of error analysis for deconvolutional peak sharpening.

2.1.1. Positive index dilational interpolatory inequalities (PIDII). A new special family of variable Hilbert scales can be generated for a monotonically increasing index function \( q : [0, \infty) \to [0, \infty) \) with \( q(0) = 0 \), when the index functions are all of the form \( \phi(\lambda) = 1 + c q(s\lambda) \), with \( s > 0 \) and \( c > 0 \). The corresponding norms are defined to be

\[
\| f \|_s^q = \| f \|^2 + c \int_0^\infty q(s\lambda) dE_{f,f}(\lambda).
\]

The Hilbert space with norm \( \| \cdot \|_s \) will be denoted by \( H_s \). As the index functions are obtained from dilations of the original function \( q(\lambda) \), we will refer to this family of variable Hilbert scales as dilational Hilbert scales (DHS). Because the generating index function \( q \) is monotonically increasing, it follows that, for \( s \leq t \) and \( f \in H_t \), \( \| f \|_s \leq \| f \|_t \), which implies the existence of a continuous embedding \( H_s \hookrightarrow H_t \). Since \( q(0) = 0 \), it follows that \( \| f \|_0 = \| f \| \) and \( H_0 = H \).

While there is no \( a(\cdot) \) such that the DHS generated by \( a(\cdot) \) and \( T \) are equal to the OHS generated by \( T \), the OHS can still be generated as a DHS.

**Proposition 1.** If \( A \) is a positive definite operator and \( T = e^A \), then the OHS generated by \( T \) is equal to the DHS generated by \( A \) with \( a(\lambda) = e^\lambda \).

**Proof.** The proof shows that the norms \( \| \cdot \|_s \) are the same in both cases. In the first case, the norm is

\[
\| f \|_s := \int_0^\infty \lambda^s dE_{f,f}(\lambda)
\]

where \( dE_{f,f}(\lambda) \) is the spectral measure of \( T \). The DHS generated by \( A \) with \( a(\lambda) = e^\lambda \) has the norm

\[
\| f \|_s^\# := \int_0^\infty e^{su} d\tilde{E}_{f,f}(\mu)
\]

where \( d\tilde{E}_{f,f}(\mu) \) is the spectral measure generated by \( A \). A consequence of the spectral theorem for selfadjoint operators is \( \tilde{E}_{f,f}(\mu) = E_{f,f}(e^\mu) \). Consequently, the two Hilbert scales are the same. \( \square \)

It follows that the dilational Hilbert scale, generated by the positive definite operator \( A \) with \( a(\lambda) = \exp(\lambda) \), consists of spaces \( H_s = R(e^{-sA}) \), where \( R(e^{-tA}) \) is the range of the elements \( e^{-tA} \) of the semigroup generated by \( -A \). In the case of \( A = -d^2/dt^2 \), this is just the set of solutions of the heat equation at times \( t \). For the dilational Hilbert scale, this recovers the classical error bounds for the solution of the (time) inverse heat equation.

For the construction of \( q \), choose any non-decreasing integrable function \( \eta : [0, \infty) \to \mathbb{R} \), for which \( \eta(\nu)/\nu \) is integrable, and let

\[
q(\lambda) := \int_0^\lambda \exp \left( \int_1^\tau \eta(\nu) \frac{d\nu}{\nu} \right) d\tau.
\]
Lemma 1. For \( \eta : [0, \infty) \to \mathbb{R} \) with \( \eta(\nu)/\nu \) integrable, the function \( q(\lambda) \) of equation (13) is

1. monotonically increasing and differentiable with an absolutely continuous derivative, and
2. if \( q \in C^2[0, \infty) \), then
   \[
   \ddot{q}(\lambda) = \eta(\lambda) \frac{\dot{q}(\lambda)}{\lambda}.
   \]

Proof. The integrability condition guarantees that \( \int_0^1 \eta(\nu)/\nu d\nu \) is finite. The differentiability of \( q \) is an immediate consequence of its definition in equation (13). Differentiation of (13) yields
   \[
   \dot{q}(\lambda) = \exp \left( \int_1^\lambda \eta(\nu) \frac{d\nu}{\nu} \right)
   \]
which is absolutely continuous. With \( q \in C^2[0, \infty) \), a second differentiation of (13) yields
   \[
   \ddot{q}(\lambda) = \eta(\lambda) \frac{\dot{q}(\lambda)}{\lambda} \exp \left( \int_1^\lambda \eta(\nu) \frac{d\nu}{\nu} \right).
   \]
Combining these last two equations gives the result in (2) of Lemma 1. \( \square \)

The next theorem identifies an important subclass of DHS which generate a quite special and useful set of interpolation inequalities.

Theorem 2 (Positive Index Dilational Interpolatory Inequality). Let

1. \( \eta : [1, \infty) \to \mathbb{R}_+ \) be increasing, continuous and such that \( \eta(\nu)/\nu \) is integrable,
2. \( q(\lambda) := \int_0^\lambda \exp \left( \int_1^\tau \eta(\nu) \frac{d\nu}{\nu} \right) d\tau \),
3. the function \( a(\lambda) \) be defined by \( a(\lambda) = 1 + cq(\lambda) \),
4. \( \|f\|_s^2 := \int_0^{\infty} a(s\lambda) dE_{ff}(\lambda) \), \( \sigma \in (0, 1) \).

Then, the function \( \Psi(\lambda) = a(\sigma a^{-1}(\lambda)) \) is concave and \( H_s := \{ f | \|f\|_s < \infty \} \) defines a Hilbert scale with the dilational interpolation inequalities (PIDII)

\[
\|f\|_s^2 \leq \|f\|_a^2 a(\sigma a^{-1}(\|f\|_a^2/\|f\|_s^2)).
\]

Proof. Let \( \phi, \psi \) and \( \theta \) be such that

\[
\phi(\lambda) = a(\sigma \lambda), \quad \psi(\lambda) = a(\lambda), \quad \theta(\lambda) = 1, \text{ for } \lambda \in (0, \infty).
\]
Then \( \phi, \psi \) and \( \theta : (0, \infty) \to (0, \infty) \). By Lemma 1, \( \phi \) and \( \psi \) are continuous and, hence, are index functions. Hence, \( \{ H_s \} \) defines a Hilbert scale. In addition, because, by Lemma 1, \( \phi \) is monotonically increasing, it is invertible. Thus, \( \chi := \psi \circ \phi^{-1} \) is well defined. The chain rule gives

\[
\dot{\chi}(\phi(\lambda)) = \frac{\dot{\psi}(\lambda)}{\dot{\phi}(\lambda)}.
\]
which, also on the basis of Lemma 1, is well defined because \( \dot{\psi} = c\dot{q}(\lambda) > 0 \) and \( \dot{\phi} = c\sigma\dot{q}(\sigma\lambda) > 0 \). A second application of the chain rule gives

\[
\ddot{\chi}(\phi(\lambda)) = \frac{\dddot{\psi}\phi - \dddot{\psi}\dot{\phi}}{\phi^2} = \frac{\dddot{\psi}}{\psi} \left\{ \frac{\dot{\phi}}{\dot{\phi}} - \frac{\dot{\phi}}{\phi} \right\}.
\]

Returning again to Lemma 1 gives

\[
\dddot{\psi} \equiv \eta(\lambda)\lambda
\]

and

\[
\dddot{\phi} = \sigma\dddot{\phi}(\sigma\lambda) = \eta(\sigma\lambda)\lambda
\]

which implies that

\[
\ddot{\chi}(\phi(\lambda)) = \frac{\dddot{\psi}}{\phi^2} \left\{ \frac{\eta(\lambda) - \eta(\sigma\lambda)}{\lambda} \right\}.
\]

Because \( \dot{\chi}(\lambda) > 0 \), \( \eta(\lambda) \) is increasing and \( \lambda > 0 \), it follows that \( \ddot{\chi}(\phi(\lambda)) > 0 \). Thus, \( \chi(\lambda) \) is convex and \( \Psi = \phi \circ \psi^{-1} = \chi^{-1} \) is concave. It now follows from Corollary 1, on taking account of item (4) in the theorem and using the fact that \( \|f\|_2^2 = \|f\|_1^2 \) and \( \|f\|_\Psi^2 = \|f\|_1^2 \), that

\[
\|f\|_\Psi^2 = \|f\|_\phi^2 \leq \|f\|_1^2 \phi \circ \psi^{-1}(\|f\|_1^2/\|f\|_1^2),
\]

which yields the interpolatory inequality (15). \( \square \)

The proof shows, in particular, that the concavity of \( \Psi \) (which is the key condition in Theorem 1 for the application of Jensen’s inequality) is a consequence of equations (13) and (14).

The simplest example arises on choosing \( \eta(\nu) = \nu \) and \( c = e \), which corresponds to taking \( q(\lambda) = (\exp(\lambda) - 1)/e \) and, hence, \( a(\lambda) = \exp(\lambda) \). Another example, which is the limiting example for the convexity condition, arises when \( \eta(\nu) \) is the constant \( (\gamma - 1) \) and \( c = \gamma \), which corresponds to taking \( q(\lambda) = \lambda^\gamma \) and, hence, \( a(\lambda) = 1 + \lambda^\gamma \). Even though this generates a one-parameter family of scales like the OHS family, it is a different family because its index function takes the form \( a(s\lambda) = 1 + s^\gamma \lambda^\gamma \) where \( s \) is the parameter indexing the Hilbert spaces \( H_s \).

2.1.2. **Negative index dilational interpolatory inequalities (NIDII).** For the analysis of peak sharpening, it turns out that the Hilbert scales based on index functions of the form

\[
\phi(\lambda) = \frac{1}{a(s\lambda)}
\]

(where \( a \) is the same as in Theorem 2) are more useful. One first defines the norms

\[
\|f\|_{s}^2 := \int_0^\infty \frac{dE_{\lambda}}{a(s\lambda)}, \quad f \in L_2(\mathbb{R}).
\]

In this way, the Hilbert scale \( \{H_s\} \) is extended by adding \( \{H_{-s}\} \), where each \( H_{-s} \) (for \( s > 0 \)) is defined to be the topological closure of \( L_2(\mathbb{R}) \) with respect to \( \|\cdot\|_{-s} \). It can then be shown, using the Cauchy-Schwarz inequality, that

\[
\|f\| \leq \|f\|_s \|f\|_{-s}, \quad f \in H_s, s > 0,
\]
and, hence, that $H_{-s}$ corresponds to the dual space of $H_s$ and that $(H_{-s}, L_2(\mathbb{R}), H_s)$ forms a Gelfand triple. Most importantly for peak sharpening, the following dilational interpolation inequality is obtained.

**Proposition 2** (Negative Index Dilational Interpolatory Inequalities). Let $a$ be as in Theorem 2, $\sigma \in (0, 1)$ and furthermore, let

$$\Psi(\lambda) := \frac{\lambda}{a(\sigma a^{-1}(\lambda))}$$

be concave. Then, for the norm

$$\|f\|_{2-s}^2 := \int_0^{\infty} \frac{1}{a(s\lambda)} dE_{ff}(\lambda), \quad s > 0, \ f \in L_2(\mathbb{R}),$$

the following dilational interpolation inequality (NIDII) holds:

$$\|f\|_{2-s}^2 \leq \frac{\|f\|_2^2}{(\|f\|_2^2/\|f\|_{2-s}^2)^{1/2}}, \quad f \in L_2(\mathbb{R}).$$

**Proof.** Let $\phi, \psi$ and $\theta$ be such that

$$\phi(\lambda) = a(\lambda)/a(\sigma \lambda), \quad \psi(\lambda) = a(\lambda), \quad \theta(\lambda) = 1/a(\lambda), \quad \text{for } \lambda \in (0, \infty).$$

It then follows from Lemma 1 that $\phi, \psi$ and $\theta$ are continuous, and, hence, are index functions. By construction $\psi$ is invertible and, furthermore,

$$\phi(\lambda) = \Psi(\psi(\lambda)).$$

As we assume that $\Psi$ is concave, we can invoke the interpolation inequality of Theorem 1 which is

$$\|f\|_{\sigma}^2 \leq \frac{\|f\|_2^2}{(\|f\|_2^2/\|f\|_{2-s}^2)^{1/2}}, \quad f \in L_2(\mathbb{R}).$$

The required DII is then obtained by multiplication by $\|f\|_{2-s}^2.$

Unlike in Theorem 2, the concise characterization of all the $\eta$, for which $\Psi$ turns out to be concave, is still an open question. However, for the Gaussian, Lorentzian, Voigt and exponential peaks, this will be verified for each, separately. As the concavity of $\Psi$ is essential, it is assumed to hold in Proposition 2. By definition, $\Psi$ maps $(0, \infty)$ into $(0, \infty)$ and one consequence of the assumed concavity is that $\Psi$ cannot be decreasing.

By way of contrast, conditions for the concavity of $\Phi(\lambda) = a(\sigma a^{-1}(\lambda))$ have been established in Theorem 2. A natural question to ask is: when does the concavity of $\Phi$ imply the concavity of $\Psi(\lambda) = \lambda/\Phi(\lambda)$? While again we do not know the answer to this question, one observes that in the OHS case, where one has $\Phi(\lambda) = \lambda^\sigma$ for some $\sigma \in (0, 1)$, it follows that $\Psi$ is concave. This is the most prominent case of an operator concave function $\Phi$. It would appear appropriate to investigate which properties of $\eta$ result in operator concave $\Phi$ which imply concavity of $\Psi$.

A larger class of applications is obtained when $\Psi$ is chosen to be concave with $\phi(\lambda) \leq \Psi(\psi(\lambda))$; in particular, when one chooses the smallest such $\Psi$; i.e., the concave majorant of $\phi \circ \psi^{-1}$. For such a concave majorant to exist, one only requires asymptotic concavity of $\Psi(\lambda)$. In the current context, because $\psi(\lambda) = a(\lambda)$ is monotonically increasing, this will hold if $\Psi(\psi(\lambda)) = \phi(\lambda)/\psi(\lambda)$ is asymptotically decreasing.
3. Application–Deconvolution by sharpening

The theory discussed above provides a natural framework in which to analyze the sharpening (narrowing) of broadened and possibly overlapping spectroscopic peaks by deconvolution. Because, as shown in the introduction, the convolution of two Gaussian peaks is a Gaussian peak, an OHS analysis can be applied successfully when the peak and its broadening are both modeled as Gaussians. In the DHS framework, general dilational-parameterized peaks can be analyzed with similar facility. The VHS framework could be applied, but additional assumptions would have to be invoked, like the ones given above in Theorem 2 for DHS, before error estimates as sharp and useful as those given below could be derived. In essence, Theorem 2 generates a framework which allows the VHS methodology to be applied directly to deconvolution by sharpening (narrowing).

Spectroscopy reveals information about the chemical composition of samples and is an important tool in chemistry, physics, biology, astronomy and related industrial applications. The data consists of a superposition of “peaks”. In the case of overlapping peaks, their separation and identification poses a substantial challenge. Methods for performing such tasks are discussed in [11]. They have wide applicability and can also be used for deblurring in image processing.

The widening of the peaks in a spectrum results from a “diffusion” of information into neighboring frequencies. If this “diffusion” is independent of location, it can be modeled as a convolution. In an $L_2(\mathbb{R})$ Hilbert space context, the theoretical model takes the form given in equations (2) and (3).

Rather than attempting to accurately perform the full deconvolution, it is more sensible to “sharpen” the spectrum so that a better identifiability of the locations and number of peaks is achieved compared with that available from a visual inspection of the available data $u^\delta$ [2 9]. As explained in the Introduction, this corresponds to finding the solution $z$ of the sharpening equation

$$\tilde{B}_\beta \ast z = u$$

for the data $u^\delta$ where the regularity of $z$ is determined by the source condition

$$z = B_\beta \ast f, \quad f \in L_2(\mathbb{R}).$$

In order to utilize the DHS interpolation inequality framework developed above, it is necessary to introduce a DHS which guarantees that $z$ is in $H_s$. A general framework for doing this is given by

**Theorem 3.** Let the operator $T$ that generates the dilational Hilbert scale $\{H_s\}$ be $-d^2/dx^2$, and define the Fourier transform to take the form

$$\hat{f} = \int_{\mathbb{R}} \exp(i\omega t)f(t)dt.$$  

If $s = \beta^2$, if the absolute value of the Fourier transform of the given peak function $b$ is symmetric with

$$|\hat{b}(\omega)| = |\hat{b}(-\omega)|$$

and if the generating function $a$ of $\{H_s\}$ satisfies

$$a(\lambda) = \frac{1}{|\hat{b}(\sqrt{\lambda})|^2},$$
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then
\begin{equation}
\|b_\beta * f\|_s = \|f\|, \quad f \in L_2(\mathbb{R}).
\end{equation}

**Proof.** Using the Fourier transform $\hat{f}$, one obtains
\[
\int_0^\infty \lambda dE_{ff}(\lambda) = \frac{1}{2\pi} \int_\mathbb{R} \omega^2 |\hat{f}(\omega)|^2 d\omega = \frac{1}{2\pi} \int_0^\infty \omega^2 \left(|\hat{f}(\omega)|^2 + |\hat{f}(-\omega)|^2\right) d\omega.
\]
with $\lambda = \omega^2$ and $dE_{ff}(\lambda) = \frac{1}{2\pi} \left(|\hat{f}(\omega)|^2 + |\hat{f}(-\omega)|^2\right) d\omega$. The resulting DHS norm is given by
\[
\|f\|_s^2 = \frac{1}{2\pi} \int_0^\infty a(s\omega^2) \left(|\hat{f}(\omega)|^2 + |\hat{f}(-\omega)|^2\right) d\omega.
\]
A straightforward application of the definition of $b_\beta(t)$ and the Fourier transform proves that $\hat{b}_\beta(\omega) = \hat{b}(\beta\omega)$. With this and the assumed symmetry of equation (17), one obtains for the left-hand side of condition (19),
\begin{equation}
\|b_\beta * f\|_s^2 = \frac{1}{2\pi} \int_0^\infty a(s\omega^2)\hat{b}(\beta\omega)^2 \left(|\hat{f}(\omega)|^2 + |\hat{f}(-\omega)|^2\right) d\omega.
\end{equation}
On recalling that $s = \beta^2$ and condition (18), the right-hand side of the last equation becomes
\[
\frac{1}{2\pi} \int_0^\infty \left(|\hat{f}(\omega)|^2 + |\hat{f}(-\omega)|^2\right) d\omega = \|f\|_s^2,
\]
which proves the theorem. \qed

Together, Theorems 2 and 3 yield a procedure for determining whether, for a given peak function $b(t)$, the DII of equation (15) can be applied. First one uses condition (18) to determine $a(\lambda)$ and then checks that it is a valid generating function for the DII of Theorem 2. This is done by showing that there exists an $\eta(\lambda)$ such that $a(\lambda)$ has the structure given in equations (14) and (13). For this, one uses, from Lemma 1 and the form of $a(\lambda)$ just derived, the relationships
\[
\frac{\eta(\lambda)}{\lambda} = \frac{\hat{a}(\lambda)}{\hat{a}(\lambda)}, \quad c = \hat{a}(1)
\]
to determine the corresponding $\eta(\lambda)$ and the constant $c$ in equation (14). The process is validated and finalized on showing that, with respect to the assumptions of Lemma 1, the resulting $\eta(\lambda)$ is non-decreasing.

3.1. **Error analysis for peak sharpening.** Depending on the type of DII utilized, the error analysis of peak sharpening can take two quite different forms. Here, let $r$ denote the residual associated with the error $e = (z - z^*_\alpha)$ with $z^*_\alpha$ denoting the regularized solution of $B_\beta z = u^\delta$ by a regularization method with regularization parameter $\alpha$.

3.1.1. **Error analysis using positive index dilational interpolatory inequalities.** The first step is the identification of conditions which guarantees that
\begin{equation}
\|e\| \leq \|r\|_\sigma, \quad \sigma < 1,
\end{equation}
since the DII of equation (15) then yields an upper bound for the right-hand side of (21), and, hence, for $\|e\|$. Here, by utilizing the results of Theorem 3, a Fourier transform constraint is derived that guarantees (21). From equation (14), it follows
that there exists a \( v \) such that \( r = \tilde{B}_\beta e \) with \( e = B_\beta v \). Consequently, \( r = Bv \) and the last inequality becomes
\[
\|B_\beta v\| = \|e\| \leq \|r\| = \|Bv\|,
\]
or, equivalently,
\[
\|b_\beta * v\| \leq \|b * v\|, \quad \text{for all } v \in H.
\]
As the norm is a continuous function, it suffices to show that this bound holds for a dense subset in \( L_2(\mathbb{R}) \). Using equation (20), this last inequality can be rewritten as
\[
\frac{1}{2\pi} \int_0^\infty \left[ \hat{b}(\beta \omega)^2 - a(\sigma \omega \beta) |\hat{b}(\omega)|^2 \right] \left( |\hat{v}(\omega)|^2 + |\hat{v}(\omega)|^2 \right) d\omega \leq 0, \quad \text{a.e.}
\]
This relationship holds for all choices of \( v \) in a dense subset of \( L_2(\mathbb{R}) \). On taking account of the connection (19) between \( a(\lambda) \) and \( b(\sqrt{\lambda}) \), it follows that
\[
\|\hat{b}(\beta \omega)\|^2 \leq \frac{\hat{b}^2(\omega)}{|\hat{b}(\sqrt{\sigma \omega})|^2}, \quad \omega \in \mathbb{R}, \quad \text{a.e.},
\]
or, equivalently,
\[
(22) \quad a(\lambda) \leq a(\sigma \lambda)a(\beta^2 \lambda).
\]
This is the “peak-constraint” that must be satisfied in order to guarantee the validity of the error estimate (21). Consequently, the form taken by the PIDII for the Gaussian, Lorentzian, Voigt and exponential peaks, depends on the value of \( \sigma \) that results in guaranteeing the validity of this peak-constraint.

A bound on this error is given in the following corollary of Theorem 2.

**Corollary 2.** Let \( v = f^*_\epsilon - f \), \( r = Bv \) and \( e = B_\beta v \). Let \( a(\lambda) = 1/|\hat{b}(\sqrt{\lambda})|^2 \) satisfy the conditions of Theorem 2, and let \( b \) satisfy the peak constraint
\[
|\hat{b}(\beta \omega)| \cdot |\hat{b}(\sqrt{\sigma \omega})| \leq |\hat{b}(\omega)|
\]
for some \( \sigma \in (0,1) \). Then,
\[
(23) \quad \|e\| \leq \|r\| \sqrt{a(\sigma a^{-1}(\|v\|^2/\|r\|^2))}.
\]

**Proof.** Since \( \|v\| = \|r\|_1 \) and, by the peak constraint, \( \|e\| \leq \|r\|_\sigma \), the bound follows directly from the PIDII of Theorem 2. \( \square \)

### 3.1.2. Error analysis using negative index dilational interpolatory inequalities.

Consider the original reconstruction problem of finding the solution of the convolution equation \( Bf = u \) from data \( u^\delta \) where \( \|u^\delta - u\| \leq \delta \). Many regularization methods, (including Morozov's discrepancy principle [2]), construct a regularized solution \( f^\delta \) which is consistent, in that it has a residual \( r = B(f^\delta - f) \) that satisfied \( \|r\| \leq C_1 \delta \), and is stable with the error \( v = f^\delta - f \) bounded, i.e., \( \|v\| \leq C_2 \delta \). Unfortunately, without a source condition (e.g., \( f \in \text{Range}(\psi(B^*)B) \)) for some index function \( \psi \), one cannot apply the interpolation inequalities to get an error bound of the type \( \|v\| \leq o(\epsilon) \). However, one can get a bound for the mollified solution \( z_{\beta,\delta} = B_\beta f^\delta \) [10]. This mollified solution is an approximation of the sharpened spectrum \( B_\beta f \) and its error is \( e = B_\beta (f^\delta - f) \). A bound on this error is given in the following corollary of Proposition 2.
Corollary 3. Let \( v = f_{e} - f, \) \( r = Bv \) and \( e = B_{\beta}v \). Let \( a(\lambda) = 1/\hat{b}(\sqrt{\lambda})^2 \) satisfy the conditions of Theorem 2, and \( \sigma = \beta^2 \). Then,

\[
\|e\| \leq \frac{\|v\|}{\sqrt{a(\sigma a^{-1}(\|v\|^2/\|r\|^2))}}.
\]

Proof. Since \( \|r\| = \|Bv\| = \|v\|_{-1} \) and \( \|e\| = \|B_{\beta}v\| = \|v\|_{-\sigma} \), the bound follows directly from the NIDII of Proposition 3.

3.2. The corresponding properties for the Gaussian, Lorentzian, Voigt and exponential peaks. We now have the tools to examine and compare, using the DII given in equations (16) and (19), the sharpening (narrowing) resulting from deconvolution with the Gaussian, Lorentzian, Voigt and exponential peaks.

For the proof of the concavity of \( \phi \circ \psi^{-1} \) for the PIDII, it follows from Theorem 2 that it is only necessary to show that \( \eta(\lambda) \) is non-decreasing. For the NIDII, once it is established that \( a(\lambda) \) is monotonically increasing, it is only necessary to show that \( \tilde{\phi}(\lambda)/\tilde{\psi}(\lambda) \) is decreasing, where \( \phi(\lambda) = a(\lambda)/a(\sigma \lambda) \) and \( \psi(\lambda) = a(\lambda) \).

3.2.1. The Gaussian peak. For \( \hat{b}_{G}(t) = \frac{1}{\sqrt{2\pi}} \exp(-t^2/2) \), following the above protocols, one first obtains

\[
\hat{b}_{G}(t) = \exp(-\omega^2/2), \quad a_{G}(\lambda) = \exp(\lambda), \quad \eta_{G}(\lambda) = \lambda, \quad c_{G} = e.
\]

Here, \( a_{G}^{-1}(\zeta) = \ln \zeta \). The non-decreasing of \( \eta_{G}(\lambda) \) is immediately apparent. Equality holds for the peak-constraint (22) if \( \sigma + \beta^2 = 1 \). Concavity for the NIDII follows on noting that \( \tilde{\phi}(\lambda)/\tilde{\psi}(\lambda) = (1 - \sigma) \exp(-\sigma \lambda) \). Both the PIDII and the NIDII yield

\[
\|e\| \leq \|v\|^\gamma \|r\|^\sigma, \quad \sigma = 1 - \beta^2.
\]

3.2.2. The Lorentzian peak. For \( \hat{b}_{L}(t) = \frac{1}{\pi(1+t^2)} \), following the above protocols, one first obtains

\[
\hat{b}_{L}(t) = \exp(-|\omega|), \quad a_{L}(\lambda) = \exp(2\sqrt{\lambda}), \quad \eta_{L}(\lambda) = \sqrt{\lambda} - \frac{1}{2}, \quad c_{L} = e^2.
\]

Here, \( a_{L}^{-1}(\zeta) = (\ln(\zeta)/2)^2 \). The non-decreasing of \( \eta_{L}(\lambda) \) is immediately apparent. The peak-constraint is satisfied if \( \sigma + \beta^2 = 1 \). Concavity for the NIDII follows on noting that \( \tilde{\phi}(\lambda)/\tilde{\psi}(\lambda) = (1 - \sqrt{\sigma}) \exp(-2\sqrt{\sigma \lambda}) \). Both the PIDII and the NIDII yield

\[
\|e\| \leq \|v\|^\gamma \|r\|^\sigma, \quad \sigma = 1 - \beta^2.
\]

They have the same form as for the Gaussian except that the \( \sigma \) of the Gaussian has become \( \sqrt{\sigma} \).

3.2.3. The Voigt peak. For \( b_{V}(t) = \int_{-\infty}^{\infty} b_{G}(t - \tau) b_{L}(\mu \tau) d\tau \), following the above protocols, one first obtains

\[
\hat{b}_{V}(t) = \exp(-(\omega^2 + \mu |\omega|)), \quad a_{V}(\lambda) = \exp(\lambda + 2\mu \sqrt{\lambda}),
\]

\[
\eta_{V}(\lambda) = \lambda + \mu \sqrt{\lambda} - \frac{\mu}{2} \left( \sqrt{\lambda + \mu} \right), \quad c_{V} = (1 + \mu) \exp(1 + 2\mu).
\]

Proposition 3. Let \( r, v, e \) be as in Corollary 3 and let \( a(\lambda) = \exp(\lambda + \mu \sqrt{\lambda}) \) for some \( \mu \in [0, 2] \). Furthermore, let \( \|r\|/\|v\| \leq \epsilon \leq 1 \) and

\[
\theta = \sigma + \frac{\mu(1 - \sqrt{\sigma}) \sqrt{\sigma}}{(1 + \mu/(2 \log(\epsilon)))}.
\]
for some \( \sigma \in (0, 1) \). Then

\[
\|e\| \leq \|v\|^{1-\theta} \|r\|^{\theta}.
\]

**Remark.** As illustrated in the proof, the negative norm results of Proposition \( \text{2} \) play the key role. It represents a result that cannot be obtained using the positive norms.

**Proof.** We directly apply Theorem \( \text{1} \) as in Proposition \( \text{2} \). In particular, we choose \( \Psi(\lambda) = \lambda^{1-\theta} \). We then have to show that \( \Psi \) is concave and that

\[
\Psi(\lambda) \geq \lambda/a(\sigma a^{-1}(\lambda))
\]

for large enough \( \lambda \).

Clearly, \( \Psi \) is concave if and only if \( \theta \in [0, 1] \). As \( \sigma \in (0, 1) \), it follows that \( \theta \geq 0 \).

Then, because \( \mu \leq 2 \), one has

\[
\theta \leq \sigma + \mu(1 - \sqrt{\sigma})\sqrt{\sigma}
\]

\[
\leq \sigma + 2(1 - \sqrt{\sigma})\sqrt{\sigma}
\]

\[
= 1 - (1 - \sqrt{\sigma})^2 \leq 1.
\]

So concavity is established and the remainder of the proof establishes that \( \Psi(\lambda) \geq \lambda/a(\sigma a^{-1}(\lambda)) \) for \( \lambda \geq 1/\epsilon^2 \). On observing that \( a(\lambda) = \exp(a(\sqrt{\lambda})) \) for \( a(\eta) = \eta^2 + \mu \eta \), it follows that \( a^{-1}(\eta) = a^{-1}(\log(\eta))^2 \) and, hence,

\[
a(\sigma a^{-1}(\lambda)) = \exp(a(\sqrt{\sigma a^{-1}(\log(\lambda))))).
\]

It is clear that, on using a consistency argument,

\[
a^{-1}(\xi) = \frac{\mu}{2} + \sqrt{\frac{\mu}{2} + \xi}.
\]

As \( \xi = \log(\lambda) \geq 2|\log(\epsilon)| \), it follows that

\[
\alpha(\sqrt{\sigma a^{-1}(\xi)}) = \sigma \xi + \mu(1 - \sqrt{\sigma})\sqrt{\sigma} \left( \sqrt{\xi + \mu^2/4} - \mu/2 \right)
\]

\[
= \xi \left( \sigma + \mu(1 - \sqrt{\sigma})\sqrt{\sigma} \left( \sqrt{1 + (\mu/(2\xi))^2} - \mu/(2\xi) \right) \right)
\]

\[
= \xi \left( \sigma + \frac{\mu(1 - \sqrt{\sigma})\sqrt{\sigma}}{\sqrt{1 + (\mu/(2\xi))^2} + \mu/(2\xi)} \right)
\]

\[
\geq \xi \left( \sigma + \frac{\mu(1 - \sqrt{\sigma})\sqrt{\sigma}}{1 + \frac{\mu}{2\xi}} \right)
\]

\[
\geq \xi \left( \sigma + \frac{\mu(1 - \sqrt{\sigma})\sqrt{\sigma}}{1 + \frac{\mu}{2\xi}} \right) = \xi \theta.
\]

Consequently, one has \( a(\sigma a^{-1}(\lambda)) = \exp(\alpha(\sqrt{\sigma a^{-1}(\log(\lambda)))) \geq \lambda^\theta \) and so

\[
\Psi(\lambda) = \lambda^{1-\theta} \geq \frac{\lambda}{a(\sigma a^{-1}(\lambda)), \quad \text{for } \lambda \geq \epsilon^{-2}.}
\]
3.2.4. The exponential peak. For $b_E(t) = \exp(-|t|)/2$, following the above protocols, one first obtains

$$b_E(t) = \frac{1}{1 + \omega^2}, \quad a_E(\lambda) = (1 + \lambda)^2, \quad \eta_E(\lambda) = \frac{2\lambda}{1 + \lambda}, \quad c_E = 4.$$  

Here, $a_E^{-1}(\zeta) = \xi^{1/2} - 1$. As $\lambda$ increases, $\eta_E(\lambda)$ increases. The peak-constraint is satisfied if $\sigma + \beta^2 = 1$. Consequently, the PIDII becomes

$$\|e\| \leq (1 - \sigma)\|v\| + \sigma\|r\|, \quad \sigma = 1 - \beta^2.$$  

Concavity for the NIDII follows on noting that $\dot{\phi}(\lambda)/\dot{\psi}(\lambda) = \frac{1 - \sigma}{(\sigma + 1)^2}$. Consequently, the NIDII becomes

$$\|e\| \leq \frac{\|v\|\|r\|}{\sigma\|v\| + (1 - \sigma)\|r\|} = \frac{1}{\frac{\sigma}{\|v\|} + \frac{(1 - \sigma)}{\|r\|}}, \quad \sigma = 1 - \beta^2.$$  

This gives a clear illustration that there exist situations where the structure of the NIDII will be quite different from that of the PIDII. The importance of this NIDII in characterizing the special behavior of the exponential peak has already been explained, in terms of the structure of equation (5) in the Introduction.

4. Conclusions

We have shown how a new class of Hilbert scales based on dilations leads to error bounds for numerical peak sharpening procedures. Specifically, these bounds are derived from a new interpolation inequality of these Hilbert scales. Specific bounds were found for Gaussian, Lorentz, Voigt and exponential peaks. In the case of the Gaussian and Lorentz peaks, the same bounds can also be obtained from classical interpolation inequalities. The bounds for Voigt and exponential peaks, however, require the new theory.

These error bounds quantify the fundamental trade-off of peak sharpening: Narrower peaks, i.e., finer resolution, come at a cost of larger errors. The noise in the data thus limits fundamentally the resolution achievable by computational narrowing procedures. Low data errors can now be achieved in modern spectroscopic measurements (see, for example, the NIR spectra in [23]). This then leads to higher resolution and the improvement in resolution, achieved from the better data, can be analyzed using our new error bounds.

While we have provided a general theory, the analysis of specific narrowing procedures, based, e.g., on mollification or Tikhonov regularization, has not been done in detail here. Furthermore, there is an open question regarding the characterization in Proposition 2 of the asymptotic concavity of $\Psi(\lambda) = \lambda/a(\sigma a^{-1}(\lambda))$ in terms of the function $\eta(\nu)$ of equation (13).

A basic assumption made in all of the discussion here is that the shape of the peaks does not depend on the frequency. In some applications, however, this does not hold. In this case, a different framework, than the one used here which is based on convolutions, is required.

While we have considered the four most important peaks, it would be of some interest to obtain bounds for other peaks as well, including peaks like the sinc function $b(t) = \sin(t)/t$. A challenge here is that one looses the monotonicity. Other peaks of interest could include derivatives of the four classical peaks discussed above.
Interestingly, the DII for the Gauss, Lorentz and Voigt peaks, all have the same basic form,
\[ \|e\| \leq \|v\|^{(1-\theta)} \|r\|^{\theta} \]
as the classical DII of equation (1). Consequently, the DII of equation (1) has been extended to a wider class of situations for a larger class of source conditions. This leaves open the question about the form that the source conditions must take to guarantee that the upper bound takes the form \( O(\delta^{\theta}) \).

Finally, possibly the most exciting open question is how to analyze peak narrowing procedures based on non-linear regularization procedures like the ones studied in [19, 6].

Acknowledgements

Both authors wish to acknowledge with grateful thanks the suggestions of an unnamed referee which led to a considerable improvement in the paper’s presentation and results. They also wish to acknowledge the support of the Radon Institute of Computational and Applied Mathematics, where the initial draft of this paper was finalized.

References


Centre for Mathematics and its Applications, The Australian National University, Canberra, ACT 0200, Australia
E-mail address: markus.hegland@anu.edu.au

CSIRO Mathematics, Informatics and Statistics, GPO Box 664, Canberra, ACT 2601, Australia
E-mail address: bob.anderssen@csiro.au