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Abstract. In this paper, we give the first a priori error analysis of the hybridizable discontinuous Galerkin (HDG) methods for Timoshenko beams. The analysis is based on the use of a projection especially designed to fit the structure of the numerical traces of the HDG method. This property allows us to prove in a very concise manner that the projection of the errors is bounded in terms of the distance between the exact solution and its projection. The study of the influence of the stabilization function on the approximation is then reduced to the study of how they affect the approximation properties of the projection in a single element. Surprisingly, and unlike any other discontinuous Galerkin method, this can be done without assuming any positivity property of the stabilization function of the HDG method. We apply this approach to HDG methods using polynomials of degree $k \geq 0$ in all of the unknowns, and show that the projection of the error in each of them superconverges with order $k + 2$ when $k \geq 1$ and converges with order 1 for $k = 0$. As a result, we show that the HDG methods converge with optimal order $k + 1$ for all the unknowns, and that they are free from shear locking. Finally, we show that all of the numerical traces converge with order $2k + 1$. Numerical experiments validating these results are shown.

1. Introduction

In this paper, we provide an a priori error analysis of the hybridizable discontinuous Galerkin (HDG) methods for Timoshenko beams recently introduced by the authors in [4]. The dimensionless form of the Timoshenko beam model [8], is given by the differential equations, see (5),

$$\begin{align*}
\frac{d^2}{dt^2} w &= \theta - \frac{\partial^2 T}{GA}, \\
\frac{d}{dt} \theta &= \frac{M}{EI}, \\
M &= T, \\
T &= q,
\end{align*}$$

in $\Omega := (0, 1)$, and the boundary conditions

$$\begin{align*}
w &= w_D, \\
\theta &= \theta_N
\end{align*}$$

on $\partial \Omega = \{0, 1\}$. 

Here, the unknowns are the transverse displacement $w$, the rotation of the transverse cross-section of the beam $\theta$, the bending moment $M$, and the shear force $T$. The material and geometrical properties of the beam are characterized by the shear
modulus $G$, the cross-section area $A$, the Young modulus $E$, and the moment of inertia $I$. The transverse load is denoted by $q$. It was shown in [5] that we can assume without loss of generality that $EI$ and $GA$ are very smooth functions. The parameter $0 < d < 1$ represents the thickness of the beam.

The first discontinuous Galerkin (DG) methods for Timoshenko beams were introduced in [3]. The convergence properties of these methods were numerically explored in [2]. Later, in [5], these DG methods were proven to provide approximations for the displacement, rotation, bending moment and shear force simultaneously converging with the optimal order of $k + 1$ when polynomials of degree $k \geq 0$ were used to define the method. For the corresponding numerical traces at the nodes, the order of convergence of $2k + 1$ was also established for $k \geq 0$. Finally, it was proved that these properties hold uniformly with respect to the thickness of the beam.

Recently, a new class of DG methods for Timoshenko beams was proposed. Indeed, motivated by the introduction of the HDG methods [6] for diffusion problems, the authors introduced, and numerically studied, the first HDG methods for Timoshenko beams [4]. The main feature of the HDG methods is that their only globally coupled degrees of freedom are those of the numerical traces of some of its variables; in this case, those of the displacement $w$ and the bending moment $M$. The matrix to numerically invert is thus a highly structured square matrix of order $2N$, where $N$ is the number of intervals in which $\Omega$ is partitioned. The size of the matrix is independent of the polynomial degree $k$ of the approximation; see [4].

In this paper, we analyze the HDG methods proposed in [4] by using the approach proposed in [7] to study HDG methods for diffusion problems when all the variables are approximated by piecewise polynomials of degree $k \geq 0$. We show that results similar to those proven in [5] for the DG methods [3] hold for a wide class of HDG methods. The approach has three main steps. The first is to find a suitably defined projection such that the equations of the projection of the approximation errors becomes extremely simple. This is achieved by tailoring the definition of the projection to the very structure of the numerical traces of the HDG methods. The second step is to study the approximation properties of the projection in a single typical element. It is in this step that the information of the particular definition of the numerical traces is captured and allows us to determine for what choices we obtain the optimal order of convergence of $k + 1$ for each of the four variables for $k \geq 0$. The third step consists of bounding the projection of the errors in terms of the approximation properties of the projection only. This step is rendered particularly concise because of the simple form of the equations of the projection of the errors.

The analysis we present here has two striking features. The first is that no positivity of the stabilization function is required; let us elaborate. In the analysis of numerical methods for symmetric elliptic problems, it is standard to take advantage of the fact that they have an underlying energy. The delicate devising of the numerical traces for the DG methods is then geared towards making sure that the discrete energy associated with the jumps of the approximation is actually positive. This is the approach taken in [5] to analyze the first DG methods for Timoshenko beams; it could have been easily taken to carry out the analysis of the methods under consideration. However, the alternative approach we present here has an unexpected and surprising feature. It is the fact that, unlike the analysis of any
other DG method, we do not rely on the stabilization function having any positivity property.

The second striking feature is that the projection of the errors of each of all the components of the approximation superconverge with order \( k + 2 \) when \( k \geq 1 \) and with order 1 for \( k = 0 \).

The two properties above are due to the fact that we are only using duality arguments and that the problem is one-dimensional. The price to pay, however, is that the maximum meshsize of the partition, \( h \), needs to be small enough.

The rest of the paper is organized as follows. In Section 2, we display the HDG methods under consideration; in this section, after describing the HDG method under consideration, we state our main results regarding the convergence properties of the method. Detailed proofs of these results are presented in Sections 3 (approximation properties of the projection), 4 (estimates of the projection of the errors) and 5 (estimates of the errors of the numerical traces). Numerical results verifying the theoretical orders of convergence are presented in Section 6. We end in Section 7 with some concluding remarks.

2. MAIN RESULTS

In this section, after describing the HDG method under consideration, we state our main results regarding the convergence properties of the method.

2.1. The HDG methods. Let us describe the HDG methods under consideration; we follow [4]. We begin by introducing the notation. To each partition of the domain \( \Omega \),

\[
\Omega_h := \{(x_{j-1}, x_j) : 0 = x_0 < x_1 < \cdots < x_{N-1} < x_N = 1\},
\]

we associate the set of nodes, \( \delta_h := \{x_0, x_1, \ldots, x_N\} \), and the set of interior nodes, \( \delta_h^o := \delta_h \setminus \partial \Omega \); we also set \( \partial \Omega_h := \{\partial K : K \in \Omega_h\} \). For each element \( K \in \Omega_h \), let \( h_K \) denote the length of \( K \), and set \( h := \max_{K \in \Omega_h} \{h_K\} \). Finally, for any given polynomial degree \( k \geq 0 \) and an element \( K \in \Omega_h \), we define \( \mathcal{P}^k(K) \) as the set of polynomials of degree less than or equal to \( k \) on \( K \). The space of piecewise polynomials of degree \( k \) on \( \Omega \) is defined accordingly as

\[
V^k_h := \{v : \Omega_h \rightarrow \mathbb{R} : v|_K \in \mathcal{P}^k(K) \text{ for all } K \in \Omega_h\}.
\]

We also set

\[
L^2(\delta_h) := \{w \in L^2(\delta_h) : w = 0 \text{ on } \partial \Omega\}.
\]

The HDG method seeks an approximation \((T_h, M_h, \theta_h, w_h, \widehat{M}_h, \widehat{w}_h)\) to the exact solution \((T, M, \theta, w, M|_{\delta_h}, w|_{\delta_h})\), in the finite dimensional space \([V^k_h]^4 \times L^2(\delta_h) \times L^2(\delta_h)\). It is determined by requiring that

\[
\begin{align*}
(2.1a) & \quad - (w_h, v_1')_{\Omega_h} + \langle \widehat{w}_h, v_1 \rangle_{\partial \Omega_h} = (\theta_h, v_1)_{\Omega_h} - d^2 (T_h/KA, v_1)_{\Omega_h}, \\
(2.1b) & \quad - (\theta_h, v_2')_{\Omega_h} + \langle \widehat{\theta}_h, v_2 \rangle_{\partial \Omega_h} = (M_h/EI, v_2)_{\Omega_h}, \\
(2.1c) & \quad - (M_h, v_3')_{\Omega_h} + \langle \widehat{M}_h, v_3 \rangle_{\partial \Omega_h} = (T_h, v_3)_{\Omega_h}, \\
(2.1d) & \quad - (T_h, v_4')_{\Omega_h} + \langle \widehat{T}_h, v_4 \rangle_{\partial \Omega_h} = (q, v_4)_{\Omega_h}, \\
(2.1e) & \quad \langle \widehat{\theta}_h, m \rangle_{\partial \Omega_h} = \langle \theta_N, m \rangle_{\partial \Omega}, \\
(2.1f) & \quad \langle \widehat{T}_h, w \rangle_{\partial \Omega_h} = 0,
\end{align*}
\]
hold for all \((v_1, v_2, v_3, v_4, m, w) \in [V_h^k]^4 \times L^2(\partial \Omega_h) \times L^2(\partial \Omega_h)\). Here, the outward unit normal vectors are \(n(x^+) := \pm 1\) for \(x \in \partial \Omega_h\). The “volume” inner product is defined as
\[
\langle u, v \rangle_{\Omega_h} := \sum_{j=1}^{N} (u, v)_{I_j},
\]
where \((u, v)_{I_j} := \int_{I_j} u(x)v(x) \, dx\), and the boundary inner product is defined as
\[
\langle u, v \rangle_{\partial \Omega_h} := \sum_{j=1}^{N} (u, v)_{\partial I_j},
\]
where \((u, v)_{\partial I_j} := u(x_j^-)v(x_j^-) + u(x_j^+)v(x_j^+)\).

Here, we are using the following notation. For any \(\varphi \in H^1(\Omega_h)\) we set \(\varphi(x^+) := \lim_{\epsilon \to 0} \varphi(x_\ell \pm \epsilon)\) for \(x_\ell \in \partial \Omega_h\). For any \(\varphi \in L^2(\partial \Omega_h)\), the value of \(\varphi\) at \(x_\ell\) is denoted by \(\varphi(x_\ell^+)\), respectively, \(\varphi(x_\ell^-)\), when \(x_\ell\) is a boundary of \(I_\ell\), respectively, of \(I_{\ell+1}\).

Note that the boundary condition (1.1b) on \(\theta\) is imposed by equation (2.1e). The boundary condition (1.1b) on \(w\) is imposed as follows:
\[
\hat{\varphi}_h = w_D \quad \text{on } \partial \Omega.
\]

To complete the definition of the HDG method, we need to express the numerical traces \(\hat{T}_h\) and \(\hat{\theta}_h\) in terms of the unknowns:
\[
\begin{bmatrix}
\hat{\theta}_h \\
\hat{T}_h
\end{bmatrix} = \begin{bmatrix}
\theta_h \\
T_h
\end{bmatrix} - S \begin{bmatrix}
M_h - \hat{M}_h \\
\hat{w}_h - \hat{\varphi}_h
\end{bmatrix} n,
\]
where the so-called stabilization function \(S\) is a matrix-valued function defined on \(\partial \Omega_h\). It has to be suitably defined to guarantee the existence and uniqueness of the approximate solution; see \cite{20} for details.

Let us note that the hallmark of these methods lies in the fact that the only globally coupled degrees of freedom are the values of \(\hat{M}_h\) and \(\hat{\varphi}_h\) on \(\partial \Omega_h\). The remaining degrees of freedom can then be recovered in an element-by-element fashion; see \cite{20}.

2.2. The projection. Next, we introduce the main tool of our error analysis, namely, a new projection,
\[
\Pi = (\Pi_T, \Pi_M, \Pi_\theta, \Pi_W) : [H^1(\Omega_h)]^4 \to [V_h^k]^4,
\]
associated with the HDG methods. It is a generalization of the projection introduced in \cite{7} for the error analysis of HDG methods for second order elliptic problems.

It is defined as follows. Given a function \((u_1, u_2, u_3, u_4) \in [H^1(\Omega_h)]^4\) and an arbitrary subinterval \(K \subset \Omega_h\), the restriction of \((\Pi_Tu_1, \Pi_Mu_2, \Pi_\theta u_3, \Pi_W u_4)\) to \(K\) is defined as the element of \([V_h^k(\partial K)]^4\) that satisfies
\[
\begin{align*}
(\Pi_Tu_1, v_1)_K &= (u_1, v_1)_K, \\
(\Pi_M u_2, v_2)_K &= (u_2, v_2)_K, \\
(\Pi_\theta u_3, v_3)_K &= (u_3, v_3)_K, \\
(\Pi_W u_4, v_4)_K &= (u_4, v_4)_K,
\end{align*}
\]
for all \((v_1, v_2, v_3, v_4) \in [V_h^k(\partial K)]^4\), and
\[
\begin{bmatrix}
u_3 \\
u_1
\end{bmatrix} = \begin{bmatrix}
\Pi_\theta u_3 \\
\Pi_T u_1
\end{bmatrix} - S \begin{bmatrix}
\Pi_M u_2 - u_2 \\
\Pi_W u_4 - u_4
\end{bmatrix} n \quad \text{on } \partial K.
\]
Note that when \( k = 0 \), the projection is defined solely by (2.3c). Note also that the last set of equations reflects the form of the equations (2.2) defining the numerical traces \( \tilde{\theta}_h \) and \( \tilde{T}_h \). As we are going to see in the next subsection, this is what allows us to obtain a very simple set of equations for the projection of the errors.

Finally, let us point out that the projection is well defined under mild conditions on the stabilization function \( S \). To see this, note that the total number of unknowns involved in the linear system that is needed to be solved for computing \((\Pi_T u_1, \Pi_M u_2, \Pi_\theta u_3, \Pi_w u_4)\) is \( 4(k + 1) \) since each component of the projection has \( k + 1 \) degrees of freedom. On the other hand, the total number of linearly independent equations provided by the definition of the projection is also \( 4(k + 1) \). The existence and uniqueness of the projection then follows from the approximation properties of the projection; see below.

### 2.3. The equations for the projection of the errors.

As we said in the Introduction, the projection should be devised in such a way that the equations of the projection of the errors be as simple as possible. Let us show that this is indeed the case.

So, since the exact solution \((T, M, \theta, w)\) of the governing equations (1.1a) satisfies the formulation of the HDG approximation, (2.1), we immediately see that the equations for the errors

\[
e_u := u - u_h \quad \text{and} \quad \tilde{e}_u := u - \tilde{u}_h \quad \text{for} \quad u = T, M, \theta, w,
\]

are

\[
- (e_w, v_1')_{\Omega_h} + (\tilde{e}_w, v_1 n)_{\partial \Omega_h} = (e_\theta, v_1)_{\Omega_h} - d^2(e_T/GA, v_1)_{\Omega_h},
\]

\[
- (e_\theta, v_2')_{\Omega_h} + (\tilde{e}_\theta, v_2 n)_{\partial \Omega_h} = (e_M/EI, v_2)_{\Omega_h},
\]

\[
- (e_M, v_3')_{\Omega_h} + (\tilde{e}_M, v_3 n)_{\partial \Omega_h} = (e_T, v_3)_{\Omega_h},
\]

\[
- (\eta, v_4')_{\Omega_h} + (\tilde{\eta}, v_4 n)_{\partial \Omega_h} = 0,
\]

\[
(\tilde{e}_\theta, m n)_{\partial \Omega_h} = 0,
\]

\[
(\tilde{\eta}, m n)_{\partial \Omega_h} = 0,
\]

hold for all \((v_1, v_2, v_3, v_4, m, w) \in [V_h^e]^4 \times L^2(\delta_h) \times L^2(\delta_h)\). Hence, setting

\[
\delta_u := u - \Pi_u u \quad \text{for} \quad u = T, M, \theta, w,
\]

we obtain

\[
(2.4a) - (\Pi_w e_w, v_1')_{\Omega_h} + (\tilde{e}_w, v_1 n)_{\partial \Omega_h} = (\Pi_\theta e_\theta, v_1)_{\Omega_h} - d^2(\Pi_T e_T/GA, v_1)_{\Omega_h} + (\delta, v_1)_{\Omega_h} - d^2(\delta_T/GA, v_1)_{\Omega_h},
\]

\[
(2.4b) - (\Pi_\theta e_\theta, v_2')_{\Omega_h} + (\tilde{e}_\theta, v_2 n)_{\partial \Omega_h} = (\Pi_M e_M/EI, v_2)_{\Omega_h} + (\delta_M/EI, v_2)_{\Omega_h},
\]

\[
(2.4c) - (\Pi_M e_M, v_3')_{\Omega_h} + (\tilde{e}_M, v_3 n)_{\partial \Omega_h} = (\Pi_T e_T, v_3)_{\Omega_h} + (\delta_T, v_3)_{\Omega_h},
\]

\[
(2.4d) - (\Pi_T e_T, v_4')_{\Omega_h} + (\tilde{\eta}, v_4 n)_{\partial \Omega_h} = 0,
\]

\[
(2.4e) (\tilde{\eta}, m n)_{\partial \Omega_h} = 0,
\]

\[
(2.4f) (\tilde{\eta}, m n)_{\partial \Omega_h} = 0,
\]

for all \((v_1, v_2, v_3, v_4, m, w) \in [V_h^e]^4 \times L^2(\delta_h) \times L^2(\delta_h)\). Note that we have used the orthogonality property of the projection (2.3) in each of the first terms of the first four equations.

To complete the error equations, we have to add the boundary conditions

\[
(2.5a) \quad \tilde{e}_w = 0 \quad \text{on} \ \partial \Omega,
\]
as well as the equations relating the errors inside the elements to the errors of the numerical traces, namely,

\[(2.5b)\]

\[
\begin{bmatrix}
\tilde{e}_T \\
\tilde{e}_M
\end{bmatrix} = \begin{bmatrix}
\Pi_M e_M - \tilde{e}_M \\
\Pi_W e_W - \tilde{e}_W
\end{bmatrix} n \quad \text{on } \partial \Omega_h.
\]

These equations hold as a direct consequence of the parallelism between the definition of the numerical traces of the HDG method, \[(2.2b)\], and the definition of the projection, \[(2.3e)\].

The simplicity of the above equations we have been referring to resides in the fact that they differ from the HDG approximation only in the definition of their right-hand sides which, moreover, involve only volume integrals of the approximation errors \(\delta_T, \delta_M\) and \(\delta_\theta\).

### 2.4. Approximation properties of the projection \(\Pi\)

In this subsection we state a theorem displaying the approximation properties of the projection \(\Pi = (\Pi_T, \Pi_M, \Pi_\theta, \Pi_W)\). First, we need to introduce some notation. Let \(K = (x_L, x_R)\) be an element of \(\Omega_h\). For any function \(z\) on \(K\), we define \(z^- := z(x_L), z^+ := z(x_R)\). We denote the usual norm and seminorm on a Sobolev space \(H^s(D)\) by \(\| \cdot \|_{s,D}\) and \(| \cdot |_{s,D}\), respectively. We drop the first subindex if \(s = 0\), and the second one if \(D = \Omega\) or \(D = \Omega_h\). We also define the seminorm of a vector-valued function \((u_1, u_2, u_3, u_4)\) as

\[
|(u_1, u_2, u_3, u_4)|_{s,D} := |u_1|_{s,D} + |u_2|_{s,D} + |u_3|_{s,D} + |u_4|_{s,D}.
\]

Its norm is defined similarly.

**Theorem 2.1.** On each \(K \in \Omega_h\) with stabilization function \(S\), we have for any \(s\) in \([1, k + 1]\) that

\[
\|(\delta_T, \delta_M, \delta_\theta, \delta_W)\| \leq CC_S h^s |(T, M, \theta, w)|_s.
\]

Here, \(C\) is a constant independent of the discretization parameters and \((T, M, \theta, w)\), and \(C_S\) is given by

\[
C_S := \|(S^+ + S^-)^{-1}\|_\infty + \|(S^+ + S^-)^{-1}S^+\|_\infty + \|(S^+ + S^-)^{-1}S^-\|_\infty + \|(S^+ + S^-)^{-1}\|_\infty + \|(S^+ + S^-)^{-1}S^+\|_\infty + \|(S^+ + S^-)^{-1}S^-\|_\infty.
\]

A detailed proof of this result is given in Section 3. Let us note that we stated the above result for \((T, M, \theta, w)\) merely for notational convenience. In fact, the result remains valid if we replace \((T, M, \theta, w)\) with any \((u_1, u_2, u_3, u_4) \in [H^{s+1}(K)]^4\).

### 2.5. Superconvergence of the projection of the errors

Here, we present an estimate of the following norm of the projection of the errors,

\[
\|\Pi e\| := (\|\Pi_T e_T\|^2 + \|\Pi_M e_M\|^2 + \|\Pi_\theta e_\theta\|^2 + \|\Pi_W e_W\|^2)^{\frac{1}{2}},
\]

in terms of the following norm of the approximation error of the projection

\[
\|\delta\| := (\|\delta_T\|^2 + \|\delta_M\|^2 + \|\delta_\theta\|^2 + \|\delta_W\|^2)^{\frac{1}{2}}.
\]

It is stated in terms of the solution of the so-called dual problem we define next.
For any given \((\eta_T, \eta_M, \eta_\theta, \eta_W) \in [L^2(\Omega)]^4\), the associated dual-problem is:

\[
\begin{align*}
\psi_W' &= \psi_\theta - d^2 \psi_T / GA + \eta_T \quad \text{in } \Omega, \\
\psi_\theta' &= \psi_M / EI - \eta_M \quad \text{in } \Omega, \\
\psi_M' &= \psi_T + \eta_\theta \quad \text{in } \Omega, \\
\psi_T' &= -\eta_W \quad \text{in } \Omega, \\
\psi_W &= 0 \quad \text{on } \partial \Omega, \\
\psi_\theta &= 0 \quad \text{on } \partial \Omega.
\end{align*}
\]

The key inequality we use about the solution of this problem is the following elliptic regularity result:

\[
\|\psi_T\|_1 + \|\psi_M\|_1 + \|\psi_\theta\|_1 + \|\psi_W\|_1 \leq C_{\text{reg}} \|(\eta_T, \eta_M, \eta_\theta, \eta_W)\|
\]

where the constant \(C_{\text{reg}}\) is independent of the data \((\eta_T, \eta_M, \eta_\theta, \eta_W)\) and of the thickness \(d\). A detailed proof of this lemma can be found in Appendix A.

We are now ready to state our main result.

**Theorem 2.2.** For \(k \geq 1\), we have that, if \(h\) is sufficiently small, then

\[
\|\Pi e\| \leq C C_{\text{reg}} h \|\delta\|.
\]

For \(k = 0\), we have

\[
\|\Pi e\| \leq C C_{\text{reg}} \|\delta\|.
\]

Here \(C\) is a constant independent of the data of the problem and of the discretization parameters.

2.6. **A priori error estimates.** Next we present an estimate for the following norm of the errors:

\[
\|e\| := \left(\|e_T\|^2 + \|e_M\|^2 + \|e_\theta\|^2 + \|e_W\|^2\right)^{\frac{1}{2}}
\]

which is a direct consequence of the last result.

**Theorem 2.3.** Suppose that the exact solution \((T, M, \theta, w)\) of (1.1) belongs to \([H^{k+1}(\Omega_h)]^4\). Then, for \(k \geq 1\) and \(h\) sufficiently small, we have

\[
\|e\| \leq (1 + C C_{\text{reg}} h) \|\delta\|.
\]

For \(k = 0\), we have

\[
\|e\| \leq (1 + C C_{\text{reg}}) \|\delta\|.
\]

Here \(C\) is a constant independent of the data of the problem and of the discretization parameters.

Note that the error estimate appearing in the above theorem shows that, if the matrix-valued function \(S\) is chosen such a way that \(C_S\) is uniformly bounded, the HDG method is optimally convergent, that is, \(\|u - u_h\| = O(h^{k+1})\) for smooth solutions for each \(u = T, M, \theta, w\), and locking-free. The method is locking-free because the constant \(C_S\) does not depend on the parameter \(d\) and because the seminorms appearing on the right-hand side of the estimate can be bounded uniformly with respect to \(d\); see [5].
2.7. Superconvergence at the nodes. Our next result states that the numerical traces of the HDG solution superconverge. To state this result we need to introduce the Green’s functions associated with the problem under consideration. For any superindex \( * = T, M, \theta, w \) and any \( y \in (0, 1) \) we define \( (\Phi_{T,y}^*, \Phi_{M,y}^*, \Phi_{\theta,y}^*, \Phi_{w,y}^*) \) as the solution of

\[
\begin{align*}
\frac{d\Phi_{T,y}^*}{dx} &= \Phi_{\theta,y}^* - d^2 \frac{\Phi_{T,y}}{GA}, & \frac{d\Phi_{\theta,y}^*}{dx} &= \frac{\Phi_{M,y}^*}{EI}, \\
\frac{d\Phi_{M,y}^*}{dx} &= \Phi_{T,y}^*, & \frac{d\Phi_{T,y}^*}{dx} &= 0,
\end{align*}
\]

in \((0, y) \cup (y, 1)\) that satisfies the boundary conditions

\[
\begin{align*}
\Phi_{T,y}^*(0) &= \Phi_{T,y}^*(1) = \Phi_{M,y}^*(0) = \Phi_{M,y}^*(1) = 0,
\end{align*}
\]

and the jump conditions

\[
\begin{align*}
[\Phi_{T,y}^*](y) &= -\delta_T, & [\Phi_{\theta,y}^*](y) &= \delta_\theta, \\
[\Phi_{M,y}^*](y) &= -\delta_M, & [\Phi_{T,y}^*](y) &= \delta_w.
\end{align*}
\]

Here, \( \delta_{ab} = 1 \) if \( a = b \), and \( \delta_{ab} = 0 \) otherwise. The jump operator, \([\cdot]\), is defined by

\[
[\varphi](x) := \varphi(x^-) - \varphi(x^+) \quad \text{for} \quad x \in \delta_h
\]

where \( \varphi(x^\mp) := \lim_{\epsilon \to 0} \varphi(x \mp \epsilon) \). We define, for \( z \in \{0, 1\} \),

\[
(\Phi_{T,z}^*, \Phi_{M,z}^*, \Phi_{\theta,z}^*, \Phi_{w,z}^*) := \lim_{y \to z} (\Phi_{T,y}^*, \Phi_{M,y}^*, \Phi_{\theta,y}^*, \Phi_{w,y}^*).
\]

We are now ready to prove our superconvergence result of the numerical traces.

**Theorem 2.4.** Under the same assumptions as in Theorem 2.3, we have

\[
|(u - \hat{u}_h)(x_i)| \leq C_{k-1} h^k ||(T, M, \theta, w)||_{k+1} ||\delta^v_n|| + C ||e|| ||\delta^v_n||
\]

for \( u = T, M, \theta, w, \) and \( i = 0, 1, \ldots, N \). Here

\[
\delta^v_n := (||\Phi_{T,x_i}^* - \Pi_T \Phi_{T,x_i}^*||^2 + ||\Phi_{M,x_i}^* - \Pi M \Phi_{M,x_i}^*||^2
\]

\[
+ ||\Phi_{\theta,x_i}^* - \Pi \theta \Phi_{\theta,x_i}^*||^2 + ||\Phi_{w,x_i}^* - \Pi w \Phi_{w,x_i}^*||^2)^{1/2},
\]

and \( C_{k-1} \) is a constant that depends solely on the polynomial degree \( k \).

Note that, for any given \( k \geq 0 \), if \( q, EI, GA \) are very smooth functions in \( \Omega_h \), the exact solution \((T, M, \theta, w)\) belongs to \([H^{k+1}(\Omega_h)]^4\); see [3]. This regularity result is also valid for the Green’s functions since in this case we take \( q = 0 \). Hence, we can assume that \((\Phi_{T,x_i}^*, \Phi_{M,x_i}^*, \Phi_{\theta,x_i}^*, \Phi_{w,x_i}^*)\) belongs to \([H^{k+1}(\Omega_h)]^4\). As a consequence, \( ||\delta^v_n|| = O(h^{k+1}) \) and the above result states that, if the constant \( C_\delta \) is uniformly bounded, all of the numerical traces superconverge with order \( 2k + 1 \) at each node. A similar result was proved for the DG methods for Timoshenko beams studied in [27] and [11].

Let us point out that if the data \( EI \) and \( GA \) are constants on each \( K \in \Omega_h \), then, for \( k \geq 3 \), Theorem 2.4 implies that \( \hat{e}_u(x_i) = 0 \), for \( u = T, M, \theta, \) or \( w \) and for any node \( x_i \). Indeed, in this case the Green’s functions are piecewise polynomials of degree at most 3 and hence \((\Phi_{T,x_i}^*, \Phi_{M,x_i}^*, \Phi_{\theta,x_i}^*, \Phi_{w,x_i}^*)||_{k+1} = 0 \).

An immediate application of the superconvergence result of Theorem 2.4 is an element-by-element postprocessing of the approximate solution provided by the HDG method. All of the four components of the postprocessed solution converge...
to the exact solution with order $2k + 1$, not only at the nodes, but also uniformly at the interior of $\Omega_h$. For details, see [2].

3. Approximation properties of the projection: Proof of Theorem 2.1

In this section we provide a detailed proof of Theorem 2.1. We only give the proof for $k \geq 1$. The proof for $k = 0$ is easier.

Fix an interval $K \in \mathcal{T}_h$ and set $d_u := u_k - \Pi_u u$, $g_u := u - u_k$, for $u = T, M, \theta, w$; here $u_k$ denotes the $L^2$-projection into $\mathcal{P}_k(K)$. Since $\delta_u = g_u + d_u$, we only need to estimate $d_u$. To do that, we proceed as follows. From the definition of the projection \((2.3a)-(2.3e)\) and the definition of the $L^2$-projection into $\mathcal{P}_k(K)$, we have
\[
(d_T, v_1)_K = (d_M, v_2)_K = (d_\theta, v_3)_K = (d_w, v_4)_K = 0,
\]
for all $(v_1, v_2, v_3, v_4) \in [p^{k-1}(K)]^4$, and
\[
(3.1b) \quad \begin{bmatrix}
\frac{d_0}{d_T} \\
 n - S
\end{bmatrix} - \begin{bmatrix}
\frac{d_M}{d_w}
\end{bmatrix} = \begin{bmatrix}
\frac{g_0}{g_T} \\
 g_M \\
\frac{g_\theta}{g_T} \\
\frac{g_w}{g_T}
\end{bmatrix} - \begin{bmatrix}
S \\
S
\end{bmatrix} \begin{bmatrix}
\frac{g_0}{g_T} \\
\frac{g_M}{g_T} \\
\frac{g_\theta}{g_T} \\
\frac{g_w}{g_T}
\end{bmatrix} + \begin{bmatrix}
S \\
S
\end{bmatrix} \begin{bmatrix}
\frac{g_0}{g_T} \\
\frac{g_M}{g_T} \\
\frac{g_\theta}{g_T} \\
\frac{g_w}{g_T}
\end{bmatrix} \quad \text{on } \partial K.
\]

By equations (3.1a), we see that we can write $d_u = C_u L_k$ for $u = T, M, \theta, w$, where $L_k$ denotes the scaled Legendre polynomial of degree $k$. Hence, we can write (3.1b) in the following form,
\[
\begin{bmatrix}
C_0 \\
C_T \\
C_M \\
C_w
\end{bmatrix} = \begin{bmatrix}
(1 - S)(S^+ + S^-)^{-1} \\
((1 - S)^{-1} - S) \\
S^{-1} - (S^+) \\
S^{-1} - (S^+)
\end{bmatrix} \begin{bmatrix}
\frac{g_0}{g_T} \\
\frac{g_M}{g_T} \\
\frac{g_\theta}{g_T} \\
\frac{g_w}{g_T}
\end{bmatrix} + \begin{bmatrix}
\frac{g_0}{g_T} \\
\frac{g_M}{g_T} \\
\frac{g_\theta}{g_T} \\
\frac{g_w}{g_T}
\end{bmatrix} \quad \text{on } \partial K.
\]

from the above equation we can see that the system has a unique solution if and only if the matrix $(S^+ + S^-)$ is not singular. Hence we obtain, after some algebraic manipulation,
\[
\begin{align*}
\begin{bmatrix}
C_0 \\
C_T \\
C_M \\
C_w
\end{bmatrix} &= (1 - S)(S^+ + S^-)^{-1} \begin{bmatrix}
\frac{g_0}{g_T} \\
\frac{g_M}{g_T} \\
\frac{g_\theta}{g_T} \\
\frac{g_w}{g_T}
\end{bmatrix} + (1 - S)^{-1} \begin{bmatrix}
\frac{g_0}{g_T} \\
\frac{g_M}{g_T} \\
\frac{g_\theta}{g_T} \\
\frac{g_w}{g_T}
\end{bmatrix} \\
&\quad - (S^+ + S^-)^{-1} \begin{bmatrix}
\frac{g_0}{g_T} \\
\frac{g_M}{g_T} \\
\frac{g_\theta}{g_T} \\
\frac{g_w}{g_T}
\end{bmatrix} + (S^- + S^+)^{-1} S^- \begin{bmatrix}
\frac{g_0}{g_T} \\
\frac{g_M}{g_T} \\
\frac{g_\theta}{g_T} \\
\frac{g_w}{g_T}
\end{bmatrix} \\
&\quad + S^{-1} (S^- + S^+)^{-1} \begin{bmatrix}
\frac{g_0}{g_T} \\
\frac{g_M}{g_T} \\
\frac{g_\theta}{g_T} \\
\frac{g_w}{g_T}
\end{bmatrix} - S^+ (S^- + S^+)^{-1} S^- \begin{bmatrix}
\frac{g_0}{g_T} \\
\frac{g_M}{g_T} \\
\frac{g_\theta}{g_T} \\
\frac{g_w}{g_T}
\end{bmatrix},
\end{align*}
\]

and conclude that
\[
\| (d_T, d_M, d_\theta, d_w) \|_K \leq \| L_k \|_K (|C_T| + |C_M| + |C_\theta| + |C_W|)
\]
\[
\leq C_S \| L_k \|_K (\| (g_T, g_M, g_\theta, g_w) \|_{\partial K})
\]
\[
\leq C_S h^{1/2} \| (g_T, g_M, g_\theta, g_w) \|_{\partial K}
\]
\[
\leq CC_S h^{s} \| (T, M, \theta, w) \|_{s,K},
\]
for all $1 \leq s \leq k + 1$, by the trace inequality and the approximation properties of the $L^2$-projection.

By the triangle inequality, we have
\[
\| (\delta_T, \delta_M, \delta_\theta, \delta_w) \|_K \leq \| d_T, d_M, d_\theta, d_w \|_K + \| g_T, g_M, g_\theta, g_w \|_K,
\]
and the estimate of Theorem 2.1 readily follows. This completes the proof.

4. Estimates of the Projection of the Errors: Proof of Theorem 2.2

This subsection is devoted to the proof of Theorem 2.2. We proceed in two steps. In the first, we use a key identity obtained by duality to prove Theorem 2.2. In the second, we prove the identity.

4.1. Step 1: The duality identity and the proof of Theorem 2.2

Our proof is based on the following auxiliary result.

**Lemma 4.1.** For any \((\eta_T, \eta_M, \eta_\theta, \eta_w) \in \mathbb{L}^2(\Omega_h)^4\), set
\[
E := (\Pi_T e_T, \eta_T)_{\Omega_h} + (\Pi_M e_M, \eta_M)_{\Omega_h} + (\Pi_\theta e_\theta, \eta_\theta)_{\Omega_h} + (\Pi_w e_w, \eta_w)_{\Omega_h}.
\]

Then
\[
E = (\delta_T, (\Pi T \psi_\theta)_{\Omega_h})_{\Omega_h} - (\Pi T e_T, \delta_{\psi_\theta})_{\Omega_h} - (\delta_T, d^2 \Pi_T \psi_T / GA)_{\Omega_h} + (\Pi_T e_T, d^2 \delta_{\psi_T} / GA)_{\Omega_h} - (\delta_M, \Pi_M \psi_M / EI)_{\Omega_h} + (\Pi_M e_M, \delta_{\psi_M} / EI)_{\Omega_h} + (\delta_\theta, \Pi_T \psi_T)_{\Omega_h} - (\Pi_\theta e_\theta, \delta_{\psi_T})_{\Omega_h}.
\]

Here, on each \(K\), we take \(S^1\) as the stabilization function for defining the projection \((\Pi_T \psi_T, \Pi_M \psi_M, \Pi_\theta \psi_\theta, \Pi_w \psi_w)\).

We delay the proof of this identity to the end of this subsection. We are now ready to prove Theorem 2.2.

**Proof of Theorem 2.2.** We first consider the case \(k \geq 1\). Setting
\[
(\eta_T, \eta_M, \eta_\theta, \eta_w) = (\Pi_T e_T, \Pi_M e_M, \Pi_\theta e_\theta, \Pi_w e_w)
\]
in the identity of Lemma 4.1 gives
\[
\|\Pi e\|^2 = (\delta_T, (\Pi T \psi_\theta)_{\Omega_h})_{\Omega_h} - (\Pi T e_T, \delta_{\psi_\theta})_{\Omega_h} - (\delta_T, d^2 \Pi_T \psi_T / GA)_{\Omega_h} + (\Pi_T e_T, d^2 \delta_{\psi_T} / GA)_{\Omega_h} - (\delta_M, \Pi_M \psi_M / EI)_{\Omega_h} + (\Pi_M e_M, \delta_{\psi_M} / EI)_{\Omega_h} + (\delta_\theta, \Pi_T \psi_T)_{\Omega_h} - (\Pi_\theta e_\theta, \delta_{\psi_T})_{\Omega_h}.
\]

Using the fact that \(\Pi u \psi_u = \psi_u - \delta_{\psi_u}\) for \(u = T, M, \theta, \) and \(w\), we get
\[
\|\Pi e\|^2 = T_1 + T_2 + T_3 + T_4
\]
where
\[
T_1 = (\delta_T, (\Pi T \psi_\theta)_{\Omega_h})_{\Omega_h} - (\Pi T e_T, \delta_{\psi_\theta})_{\Omega_h} - (\Pi T e_T, \delta_{\psi_T})_{\Omega_h}

T_2 = - (\delta_T, d^2 \Pi T \psi_T / GA)_{\Omega_h} + (\delta_T, d^2 \delta_{\psi_T} / GA)_{\Omega_h} - (\Pi T e_T, d^2 \delta_{\psi_T} / GA)_{\Omega_h}

T_3 = - (\delta_M, \Pi M \psi_M / EI)_{\Omega_h} + (\delta_M, \delta_{\psi_M} / EI)_{\Omega_h} - (\Pi M e_M, \delta_{\psi_M} / EI)_{\Omega_h}

T_4 = (\delta_\theta, \Pi T \psi_T)_{\Omega_h} - (\delta_\theta, \delta_{\psi_T})_{\Omega_h} - (\Pi_\theta e_\theta, \delta_{\psi_T})_{\Omega_h},
\]

\[\text{(4.1)}\]
By the orthogonality property of the projection, (2.3), we can rewrite these equation as

\( T_1 = (\delta_T, \psi_\theta - (\psi_\theta)_{k-1})_{\Omega_h} \) 
\( T_2 = -(\delta_T, d^2(\psi_T/GA - (\psi_T/GA)_{k-1}))_{\Omega_h} + (\delta_T, d^2\delta_T/\psi_T/GA)_{\Omega_h} + (\Pi_T e_T, d^2\delta_T/\psi_T/GA)_{\Omega_h} \)
\( T_3 = -(\delta_M, \psi_M/\epsilon_I - (\psi_M/\epsilon_I)_{k-1})_{\Omega_h} + (\delta_M, \delta_T/\psi_M/\epsilon_I)_{\Omega_h} + (\Pi_M e_M, \delta_T/\psi_M/\epsilon_I)_{\Omega_h} \)
\( T_4 = (\delta_\theta, \delta_T - (\delta_T)_{k-1})_{\Omega_h} - (\delta_\theta, \delta_T/\psi_M/\epsilon_I)_{\Omega_h} \).

An estimate on \( \|\Pi e\| \) now follows by estimating \( T_i \) for \( i = 1, 2, 3, 4 \). We only show the details of how to estimate \( T_2 \), since the remaining terms can be estimated in a similar fashion. Applying the Cauchy-Schwarz inequality to each term in \( T_2 \), we get

\[ |T_2| \leq \|\delta_T\| \|d^2(\psi_T/GA - (\psi_T/GA)_{k-1})\| + (\|\Pi_T e_T\| \|d^2\delta_T/\psi_T/GA\| \|\delta_T\|. \]

By the approximation properties of the \( L^2 \)-projection, we get that

\[ |T_2| \leq Ch^2 \|\delta_T\| \|\psi_T/GA\|_1 + \|d^2/GA\|_\infty (\|\delta_T\| + \|\Pi_T e_T\|) \|\delta_T\|, \]

by the fact that 0 < \( d < 1 \), \( GA \) is very smooth, and by Theorem 2.1 we get that

\[ |T_2| \leq Ch^2 \|\delta_T\| \|\psi_T\|_1 |1/GA|_1 + Ch(|\delta_T| + \|\Pi_T e_T\|) (|\psi_T, \psi_M, \psi_\theta, \psi_\omega|)_1. \]

By the elliptic regularity estimate (2.7), we have \( (|\psi_T, \psi_M, \psi_\theta, \psi_\omega|)_1 \leq C_{\text{reg}} \|\Pi e\| \), we get that

\[ |T_2| \leq CC_{\text{reg}} h \|\delta_T\| \|\Pi e\| + CC_{\text{reg}} h \|\Pi e\|^2. \]

The remaining terms \( T_1, T_3, \) and \( T_4 \) can be estimated similarly, and hence we obtain

\[ \|\Pi e\|^2 \leq |T_1| + |T_2| + |T_3| + |T_4| \leq CC_{\text{reg}} h \|\delta\| \|\Pi e\| + CC_{\text{reg}} h \|\Pi e\|^2. \]

If we assume that \( h \) is small enough so that \( CC_{\text{reg}} h < 1 \) then

\[ \|\Pi e\|^2 \leq CC_{\text{reg}} h \|\delta\| \|\Pi e\|, \]

and the first estimate of Theorem 2.2 follows.

Next we consider the case \( k = 0 \). In this case (4.1) is still valid, but we do not have (4.2) since the \( L^2 \)-projection into polynomials of degree \( k - 1 \) is no longer defined. Nevertheless, we can still estimate \( T_i \) for \( i = 1, 2, 3, 4 \) in their form given by (4.1). We provide the details for only \( T_1 \). Applying Cauchy-Schwarz inequality to each term in \( T_1 \) we get

\[ |T_1| \leq \|\delta_T\| \|\psi_\theta\| + (\|\delta_T\| + \|\Pi_T e_T\|) \|\delta_\psi_\theta\|. \]

By Theorem 2.1 we have that

\[ |T_1| \leq \|\delta_T\| \|\psi_\theta\| + (\|\delta_T\| + \|\Pi_T e_T\|) Ch \|\psi_T, \psi_M, \psi_\theta, \psi_\omega\|_1, \]

and, by the elliptic regularity inequality (2.7) we have

\[ |T_1| \leq CC_{\text{reg}} \|\delta\| \|\Pi e\| + CC_{\text{reg}} h \|\Pi e\|^2. \]
Since the remaining terms can be estimated in a similar fashion, we obtain
\[ \|P_i\|_2 \leq C_{reg} \|\delta\|_2 \|P_i\|_2 + C_{reg} h \|P_i\|_2. \]

The second estimate of Theorem 4.2 now follows if we assume that \( C_{reg} h < 1 \). This completes the proof.  

4.2. Step 2: Proof of the duality identity of Lemma 4.1

To prove Lemma 4.1 we begin by obtaining a couple of auxiliary identities. The first is the following.

**Lemma 4.2.** Let \((v_1, v_2, v_3, v_4) \in [H^1(\Omega_h)]^4\) and we take \(S^t\) as the stabilization function of the projection \((\Pi_T v_1, \Pi_M v_2, \Pi_\theta v_3, \Pi_\omega v_4)\). Then

\[
\begin{align*}
-\langle \bar{e}_\theta - e_\theta, \delta_{v_2} n \rangle_{\partial \Omega_h} + \langle \bar{e}_M - e_M, \delta_{v_3} n \rangle_{\partial \Omega_h} \\
-\langle \bar{e}_T - e_T, \delta_{u_4} n \rangle_{\partial \Omega_h} + \langle \bar{e}_W - e_W, \delta_{v_1} n \rangle_{\partial \Omega_h} = 0.
\end{align*}
\]

**Proof.** Let \(\Theta\) be the left-hand side of the identity we want to prove, that is,

\[ \Theta := -\left( \begin{bmatrix} \bar{e}_\theta - e_\theta \\ \bar{e}_T - e_T \end{bmatrix} \right) \cdot \left[ \begin{bmatrix} \delta_{v_2} \\ \delta_{v_3} \end{bmatrix} n \right]_{\partial \Omega_h} + \left( \begin{bmatrix} \bar{e}_M - e_M \\ \bar{e}_W - e_W \end{bmatrix} \right) \cdot \left[ \begin{bmatrix} \delta_{v_3} \\ \delta_{v_1} \end{bmatrix} n \right]_{\partial \Omega_h}. \]

Noting that \(\bar{e}_u - e_u = u_h - \hat{u}_h\) for \(u = T, M, \theta, w\), and that, by the definition of the numerical traces (2.28), we have

\[ \left[ \begin{bmatrix} \bar{e}_\theta - e_\theta \\ \bar{e}_T - e_T \end{bmatrix} \right] = \left[ \begin{bmatrix} \theta_h - \hat{\theta}_h \\ T_h - \hat{T}_h \end{bmatrix} \right] = S \left[ \begin{bmatrix} M_h - \hat{M}_h \\ w_h - \hat{w}_h \end{bmatrix} n, \right. \]

we get

\[ \Theta = -\langle S \left[ \begin{bmatrix} M_h - \hat{M}_h \\ w_h - \hat{w}_h \end{bmatrix} n, \right. \left[ \begin{bmatrix} \delta_{v_2} \\ \delta_{v_3} \end{bmatrix} \right] \rangle_{\partial \Omega_h} + \langle S \left[ \begin{bmatrix} M_h - \hat{M}_h \\ w_h - \hat{w}_h \end{bmatrix} n, \right. \left[ \begin{bmatrix} \delta_{v_3} \\ \delta_{v_1} \end{bmatrix} \right] \rangle_{\partial \Omega_h} = 0 \]

because \(\left[ \begin{bmatrix} \delta_{v_3} \\ \delta_{v_1} \end{bmatrix} \right] = S^t \left[ \begin{bmatrix} \delta_{v_3} \\ \delta_{v_1} \end{bmatrix} \right] n\), by (2.32). This completes the proof.  

**Lemma 4.3.** Let \((u_1, u_2, u_3, u_4), (v_1, v_2, v_3, v_4) \in [H^1(\Omega_h)]^4\) with the stabilization functions \(S, S^t\), respectively. Then

\[ -\langle \delta_{u_3}, \delta_{v_2} n \rangle_{\partial \Omega_h} + \langle \delta_{u_2}, \delta_{v_3} n \rangle_{\partial \Omega_h} - \langle \delta_{u_4}, \delta_{v_1} n \rangle_{\partial \Omega_h} + \langle \delta_{u_1}, \delta_{v_4} n \rangle_{\partial \Omega_h} = 0. \]

**Proof.** Let \(\Theta\) be the left-hand side of the identity we want to prove, that is,

\[ \Theta := -\langle \delta_{u_3}, \delta_{v_2} n \rangle_{\partial \Omega_h} + \langle \delta_{u_2}, \delta_{v_3} n \rangle_{\partial \Omega_h} - \langle \delta_{u_4}, \delta_{v_1} n \rangle_{\partial \Omega_h} + \langle \delta_{u_1}, \delta_{v_4} n \rangle_{\partial \Omega_h}. \]

Since, by (2.32), we have that \(\left[ \begin{bmatrix} \delta_{u_3} \\ \delta_{u_1} \end{bmatrix} \right] = S \left[ \begin{bmatrix} \delta_{u_2} \\ \delta_{u_4} \end{bmatrix} \right] n\), and \(\left[ \begin{bmatrix} \delta_{v_3} \\ \delta_{v_1} \end{bmatrix} \right] = S^t \left[ \begin{bmatrix} \delta_{v_2} \\ \delta_{v_4} \end{bmatrix} \right] n\), we readily obtain that

\[ \Theta = -\langle S \left[ \begin{bmatrix} \delta_{u_2} \\ \delta_{u_4} \end{bmatrix} n, \right. \left[ \begin{bmatrix} \delta_{v_2} \\ \delta_{v_3} \end{bmatrix} \right] \rangle_{\partial \Omega_h} + \langle S^t \left[ \begin{bmatrix} \delta_{v_2} \\ \delta_{v_4} \end{bmatrix} \right] n, \rangle_{\partial \Omega_h} = 0. \]

This completes the proof.  

We are now ready to prove Lemma 4.1.
Proof of Lemma 4.1. By the definition of $\mathcal{E}$ and the equations defining the dual solution (2.6), we have

$$
\mathcal{E} = (\Pi_T e_T, \psi'_u)_{\Omega_h} - (\Pi_T e_T, \psi_\theta)_{\Omega_h} + (\Pi_T e_T, d^2 \psi_T/GA)_{\Omega_h}
- (\Pi_M e_M, \psi'_u)_{\Omega_h} + (\Pi_M e_M, \psi_M/EI)_{\Omega_h}
+ (\Pi_M e_M, \psi_M/EI)_{\Omega_h} - (\Pi_T e_T, \psi_M/EI)_{\Omega_h}
+ (\Pi_M e_M, \psi_M/EI)_{\Omega_h} - (\Pi_M e_M, \psi_M/EI)_{\Omega_h}
+ (\Pi_M e_M, \psi_M/EI)_{\Omega_h} - (\Pi_M e_M, \psi_M/EI)_{\Omega_h}.
$$

Since, for any pair $(e_u, \psi_v)$, we have that

$$(\Pi_u e_u, \psi'_v)_{\Omega_h} = (\Pi_u e_u, (\Pi_v \psi')')_{\Omega_h} + (\Pi_u e_u, \delta'_{\psi_v})
= (\Pi_u e_u, (\Pi_v \psi')')_{\Omega_h} - (\Pi_u e_u, \delta'_{\psi_v})_{\Omega_h} + (\Pi_u e_u, \delta_{\psi_v} n)_{\partial \Omega_h}
= (\Pi_u e_u, (\Pi_v \psi')')_{\Omega_h} + (\Pi_u e_u, \delta_{\psi_v} n)_{\partial \Omega_h},$$

by the orthogonality properties (2.3) to (2.3d) of the projection. Hence

$$
\mathcal{E} = (\Pi_T e_T, (\Pi_W \psi_W)^')_{\Omega_h} - (\Pi_T e_T, \psi_\theta)_{\Omega_h} + (\Pi_T e_T, d^2 \psi_T/GA)_{\Omega_h}
- (\Pi_M e_M, (\Pi_M \psi_M)^')_{\Omega_h} + (\Pi_M e_M, \psi_M/EI)_{\Omega_h}
+ (\Pi_M e_M, \delta_{\psi_M} n)_{\partial \Omega_h} - (\Pi_T e_T, \delta_{\psi_M} n)_{\partial \Omega_h}
+ (\Pi_M e_M, \delta_{\psi_M} n)_{\partial \Omega_h} - (\Pi_W e_W, \delta_{\psi_M} n)_{\partial \Omega_h}.
$$

Taking $(v_1, v_2, v_3, v_4) = (-\Pi_T \psi_T, \Pi_M \psi_M, -\Pi_\theta \psi_\theta, \Pi_W \psi_W)$ in the error equations (2.4) and carrying out some very simple algebraic manipulations, we obtain

$$
\mathcal{E} = H + (\delta_T, \Pi_\theta \psi_\theta)_{\Omega_h} - (\Pi_T e_T, \delta_{\psi_\theta})_{\Omega_h}
+ (\Pi_T e_T, d^2 \delta_{\psi_T}/GA)_{\Omega_h} - (\delta_T, d^2 \Pi_T \psi_T/GA)_{\Omega_h}
+ (\Pi_M e_M, \delta_{\psi_M}/E)_{\Omega_h} - (\delta_M, \Pi_M e_M/E)_{\Omega_h}
+ (\delta_M, \Pi_M e_M/E)_{\Omega_h} - (\Pi_\theta e_\theta, \delta_{\psi_T})_{\Omega_h}
$$

where

$$
H := \langle \bar{e}_T, \Pi_W \psi_W n \rangle_{\partial \Omega_h} + (\Pi_T e_T, \delta_{\psi_W} n)_{\partial \Omega_h}
- \langle \bar{e}_M, \Pi_\theta \psi_\theta n \rangle_{\partial \Omega_h} - (\Pi_M e_M, \delta_{\psi_\theta} n)_{\partial \Omega_h}
+ \langle \bar{e}_\theta, \Pi_M \psi_M n \rangle_{\partial \Omega_h} + (\Pi_T e_\theta, \delta_{\psi_M} n)_{\partial \Omega_h}
- \langle \bar{e}_W, \Pi_T \psi_T n \rangle_{\partial \Omega_h} - (\Pi_W e_w, \delta_{\psi_T} n)_{\partial \Omega_h}.
$$

It remains to show that $H = 0$.

Since $\psi_M$ and $\psi_W$ are single-valued on $\partial \Omega$, and $\psi_W = 0$ on $\partial \Omega$, we can take $m := \psi_M$ and $w := \psi_W$ in the error equations (2.4c) and (2.4d), respectively, to get

$$
\langle \bar{e}_\theta, \psi_M n \rangle_{\partial \Omega_h} = \langle \bar{e}_T, \psi_W n \rangle_{\partial \Omega_h} = 0.
$$

Moreover, since $\bar{e}_M$ and $\bar{e}_W$ are single-valued on $\partial \Omega$, and $\bar{e}_W = 0$, $\psi_\theta = 0$ on $\partial \Omega$, we have

$$
\langle \bar{e}_M, \psi_\theta n \rangle_{\partial \Omega_h} = \langle \bar{e}_W, \psi_T n \rangle_{\partial \Omega_h} = 0.
$$
This implies that

\[
H = \langle \hat{c}_T, (\Pi_W \psi_W - \psi_W) n \rangle_{\partial \Omega_h} + \langle \Pi_T e_T, \delta \psi_W n \rangle_{\partial \Omega_h} \\
- \langle \hat{c}_M, (\Pi e_M, \delta \psi_W) n \rangle_{\partial \Omega_h} - \langle \Pi_M e_M, \delta \psi_W n \rangle_{\partial \Omega_h} \\
+ \langle \hat{c}_\theta, (\Pi M \psi_M - \psi_M) n \rangle_{\partial \Omega_h} + \langle \Pi e_M, \delta \psi_M n \rangle_{\partial \Omega_h} \\
- \langle \hat{e}_\psi, (\Pi_T \psi_T - \psi_T) n \rangle_{\partial \Omega_h} - \langle \Pi_W e_W, \delta \psi_T n \rangle_{\partial \Omega_h} \\
= - \langle \hat{c}_T - \Pi_T e_T, \delta \psi_W n \rangle_{\partial \Omega_h} + \langle \hat{c}_M - \Pi_M e_M, \delta \psi_W n \rangle_{\partial \Omega_h} \\
- \langle \hat{e}_\theta - \Pi e_M, \delta \psi_M n \rangle_{\partial \Omega_h} + \langle \hat{e}_W - \Pi_W e_W, \delta \psi_T n \rangle_{\partial \Omega_h} = H_1 + H_2,
\]

where

\[
H_1 = - \langle \hat{c}_T - e_T, \delta \psi_W n \rangle_{\partial \Omega_h} + \langle \hat{c}_M - e_M, \delta \psi_W n \rangle_{\partial \Omega_h} \\
- \langle \hat{e}_\theta - e_\theta, \delta \psi_M n \rangle_{\partial \Omega_h} + \langle \hat{e}_W - e_W, \delta \psi_T n \rangle_{\partial \Omega_h},
\]

\[
H_2 = - \langle \delta \psi_W n \rangle_{\partial \Omega_h} + \langle \delta \psi_M n \rangle_{\partial \Omega_h} \\
- \langle \delta \psi_T n \rangle_{\partial \Omega_h} + \langle \delta \psi_W n \rangle_{\partial \Omega_h}.
\]

But \(H_1 = 0\) by Lemma 4.2 with \((v_1, v_2, v_3, v_4) = (\psi_T, \psi_M, \psi_\theta, \psi_W)\) and \(H_2 = 0\) by Lemma 4.3 with \((u_1, u_2, u_3, u_4) = (T, M, \theta, w)\) and \((v_1, v_2, v_3, v_4) = (\psi_T, \psi_M, \psi_\theta, \psi_W)\).

This completes the proof. \(\square\)

5. Error of the numerical traces: Proof of Theorem 2.3

To prove this theorem we proceed in two steps. In the first, we obtain representation formulas for the errors in the numerical traces. In the second, we use approximation results to estimate them. We prove the result only for \(k \geq 1\); the proof for the case \(k = 0\) is not difficult.

5.1. Step 1: Representation of the errors. The following lemma provides a representation formula for the errors in the numerical traces.

**Lemma 5.1.** Let \(x_i \in \mathcal{E}_h\) be an arbitrary node and let \(\Phi_{T,x_i}^u, \Phi_{M,x_i}^u, \Phi_{\theta,x_i}^u, \Phi_{W,x_i}^u\), for \(u = T, M, \theta, \) or \(w\), be the functions defined by (2.8a), (2.8b), and (2.8c). Then

\[
\hat{e}_u(x_i) = \Gamma_1^u(x_i) + \Gamma_2^u(x_i)
\]

where

\[
\Gamma_1^u(x_i) = (w' - (w')_{k-1}, \Phi_{T,x_i}^u - \Pi_T \Phi_{T,x_i}^u)\Omega_h \\
- (\theta' - (\theta')_{k-1}, \Phi_{M,x_i}^u - \Phi_{M,x_i}^{\theta x_i})\Omega_h \\
+ (M' - (M')_{k-1}, \Phi_{\theta,x_i}^u - \Pi_\theta \Phi_{\theta,x_i})\Omega_h \\
- (T' - (T')_{k-1}, \Phi_{W,x_i}^u - \Pi W \Phi_{W,x_i})\Omega_h,
\]

\[
\Gamma_2^u(x_i) = (e_M/EI, \Phi_{M,x_i}^u - \Pi_M \Phi_{M,x_i})\Omega_h - (e_\theta, \Phi_{\theta,x_i}^u - \Pi_\theta \Phi_{\theta,x_i})\Omega_h \\
+ (d^2 e_T/GA, \Phi_{W,x_i}^u - \Pi W \Phi_{W,x_i})\Omega_h - (e_T, \Phi_{W,x_i}^u - \Pi W \Phi_{W,x_i})\Omega_h.
\]

To prove this lemma we need an auxiliary result which establishes a relation between the errors in the numerical traces and the Green’s functions.

**Lemma 5.2.** Set

\[
\Theta_i^u := \langle \hat{c}_W, \Phi_{T,x_i}^u n \rangle_{\partial \Omega_h} - \langle \hat{e}_\theta, \Phi_{M,x_i}^u n \rangle_{\partial \Omega_h} + \langle \hat{c}_M, \Phi_{\theta,x_i}^u n \rangle_{\partial \Omega_h} - \langle \hat{e}_W, \Phi_{W,x_i}^u n \rangle_{\partial \Omega_h}.
\]
Then, we have $\Theta^u = \Theta^u_{i,1} + \Theta^u_{i,2} + \Theta^u_{i,3}$, where

\[
\Theta^u_{i,1} = (\langle \hat{e}_w, v_1 \rangle n)_{\Omega_h} - (\hat{e}_\theta, (\Phi^u_{T,x_i} - v_1) n)_{\Omega_h} - (\hat{e}_\theta - e_{\theta}, (\Phi^u_{M,x_i} - v_2) n)_{\Omega_h} + (\hat{e}_M, (\Phi^u_{x,x_i} - v_3) n)_{\Omega_h} - (\hat{e}_T, (\Phi^u_{W,x_i} - v_4) n)_{\Omega_h},
\]

\[
\Theta^u_{i,2} = (e_{w}^i, (\Phi^u_{T,x_i} - v_1) n)_{\Omega_h} - (e_{\theta}^i, (\Phi^u_{M,x_i} - v_2) n)_{\Omega_h} + (e_{M}^i, (\Phi^u_{x,x_i} - v_3) n)_{\Omega_h} - (e_{T}^i, (\Phi^u_{W,x_i} - v_4) n)_{\Omega_h},
\]

\[
\Theta^u_{i,3} = (e_{M}/EI, (\Phi^u_{M,x_i} - v_2) n)_{\Omega_h} - (e_{\theta}, (\Phi^u_{T,x_i} - v_1) n)_{\Omega_h} + (d^2eT/GA, (\Phi^u_{T,x_i} - v_1) n)_{\Omega_h} - (e_T, (\Phi^u_{x,x_i} - v_3) n)_{\Omega_h},
\]

for $(v_1, v_2, v_3, v_4) \in [V^k_h]^4$.

**Proof.** Adding and subtracting the term

\[
(\langle \hat{e}_w, v_1 n \rangle_{\Omega_h} - (\hat{e}_\theta, v_2 n)_{\Omega_h} + (\hat{e}_M, v_3 n)_{\Omega_h} - (\hat{e}_T, v_4 n)_{\Omega_h}
\]

to the original expression for $\Theta^u_i$, we see that

\[
\Theta^u_i = (\langle \hat{e}_w, (\Phi^u_{T,x_i} - v_1) n \rangle_{\Omega_h} - (\hat{e}_\theta, (\Phi^u_{M,x_i} - v_2) n)_{\Omega_h} + (\hat{e}_M, (\Phi^u_{x,x_i} - v_3) n)_{\Omega_h} - (\hat{e}_T, (\Phi^u_{W,x_i} - v_4) n)_{\Omega_h} + (\hat{e}_w, v_1 n)_{\Omega_h} - (\hat{e}_\theta, v_2 n)_{\Omega_h} + (\hat{e}_M, v_3 n)_{\Omega_h} - (\hat{e}_T, v_4 n)_{\Omega_h}.
\]

Rewriting the last four terms above by using the error equations (2.41), we obtain

\[
\Theta^u_i = (\langle \hat{e}_w, (\Phi^u_{T,x_i} - v_1) n \rangle_{\Omega_h} - (\hat{e}_\theta, (\Phi^u_{M,x_i} - v_2) n)_{\Omega_h} + (\hat{e}_M, (\Phi^u_{x,x_i} - v_3) n)_{\Omega_h} - (\hat{e}_T, (\Phi^u_{W,x_i} - v_4) n)_{\Omega_h} + (\hat{e}_w, v_1 n)_{\Omega_h} - (\hat{e}_\theta, v_2 n)_{\Omega_h} + (\hat{e}_M, v_3 n)_{\Omega_h} - (\hat{e}_T, v_4 n)_{\Omega_h}.
\]

Note that, by the definition of the Green’s functions, we have

\[
(\langle e_{w}, (\Phi^u_{T,x_i})' \rangle_{\Omega_h} = 0,
\]

\[
(\langle e_{\theta}, (\Phi^u_{M,x_i})' \rangle_{\Omega_h} = (e_{\theta}, (\Phi^u_{M,x_i})')_{\Omega_h},
\]

\[
(\langle e_{M}, (\Phi^u_{x,x_i})' \rangle_{\Omega_h} = (e_{M}, (\Phi^u_{M,x_i}/EI))_{\Omega_h},
\]

\[
(\langle e_{T}, (\Phi^u_{W,x_i})' \rangle_{\Omega_h} = (e_{T}, (\Phi^u_{W,x_i}/d^2T/GA))_{\Omega_h}.
\]

Inserting these equations into the last expression for $\Theta^u_i$, and rearranging terms, we obtain

\[
\Theta^u_i = \Theta^u_{i,3} + (\hat{e}_w, (\Phi^u_{T,x_i} - v_1) n)_{\Omega_h} - (\hat{e}_\theta, (\Phi^u_{M,x_i} - v_2) n)_{\Omega_h} + (\hat{e}_M, (\Phi^u_{x,x_i} - v_3) n)_{\Omega_h} - (\hat{e}_T, (\Phi^u_{W,x_i} - v_4) n)_{\Omega_h} - (e_{w}, (\Phi^u_{T,x_i} - v_1)')_{\Omega_h} + (e_{\theta}, (\Phi^u_{M,x_i} - v_2)')_{\Omega_h} - (e_{M}, (\Phi^u_{x,x_i} - v_3)')_{\Omega_h} + (e_{T}, (\Phi^u_{W,x_i} - v_4)')_{\Omega_h}.
\]

It remains to show that

\[
\Theta^u_{i,1} + \Theta^u_{i,2} = (\langle \hat{e}_w, (\Phi^u_{T,x_i} - v_1) n \rangle_{\Omega_h} - (\hat{e}_\theta, (\Phi^u_{M,x_i} - v_2) n)_{\Omega_h} + (\hat{e}_M, (\Phi^u_{x,x_i} - v_3) n)_{\Omega_h} - (\hat{e}_T, (\Phi^u_{W,x_i} - v_4) n)_{\Omega_h} - (e_{w}, (\Phi^u_{T,x_i} - v_1)')_{\Omega_h} + (e_{\theta}, (\Phi^u_{M,x_i} - v_2)')_{\Omega_h} - (e_{M}, (\Phi^u_{x,x_i} - v_3)')_{\Omega_h} + (e_{T}, (\Phi^u_{W,x_i} - v_4)')_{\Omega_h}.
\]
This follows by integrating by parts on each of the last four terms. This completes the proof. □

We are now ready to prove our representation result.

Proof of Lemma 5.1 We begin by noting that, by the definition of the Green’s functions, (2.8) and (2.8c), we have

\[ \Theta_i^u = \Theta_i(x_i). \]

On the other hand, setting

\[ (v_1, v_2, v_3, v_4) = (\Pi_T \Phi_{T,i}^u, \Pi_M \Phi_{M,i}^u, \Pi_\theta \Phi_{\theta,i}^u, \Pi_W \Phi_{W,i}^u) \]

in Lemma 5.2 we obtain

\[ \Theta_i^u = \Theta_{i,1}^u + \Theta_{i,2}^u + \Theta_{i,3}^u \]

with

\[
\begin{align*}
\Theta_{i,1}^u &= \langle \Theta - e_M, (\Phi_{T,i}^u - \Pi_T \Phi_{T,i}^u, n) \rangle \partial \Omega_h - \langle \Theta - e_\theta, (\Phi_{M,i}^u - \Pi_M \Phi_{M,i}^u, n) \rangle \partial \Omega_h, \\
\Theta_{i,2}^u &= (e'_{M,i} - e'_M, \Phi_{T,i}^u - \Pi_T \Phi_{T,i}^u) \Omega_h - (e'_{\theta,i} - e'_\theta, \Phi_{M,i}^u - \Pi_M \Phi_{M,i}^u) \Omega_h, \\
\Theta_{i,3}^u &= (e'_{W,i} - e'_M, \Phi_{W,i}^u - \Pi_M \Phi_{W,i}^u, n) \Omega_h - (e'_{\theta,i} - e'_\theta, \Phi_{W,i}^u - \Pi_M \Phi_{W,i}^u, n) \Omega_h,
\end{align*}
\]

Clearly,

\[ \Theta_{i,3}^u = \Gamma_i^u (x_i). \]

By Lemma 5.2 with \((v_1, v_2, v_3, v_4) = (\Phi_{T,i}, \Phi_{M,i}, \Phi_{\theta,i}, \Phi_{W,i})\) we have that

\[ \Theta_i^u = 0. \]

By the orthogonality property, (2.8c), of the projection we have

\[
\begin{align*}
\Theta_{i,2}^u &= \langle e_{M,i}^u - (e_{M,i})_{k-1}, \Phi_{T,i}^u - \Pi_T \Phi_{T,i}^u, n \rangle \Omega_h - \langle e'_{\theta,i} - (e'_{\theta,i})_{k-1}, \Phi_{M,i}^u - \Pi_M \Phi_{M,i}^u, n \rangle \Omega_h, \\
&\quad - \langle e'_{M,i} - (e'_{M,i})_{k-1}, \Phi_{\theta,i}^u - \Pi_\theta \Phi_{\theta,i}^u, n \rangle \Omega_h, \\
&\quad - \langle e'_{W,i} - (e'_{W,i})_{k-1}, \Phi_{W,i}^u - \Pi_W \Phi_{W,i}^u, n \rangle \Omega_h.
\end{align*}
\]

Since

\[
e_{M,i}^u - (e_{M,i})_{k-1} = (u' - u_{k-1}) - (u' - u_{h})_{k-1} = u' - (u'_{k-1} + (u'_{h})_{k-1} - u'_{h}) = u' - (u')_{k-1},
\]

we see that

\[ \Theta_{i,2}^u = \Gamma_i^u (x_i). \]

The result now follows from (5.1), (5.2), (5.3), and (5.4). □
5.2. Step 2: Proof of Theorem 2.4 We are now ready to prove Theorem 2.4. By Lemma 5.1, we have that

\[ |\tilde{e}_u(x_i)| \leq |\Gamma_1^u(x_i)| + |\Gamma_2^u(x_i)| \]

where \( \Gamma_1^u(x_i) = T_1 + T_2 + T_3 + T_4 \) with

\[
\begin{align*}
T_1 &= (w' - (w')_{k-1}, \Phi_{T,xi}^u, - \Pi_T \Phi_{T,xi}^u)\Omega_h, \\
T_2 &= -(\theta' - (\theta')_{k-1}, \Phi_{M,xi}^u, - \Pi_M \Phi_{M,xi}^u)\Omega_h, \\
T_3 &= (M' - (M')_{k-1}, \Phi_{\theta,xi}^u, - \Pi_\theta \Phi_{\theta,xi}^u)\Omega_h, \\
T_4 &= -(T' - (T')_{k-1}, \Phi_{w,xi}^u, - \Pi_W \Phi_{w,xi}^u)\Omega_h,
\end{align*}
\]

and \( \Gamma_2^u(x_i) = S_1 + S_2 + S_3 + S_4 \) with

\[
\begin{align*}
S_1 &= (e_M / EI, \Phi_{M,xi}^u, - \Pi_M \Phi_{M,xi}^u)\Omega_h, \\
S_2 &= -(e_\theta, \Phi_{\theta,xi}^u, - \Pi_\theta \Phi_{\theta,xi}^u)\Omega_h, \\
S_3 &= (d^2v_T / GA, \Phi_{\theta,xi}^u, - \Pi_\theta \Phi_{\theta,xi}^u)\Omega_h, \\
S_4 &= -(e_T, \Phi_{\theta,xi}^u, - \Pi_\theta \Phi_{\theta,xi}^u)\Omega_h.
\end{align*}
\]

Let us estimate the term \( T_1 \). By the approximation properties of the \( L^2 \)-projection and Theorem 2.3, we get

\[
T_1 \leq \|w' - (w')_{k-1}\| \cdot \|\Phi_{T,xi}^u, - \Pi_T \Phi_{T,xi}^u\| \\
\leq Ch^s|w'_{s+1}| \|\delta_T^u\| \\
\leq Ch^s|(T, M, \theta, w)|_{s+1} \|\delta_T^u\|,
\]

for any \( s \in [1, k] \). We estimate the terms \( T_2, T_3, \) and \( T_4 \) in a similar fashion and obtain

\[ |\Gamma_1^u(x_i)| \leq Ch^s|(T, M, \theta, w)|_{s+1} \|\delta_T^u\|.
\]

Next, we obtain an estimate on \( \Gamma_2^u(x_i) \). We only show how to estimate \( S_1 \) since the remaining terms in \( \Gamma_2^u(x_i) \) can be estimated similarly. By Theorem 2.3 and Lemma 2.1 we get

\[ S_1 \leq \|e_M / EI\| \cdot \|\Phi_{M,xi}^u, - \Pi_M \Phi_{M,xi}^u\| \leq C \|e\| \|\delta_T^u\|.
\]

This implies that

\[ |\Gamma_2^u(x_i)| \leq C \|e\| \|\delta_T^u\|.
\]

Inserting the estimates of \( |\Gamma_1^u(x_i)| \) and \( |\Gamma_2^u(x_i)| \) with \( s = k \) into (5.5) completes the proof of Theorem 2.4.

6. Numerical results

In this section, we display numerical results to verify our theoretical findings. We solve the equations (1.13) with \( q(x) = e^x \), \( (EI)(x) = e^x \), \( (GA)(x) = e^{-x} \), together with the boundary conditions (1.15) \( w(0) = w(1) = \theta(0) = \theta(1) = 0 \). We take \( S := \begin{bmatrix} \alpha & \tau \\ \tau & -\alpha_T \end{bmatrix} \) to be constant on \( \partial \Omega_h \).

We display our numerical results in Tables 6.1 and 6.2. In Table 6.1, we present a history of convergence study for the projection of the errors, namely,

\[
\Pi e := (\Pi_T e_T, \Pi_M e_M, \Pi_\theta e_\theta, \Pi_W e_W).
\]

Therein, “mesh = i” means we employed a uniform mesh with \( 2^i \) elements to obtain the results of that particular row of the table. For polynomial degrees \( k = 0, 1, 2, 3 \).
we display the error $\|\Pi e\|$. We also display numerical orders of convergence which are computed as follows. Let $e_u(i)$ denote the error where a mesh with $2^i$ elements has been employed to obtain the HDG solution. As usual, the order of convergence, $r_i$, at level $i$ is defined as $r_i := \log (e_u(i - 1)/e_u(i))/\log 2$. Observe that the results displayed in Table 6.1 validate the superconvergence of order $k + 2$ for $k \geq 1$, and optimal convergence for $k = 0$, predicted by Theorem 2.2.

In Table 6.2 we carry out a similar study for the errors in the numerical traces. We display the error $\|\hat{e}\|_\infty := \max_{u \in \{T, M, \theta, \psi\}} \max_{x \in \Omega_h} |(u - \hat{u}_h)(x)|$, and its order of convergence. We see that the $2k + 1$ order superconvergence of the numerical traces predicted by Theorem 2.4 is verified.

In these examples we took the thickness parameter $d = 10^{-2}$, but let us note that in the numerical experiments which we do not report here that we observed similar results and exactly the same convergence orders when we took $d = 10^{-8}$.

We do not report here any numerical results for validating the optimal order $L^2$ convergence of the error because these results have already been presented in [4].

#### Table 6.1. History of convergence of the projection of the error.

<table>
<thead>
<tr>
<th>$k = 0$</th>
<th>$k = 1$</th>
<th>$k = 2$</th>
<th>$k = 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>mesh</td>
<td>$|\Pi e|$</td>
<td>order</td>
<td>$|\Pi e|$</td>
</tr>
<tr>
<td>$\alpha_\theta \equiv 0$, $\alpha_T \equiv 0$, $\tau \equiv 1$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1.44E-01</td>
<td>0.94</td>
<td>4.56E-04</td>
</tr>
<tr>
<td>4</td>
<td>7.36E-02</td>
<td>0.97</td>
<td>5.81E-05</td>
</tr>
<tr>
<td>5</td>
<td>3.72E-02</td>
<td>0.98</td>
<td>7.34E-06</td>
</tr>
<tr>
<td>6</td>
<td>1.87E-02</td>
<td>0.99</td>
<td>9.22E-07</td>
</tr>
<tr>
<td>$\alpha_\theta \equiv 1$, $\alpha_T \equiv 0$, $\tau \equiv 1$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>9.75E-02</td>
<td>0.98</td>
<td>4.62E-04</td>
</tr>
<tr>
<td>4</td>
<td>4.92E-02</td>
<td>0.99</td>
<td>5.88E-05</td>
</tr>
<tr>
<td>5</td>
<td>2.47E-02</td>
<td>0.99</td>
<td>7.43E-06</td>
</tr>
<tr>
<td>6</td>
<td>1.24E-02</td>
<td>1.00</td>
<td>9.33E-07</td>
</tr>
<tr>
<td>$\alpha_\theta \equiv 0$, $\alpha_T \equiv 1$, $\tau \equiv 1$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1.43E-01</td>
<td>0.94</td>
<td>3.79E-04</td>
</tr>
<tr>
<td>4</td>
<td>7.29E-02</td>
<td>0.97</td>
<td>4.87E-05</td>
</tr>
<tr>
<td>5</td>
<td>3.68E-02</td>
<td>0.98</td>
<td>6.17E-06</td>
</tr>
<tr>
<td>6</td>
<td>1.85E-02</td>
<td>0.99</td>
<td>7.77E-07</td>
</tr>
<tr>
<td>$\alpha_\theta \equiv 1$, $\alpha_T \equiv 1$, $\tau \equiv 0$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>5.56E-02</td>
<td>0.57</td>
<td>1.07E-04</td>
</tr>
<tr>
<td>4</td>
<td>3.60E-02</td>
<td>0.62</td>
<td>1.25E-05</td>
</tr>
<tr>
<td>5</td>
<td>2.16E-02</td>
<td>0.74</td>
<td>1.51E-06</td>
</tr>
<tr>
<td>6</td>
<td>1.21E-02</td>
<td>0.84</td>
<td>1.84E-07</td>
</tr>
<tr>
<td>$\alpha_\theta \equiv 1$, $\alpha_T \equiv 1$, $\tau \equiv 1$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>5.42E-02</td>
<td>0.89</td>
<td>1.74E-04</td>
</tr>
<tr>
<td>4</td>
<td>2.95E-02</td>
<td>0.88</td>
<td>2.29E-05</td>
</tr>
<tr>
<td>5</td>
<td>1.59E-02</td>
<td>0.89</td>
<td>2.94E-06</td>
</tr>
<tr>
<td>6</td>
<td>8.41E-03</td>
<td>0.92</td>
<td>3.72E-07</td>
</tr>
</tbody>
</table>
Table 6.2. History of convergence of the numerical traces.

<table>
<thead>
<tr>
<th>k = 0</th>
<th>k = 1</th>
<th>k = 2</th>
<th>k = 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>||</td>
<td>||</td>
<td>||</td>
<td>||</td>
</tr>
<tr>
<td>||</td>
<td>||</td>
<td>||</td>
<td>||</td>
</tr>
<tr>
<td>||</td>
<td>||</td>
<td>||</td>
<td>||</td>
</tr>
<tr>
<td>||</td>
<td>||</td>
<td>||</td>
<td>||</td>
</tr>
</tbody>
</table>

7. Concluding remarks

We have shown that optimal HDG methods can be devised which are free from shear-locking. We achieved this by a careful study of the relation between the definition of the numerical traces and the corresponding convergence properties of the methods. Key to our analysis was a new projection operator which is tailored to fit the structure of the numerical traces of the HDG method. We have shown that HDG solution superconverges to the projection of the exact solution for all the unknowns. This immediately results in optimal error estimates for all the unknowns. In this sense, the error analysis is simplified only to the study of the approximation properties of the projection operator.

This provides a powerful approach for devising locking-free HDG methods for more challenging problems arising in solid mechanics, like the Reissner-Mindlin plates problem. This constitutes the subject of ongoing work.

Appendix A. Proof of the regularity property of the dual problem

The proof is based on the following simple lemma.

Lemma A.1. Let \( f \in L^2(\Omega) \) and set \( f^n(x) := \int_0^x f^{n-1}(t) \, dt \), for \( n \geq 1 \) with \( f^0 := f \). Then \( \|f^n\| \leq \|f\| \).
We are now ready to prove the elliptic regularity inequality \((2.7)\). A straightforward computation shows that the solution of \((2.6)\) is given by

\[
\begin{align*}
\psi_T &= -\eta_0^1 + c_T, \quad \psi_M = -\eta_0^2 + \eta_0^1 + c_T x + c_M, \\
\psi_\theta &= \int_0^x \frac{1}{EI} (\eta_0^2 + \eta_0^1 + c_T t + c_M) \, dt - \eta_0^1 + c_\theta, \\
\psi_W &= \int_0^x \frac{1}{EI} (\eta_0^2 + \eta_0^1 + c_T s + c_M) \, ds dt + \int_0^x \frac{d^2}{GA} \eta_0^1 \, dt - \eta_0^2 + c_\theta x + c_W,
\end{align*}
\]

(A.1)

where \(c_T, c_M, c_\theta, \) and \(c_W\) are constants of integration. Using the boundary conditions \(\psi_\theta(0) = \psi_W(0) = 0\), we immediately get \(c_\theta = c_W = 0\). The remaining boundary conditions, \(\psi_\theta(1) = \psi_W(1) = 0\), yield the following linear system for \(c_T\) and \(c_M\):

\[
\begin{pmatrix}
a_{11} & a_{12} \\
a_{12} & a_{22}
\end{pmatrix}
\begin{pmatrix}
c_T \\
c_M
\end{pmatrix}
= \begin{pmatrix}
b_1 \\
b_2
\end{pmatrix},
\]

where

\[
a_{11} = \int_0^1 \frac{1}{EI} \, dt, \quad a_{12} = \int_0^1 \frac{1}{EI} \, dt, \quad a_{21} = \int_0^1 \frac{1}{EI} s \, ds \, dt, \quad a_{22} = \int_0^1 \frac{1}{EI} \, ds dt,
\]

and

\[
b_1 = \int_0^1 \frac{1}{EI} (\eta_0^2 - \eta_0^1) \, dt + \int_0^1 \eta_M \, dt \quad \text{and} \quad b_2 = \int_0^1 \int_0^1 \frac{1}{EI} (\eta_0^2 - \eta_0^1) \, ds \, dt - \int_0^1 \frac{d^2}{GA} \eta_0^1 \, dt + \int_0^1 \eta_M \, dt.
\]

By Lemma A.1 we can easily show that \(|b_i| \leq C \|\eta\|\) for \(i = 1, 2\), where the constant \(C\) depends solely on \(EI\) and \(GA\). Note that the dependence on \(d\) can be suppressed since \(d \leq 1\). Furthermore, we can also suppress the dependence of \(C\) on \(EI\) and \(GA\) since these, and hence their reciprocals, are functions of order one on \(\Omega\). Thus, we have that \(|c_T| \leq C \|\eta\|\), and that \(|c_M| \leq C \|\eta\|\). Inserting these estimates into (A.1) and applying Lemma A.1 once more, we finally obtain \((2.7)\).
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