FUNCTION SPACES FOR CONDITIONALLY POSITIVE DEFINITE OPERATOR-VALUED KERNESS

GEORG BERSCHNEIDER, WOLFGANG ZU CASTELL, AND STEFAN J. SCHRÖDL

ABSTRACT. The correspondence between reproducing kernel Hilbert spaces and positive definite kernels is well understood since Aronszajn’s work of the 1940s. The analog relation is less clear for conditionally positive definite kernels. The latter are widely used in approximation methods for scattered data, geostatistics, and machine learning. We consider this relation and provide two ways to construct a reproducing kernel Pontryagin space for operator-valued kernels.

1. INTRODUCTION

Approximation with linear combinations of kernels is a widely used method in approximation theory [18], spatial statistics (kriging) [6] and machine learning [15]. The approach is appealing since there are almost no restrictions on the geometry of the measurements (scattered data), and the kernel itself can be understood as a way to incorporate a priori information concerning similarity within the data. These approaches heavily rely on an underlying reproducing kernel space. For example, the idea of the “kernel trick” in machine learning (cf. [15]) is to map the data into the so-called feature space where the actual algorithm is carried out. In approximation theory several authors studied the spaces resulting from an approximation process based on translates of positive definite, radial functions on $\mathbb{R}^d$ (cf. [11, 14]).

Let us briefly recall the definition of conditionally positive definite kernels (cf. [12,16]). Therefore, let $X$ be an arbitrary non-empty set and $(V, \langle \cdot, \cdot \rangle)$ a Pontryagin space over the complex field $\mathbb{C}$ (see Section 2 below for a definition). By $B(V)$ we denote the set of bounded linear operators on $V$. For $A \in B(V)$, $A^*$ will be its adjoint operator.

We call a function $\Phi : X \times X \to B(V)$ conditionally positive definite (operator-valued) kernel of order $\kappa \in \mathbb{N}_0$, if it is hermitian, i.e.,

$$\Phi(y, x) = \Phi(x, y)^* \quad \forall x, y \in X,$$

and there exists a $\kappa$-dimensional space $\mathcal{U}$ of functions from $X$ to $V$ such that

$$\sum_{i=1}^{n} \sum_{j=1}^{n} \langle \Phi(x_i, x_j)v_j, v_i \rangle \geq 0 \quad (1.1)$$
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holds for every choice of finitely many points \( x_1, \ldots, x_n \in X \) and vectors \( v_1, \ldots, v_n \in V \) satisfying

\[
\sum_{i=1}^{n} \langle u(x_i), v_i \rangle = 0 \quad \forall u \in \mathcal{U}.
\]

If the space \( \mathcal{U} \) is fixed, we will call \( \Phi \) conditionally positive definite with respect to \( \mathcal{U} \). A positive definite kernel is conditionally positive definite with respect to the trivial subspace. Note that the choice of the order to be equal to the dimension of the space \( \mathcal{U} \) differs from the analog notion, when dealing with spaces of polynomials.

Conditionally positive definite operator-valued kernels have found their way into applications, too (cf. \([2, 7, 9, 10]\)). In spatial statistics such methods are known as cokriging and multivariate spatial statistics \([6]\), while in machine learning the notion of multi-task learning \([8]\) is used.

We want to study the underlying function spaces associated with conditionally positive definite kernels. These spaces turn out to be reproducing kernel Pontryagin spaces \([13, 17]\). For some examples of radial basis functions these spaces can be identified with Sobolev spaces or Beppo-Levi spaces (cf. \([2, 7, 9, 10, 11]\)). Note that all those examples deal with translation invariant kernels and thus require some additional structure on the space \( X \).

For a first construction in Section 3 we follow the approach given in \([3]\). In the work mentioned, it has been shown that associated with a scalar-valued, conditionally positive definite kernel \( \Phi \) of order \( \kappa \) there is a reproducing kernel Pontryagin space of index \( \gamma \leq \kappa \) such that \( \Phi \) is its reproducing kernel. Note that such a statement does not make use of the explicit nature of the space \( \mathcal{U} \).

In many applications the space \( \mathcal{U} \) has some interpretation. For example, within the context of radial basis function interpolation one commonly chooses \( \mathcal{U} \) to be the space of polynomials on \( \mathbb{R}^d \) of some finite degree. Similarly, in statistical applications \( \mathcal{U} \) might model a polynomial trend within an otherwise stationary phenomenon. In learning theory \( \mathcal{U} \) would model the parametric component of a semi-parametric learning scheme. Therefore, one would like to choose a Pontryagin space with negative subspace \( \mathcal{U} \). We will give such a construction in the second approach in Section 4. Naturally, one can then no longer expect \( \Phi \) to be the reproducing kernel.

Before presenting the two constructions we briefly review some facts on reproducing kernel spaces in the following section. We conclude with discussing some aspects related to applications and stating some examples.

## 2. Preliminaries

For the constructions mentioned we need to calculate projections onto the finite-dimensional negative subspace. Considering given data as evaluations of an unknown function, it seems natural to use so-called interpolating projections. These rely on the existence of a set of finitely many points which determine the negative subspace uniquely.

We say that a set \( \Xi \subseteq X \) is a \( \mathcal{U} \)-unisolvent set of points, if every element \( u \in \mathcal{U} \) vanishing on \( \Xi \) is identically zero. In the scalar case the existence of finite \( \mathcal{U} \)-unisolvent sets follows from \( \mathcal{U} \) being finite-dimensional and Auerbach’s Theorem (cf. \([5]\) Chapter 31, Lemma 2)). The proof actually shows the existence of a linearly
proceed by induction on the dimension $n$. For a finite set $\Xi \subset \mathcal{X}$ in the dual space $\mathcal{X}$ of functions smaller than the actual dimension of the space. As an example consider the space $X$ uniquely.

the monographs [1, 4, 13].

Given a Hilbert space $H$ and replacing the inner product with its negative defines the corresponding antispaces. A Pontryagin space $\Pi$ then is a space which can be written as a direct sum $\Pi = N \oplus N^\perp$, where $(N^\perp, \langle \cdot, \cdot \rangle_{N^\perp})$ is a Hilbert space and $(N, \langle \cdot, \cdot \rangle_N)$ is the antispaces of a finite-dimensional Hilbert space. The space $\Pi$ is endowed with the indefinite inner product

\[ \langle v, w \rangle = \langle v_+, w_+ \rangle_{N^\perp} + \langle v_-, w_- \rangle_{N}, \quad v_+, w_+ \in N^\perp, \quad v_-, w_- \in N. \]

Such a decomposition is called fundamental decomposition. The space $N$ is called negative subspace of $\Pi$, since from the definition we immediately get that $\langle v, v \rangle < 0$ for all $v \in N \setminus \{0\}$. Note that $N$ is maximal with respect to this property, i.e., not included in any larger negative subspace.

While a fundamental decomposition of a Pontryagin space is not unique, the dimension of its maximal negative subspace $N$ is and is therefore referred to as the index of the Pontryagin space. Given a fundamental decomposition of $\Pi$ the inner product

\[ [v, w] = \langle v_+, w_+ \rangle - \langle v_-, w_- \rangle, \quad v_+, w_+ \in N^\perp, \quad v_-, w_- \in N, \]
turns Π into a Hilbert space. All norms induced in such a way can be shown to be equivalent (cf. [4, (IX.2)]). It is the topology induced by such a norm which we will use on the space Π.

As a consequence of a theorem by Pontryagin one can show the following statements.

**Lemma 2.2** ([1, Lemma 1.1.1]). Let Π be a Pontryagin space of index γ ∈ ℤ₀.

(i) The Gram matrix \( G = \left[ (v_i, v_j) \right]_{i,j=1}^{n} \) of any number of finitely many vectors \( v_1, \ldots, v_n \in Π \) can have at most γ negative eigenvalues (counted with multiplicity).

(ii) If \( T \subseteq Π \) is a total set, i.e., its span is dense in Π, then \( T \) contains a finite subset whose Gram matrix has exactly γ negative eigenvalues (counted with multiplicity).

**Definition 2.3.** Let \( V \) be a Pontryagin space and \( H \) be a Pontryagin space of functions \( f : X \to V \), where \( X \) is some non-empty set. A kernel \( Φ \) mapping \( X \times X \) into the space \( B(V) \) is called reproducing kernel of \( H \) if

(i) \( Φ(\cdot, x) v \) belongs to \( H \) for every \( x \in X \) and \( v \in V \), and

(ii) for every \( x \in X \), \( f \in H \), and \( v \in V \),
\[
(f, Φ(\cdot, x) v) = \langle f(x), v \rangle.
\]

If such a kernel exists, \( H \) is called reproducing kernel Pontryagin space.

The Pontryagin space analog of Riesz’ representation theorem (cf. [13, (B.1)]) shows that the reproducing property is tied up with the existence of continuous evaluation mappings

\[
E_x : H \to V, \ f \mapsto f(x), \quad x \in X.
\]

We then have the following characterization (cf. [1] Theorem 1.1.2] and [12]).

**Theorem 2.4.** Let \( H \) be a Pontryagin space of functions \( f : X \to V \), where \( V \) is a Pontryagin space and \( X \) is non-empty. Then \( H \) is a reproducing kernel Pontryagin space if and only if for all \( x \in X \) the evaluation mapping \( E_x : H \to V \) is continuous.

If the latter is the case and \( Φ : X \times X \to B(V) \) is a reproducing kernel, \( Φ \) is unique and satisfies the following properties:

(i) \( Φ(x, y) = E_x E_y^* \) for all \( x, y \in X \).

(ii) \( Φ(x, y) = Φ(y, x)^* \) for all \( x, y \in X \).

(iii) The set
\[
\{ Φ(\cdot, x) v : x \in X, v \in V \}
\]
forms a total subset of \( H \).

Let γ be the index of the reproducing kernel Pontryagin space \( H \). From Lemma 2.2 and Theorem 2.4 it follows that for any finite set of points \( \{x_1, \ldots, x_n\} \subseteq X \) and vectors \( \{v_1, \ldots, v_n\} \subseteq V \) the Gram matrix \( \left[ \langle Φ(x_i, x_j) v_j, v_i \rangle \right]_{i,j=1}^{n} \) has at most γ negative eigenvalues. Since \( \{ Φ(\cdot, x) v : x \in X, v \in V \} \) is total in \( H \), it therefore contains at least one finite set \( \{ Φ(\cdot, x_1) v_1, \ldots, Φ(\cdot, x_n) v_n \} \) such that the corresponding Gram matrix has exactly γ negative eigenvalues. Therefore, \( Φ \) is said to have γ negative squares.

Sorjonen [17] showed that there is a one-to-one correspondence between reproducing kernel Pontryagin spaces and kernels with finitely many negative squares.
Theorem 2.5 (Sorjonen, [17]). Suppose $\gamma \in \mathbb{N}_0$ and let $V$ be a Pontryagin space. If $H$ is a Pontryagin space of index $\gamma$ with reproducing kernel $\Phi$, then $\Phi$ has $\gamma$ negative squares. Conversely, for every hermitian kernel $\Phi : X \times X \to B(V)$ with $\gamma$ negative squares there exists a Pontryagin space $H$ of index $\gamma$ with reproducing kernel $\Phi$.

3. Direct construction of a function space

Let us now consider a conditionally positive definite operator-valued kernel $\Phi$ and describe the construction for a corresponding reproducing kernel Pontryagin space using the kernel directly. If $\Phi$ were positive definite and scalar-valued, the general construction of the associated reproducing kernel Hilbert space is to start with considering the space $\text{span}\{\Phi(\cdot, x) : x \in X\}$ and define a sesquilinear form on this space derived from the kernel. Due to the property of being positive definite this form can easily be seen to be a proper inner product. Then taking the completion with respect to this inner product leads to the reproducing kernel Hilbert space with reproducing kernel $\Phi$. Within the context of representation theory this method has been used by Gel’fand and Naimark and later was extended by Segal to construct representation spaces for certain normed algebras. It is for this reason that the construction is referred to as GNS-construction within harmonic analysis.

Basically, the idea to construct a reproducing kernel Pontryagin space associated with a given conditionally positive definite kernel uses the same construction. But since such a kernel does define an indefinite inner product only, one has more freedom, thus leading to different alternatives.

One way is to use the correspondence between conditionally positive definite kernels and kernels with finitely many negative squares. This is the approach followed in [3] for the scalar-valued case. Doing the GNS-construction with a conditionally positive definite kernel $\Phi$ of order $\kappa \in \mathbb{N}_0$ leads to a pre-Pontryagin space of index $\gamma$, where $0 \leq \gamma \leq \kappa$. Using a result of Sorjonen [17, Satz 3.2] allows us to take the completion and thereby derive a Pontryagin space with reproducing kernel $\Phi$.

The construction for the operator-valued case follows along the lines of the scalar-valued case. Therefore, we restrict ourselves to stating the essential steps of the construction.

To be precise, assume $(V, \langle \cdot, \cdot \rangle)$ to be a Pontryagin space, $X \neq \emptyset$, and $\Phi : X \times X \to B(V)$ to be a conditionally positive definite kernel of order $\kappa \in \mathbb{N}_0$. Being an operator, $\Phi_x = \Phi(\cdot, x)$ is not an element of the reproducing kernel space. Thus, we consider as a starting point the linear space

$$\mathcal{T} = \text{span}\{\Phi_x v : x \in X, v \in V\}.$$  

For any two elements $f, g \in \mathcal{T}$ we can find points $x_1, \ldots, x_n \in X$ and vectors $v_1, \ldots, v_n, w_1, \ldots, w_n \in V$ such that

$$f = \sum_{i=1}^{n} \Phi_{x_i} v_i \quad \text{and} \quad g = \sum_{i=1}^{n} \Phi_{x_i} w_i.$$  

Since

$$\sum_{i=1}^{n} \langle f(x_i), w_i \rangle = \sum_{i,j=1}^{n} \langle \Phi(x_i, x_j) v_j, w_i \rangle = \sum_{j=1}^{n} \langle v_j, g(x_j) \rangle$$
the form
\[(f, g) = \sum_{i,j=1}^{n} \langle \Phi(x_i, x_j)v_j, w_i \rangle \]
defines a hermitian sesquilinear form on \( T \). It is easy to check that \((\cdot, \cdot)\) satisfies
\[(f, \Phi_x v) = (f(x), v)\]
for all \( f \in T \), \( x \in X \), and \( v \in V \). This also guarantees non-degeneracy. To see this, let \( f_0 \in T \) with \((f_0, f) = 0\) for all \( f \in T \). Choosing \( f = \Phi_x v \) leads to
\[0 = (f_0, \Phi_x v) = (f_0(x), v)\]
for all \( v \in V \). Non-degeneracy of \( V \) implies \( f_0 = 0 \).

The results so far sum up to the following proposition.

**Proposition 3.1.** Let \( \Phi : X \times X \to B(V) \) be a conditionally positive definite kernel of order \( \kappa \). The space \( T \) endowed with \((\cdot, \cdot)\) is a pre-Pontryagin space of index \( \gamma \), \( \gamma \leq \kappa \), having \( \Phi \) as its reproducing kernel.

**Proof.** It remains to show that any maximal negative subspace of \( T \) is of dimension \( \gamma \), \( \gamma \leq \kappa \). Therefore, choose \( n \geq \kappa \) points \( x_1, \ldots, x_n \in X \) and vectors \( v_1, \ldots, v_n \in V \) and consider the Gram matrix
\[G = \left[ \begin{array}{c} \langle \Phi_{x_j} v_j, \Phi_{x_i} v_i \rangle \end{array} \right]_{i,j=1}^{n}.\]
From the defining equations (1.1) and (1.2) for conditional positive definiteness we obtain that
\[a^* G a \geq 0\]
for all \( a \in \mathbb{C}^n \) satisfying
\[\sum_{i=1}^{n} a_i \langle u(x_i), v_i \rangle = 0 \quad \forall u \in \mathcal{U},\]
or, equivalently,
\[a \in \left\{ \left[ \langle u(x_i), v_i \rangle \right]_{i=1}^{n} : u \in \mathcal{U} \right\}^\perp = W^\perp \subseteq \mathbb{C}^n.\]
Since \( \dim W \leq \dim \mathcal{U} = \kappa \), \( G \) can have at most \( \kappa \) negative eigenvalues. Using Lemma 2.2 any negative subspace in \( \text{span} \{ \Phi_{x_i} v_1, \ldots, \Phi_{x_n} v_n \} \) is of dimension less than the number of negative eigenvalues of the Gram matrix. Let \( \gamma \) be the maximal number of negative eigenvalues occurring for arbitrary choices of finitely many points. A negative subspace cannot be infinite dimensional since the existence of a negative subspace of dimension greater than \( \kappa \) immediately results in a contradiction. \( \square \)

**Theorem 3.2.** Let \( \Phi : X \times X \to B(V) \) be a conditionally positive definite kernel of order \( \kappa \). Then there exists a Pontryagin space \( \mathcal{H} \) of index \( \gamma \), \( \gamma \leq \kappa \), such that \( \Phi \) is its reproducing kernel and
\[\text{span} \{ \Phi_x v : x \in X, v \in V \}\]
is dense in \( \mathcal{H} \).

**Proof.** Consider the pre-Pontryagin space \( T \) endowed with \((\cdot, \cdot)\) as in Proposition 3.1. Using Sorjonen’s result [17, Satz 3.2] leads to the Pontryagin space completion \( \mathcal{H} \) of \( T \). \( \square \)
As in the positive definite case there is a reproducing kernel Pontryagin space for every conditionally positive definite kernel. The converse result is given in the following theorem. The proof follows along the lines of the scalar-valued case (cf. [3]) and is therefore omitted.

**Theorem 3.3.** Let $V$ be a Pontryagin space and $H$ be a Pontryagin space of index $\gamma$ of $V$-valued functions on $X$ with reproducing kernel $\Phi$. Then $\Phi$ is conditionally positive definite of order $\gamma$. In particular, $\Phi$ is conditionally positive definite with respect to any maximal negative subspace of $H$.

As already pointed out in Section 2, every maximal negative subspace $N$ of $H$ defines an inner product $\langle \cdot, \cdot \rangle_N$, which turns $H$ into a reproducing kernel Hilbert space. The representation of its reproducing kernel $\Lambda : X \times X \to B(V)$ in terms of $\Phi$ is given in the next theorem.

**Theorem 3.4.** Let $\Phi : X \times X \to B(V)$ be a conditionally positive definite kernel of order $\kappa \in \mathbb{N}_0$ and $H$ the associated reproducing kernel Pontryagin space. Choose a maximal negative subspace $N$ of $H$ and an orthonormal basis $\{p_1, \ldots, p_\lambda\}$ of $N$.

Then
\[
\Lambda(x, y) = \Phi(x, y) + 2 \sum_{i=1}^{\lambda} p_i(x)p_i(y)^*, \quad x, y \in X,
\]
is the reproducing kernel of $H$ corresponding to $\langle \cdot, \cdot \rangle_N$.

Although the direct construction has the advantage that the kernel $\Phi$ we started with has a direct interpretation as reproducing kernel, the space $U$ does in general not appear within the geometric decomposition $N \oplus N^\perp$ of the Pontryagin space $H$.

Posing further assumptions on the kernel we can identify $U$ as a subspace of the resulting reproducing kernel Pontryagin space. Towards this end, let us assume that $\Phi$ is conditionally positive definite with respect to $U$. Let $U$ be minimal with respect to this property, i.e., $\Phi$ is not conditionally positive definite with respect to any proper subspace of $U$. Denote by $H$ the reproducing kernel Pontryagin space associated with $\Phi$ according to Theorem 3.2. Consider $f \in H$ such that for every finite choice of points $x_1, \ldots, x_n \in X$ and vectors $v_1, \ldots, v_n \in V$ with
\[
\sum_{i=1}^{n} \langle u(x_i), v_i \rangle = 0 \quad \forall u \in U
\]
we have that
\[
\sum_{i=1}^{n} \langle f(x_i), v_i \rangle = 0.
\]
Then $f \in U$. Indeed, fix points $x_1, \ldots, x_n \in X$ and let
\[
W = \left\{ u = [u(x_i)]_{i=1}^{n} : u \in U \right\} \subseteq V^n.
\]
Then $W$ is a finite-dimensional subspace of the Pontryagin space $V^n$. Setting $f = [f(x_i)]_{i=1}^{n}$ and $v = [v_i]_{i=1}^{n}$ we have that $\langle u, v \rangle = 0$ and $\langle f, v \rangle = 0$. Therefore,
\[
f \in (W^\perp)^\perp = W,
\]
i.e., there exists an element $u \in U$ such that
\[
f(x_i) = u(x_i), \quad 1 \leq i \leq n.
\]
Using the following lemma we then conclude that $f \in \mathcal{U}$.

**Lemma 3.5.** Let $V$ be an arbitrary vector space over the field $\mathbb{C}$ and $\mathcal{U}$ be a finite-dimensional space of $V$-valued functions on $X \neq \emptyset$. Let $f : X \to V$. If for arbitrary $n \in \mathbb{N}$ and all choices of $n$ points $x_1, \ldots, x_n \in X$ there exists a function $u \in \mathcal{U}$ depending on $x_1, \ldots, x_n$ with

$$f(x_i) = u(x_i), \quad 1 \leq i \leq n,$$

then $f \in \mathcal{U}$.

**Proof.** If $X$ is finite, the assertion is trivially satisfied. Thus, suppose that $|X| = \infty$. Since $\mathcal{U}$ is finite-dimensional Lemma 2.1 yields the existence of a finite $\mathcal{U}$-unisolvent set $\Xi \subset X$ of points. Let $u_{\Xi} \in \mathcal{U}$ be chosen according to the assumptions. Fix $x \in X \setminus \Xi$ and let $u_x \in \mathcal{U}$ such that $f(\xi) = u_x(\xi)$ for all $\xi \in \Xi \cup \{x\}$. Since $u_x(\xi) = f(\xi) = u_{\Xi}(\xi)$ $\forall \xi \in \Xi$, $u_{\Xi} = u_x$ by the unisolvency of $\Xi$. Since $x$ was arbitrary it follows that $f = u_{\Xi}$. $\square$

Returning to the problem of identifying $\mathcal{U}$ as a subspace of $H$ we consider the space

$$\mathcal{F} = \left\{ \sum_{i=1}^{n} \Phi_{x_i} v_i : \sum_{i=1}^{n} \langle u(x_i), v_i \rangle = 0 \ \forall u \in \mathcal{U} \right\} \subseteq H.$$

From the remarks preceding Lemma 3.5 we obtain that $\mathcal{F}^\perp \subseteq \mathcal{U}$. Assuming $\mathcal{F}^\perp$ to be a proper subspace of $\mathcal{U}$ we can find a basis $\{u_1, \ldots, u_m\}$ of $\mathcal{F}^\perp$ and $u_{m+1}, \ldots, u_\kappa \in \mathcal{U}$ such that $\{u_1, \ldots, u_\kappa\}$ forms a basis of $\mathcal{U}$. Choose finitely many points $x_1, \ldots, x_m \in X$ and vectors $v_1, \ldots, v_n \in V$ such that

$$\sum_{i=1}^{n} \langle u_j(x_i), v_i \rangle = 0, \quad 1 \leq j \leq m.$$

Then

$$f = \sum_{i=1}^{n} \Phi_{x_i} v_i \in (\mathcal{F}^\perp)^\perp = \mathcal{F}.$$

From the defining relations (1.1) and (1.2) of conditional positive definiteness we obtain that $\mathcal{F}$ is a non-negative subspace of $H$. Thus, it is easy to see that $f \in \mathcal{F}$ implies conditional positive definiteness of $\Phi$ with respect to $\mathcal{F}^\perp$. This contradicts the assumption of minimality of the space $\mathcal{U}$.

Summarizing, we have the following result.

**Theorem 3.6.** Let $(V, \langle \cdot, \cdot \rangle)$ be a Pontryagin space and $\Phi : X \times X \to B(V)$ be conditionally positive definite with respect to a finite-dimensional space $\mathcal{U}$. Assume $\mathcal{U}$ to be minimal with respect to this property. Then $\mathcal{U}$ is contained in the reproducing kernel space $H$ associated with $\Phi$.

4. Construction using a projected kernel

We already noted in the preceding section that the construction of a function space starting from a conditionally positive definite kernel $\Phi$ of index $\kappa$ generally results in a reproducing kernel Pontryagin space $H$ of index $\gamma \leq \kappa$. In particular, fixing a $\kappa$-dimensional space $\mathcal{U}$ for the kernel $\Phi$ we can in general not expect $\mathcal{U}$ to be a maximal negative subspace of $H$. In this section we consider a second construction aiming for a reproducing kernel Pontryagin space with maximal negative subspace
Given an orthonormal basis \( \{ p_1, \ldots, p_\kappa \} \) of \( U \) the reproducing kernel of \( U \) has the form \( \sum_{i=1}^\kappa p_i(x)p_i(y)^* \) due to \( U \) being finite-dimensional. The idea of the construction is to “subtract” \( U \) from a reproducing kernel Hilbert space obtained via the GNS-construction. In order to make this work we have to ensure that the kernel \( \Psi \) used for the GNS-construction does not contain any component in \( U^\perp \). The key lies in determining a suitable projection of the given conditionally positive definite kernel \( \Phi \) onto \( U \).

Let us restrict our considerations for the moment to the scalar-valued case, i.e., \( U \) consists of complex-valued functions. Choosing a Lagrange or cardinal basis of \( U \) allows to compute projections in terms of point evaluations. To be precise, choose a minimal \( U \)-unisolvent set \( \Xi = \{ \xi_1, \ldots, \xi_\kappa \} \) of points. The Lagrange basis of \( U \) with respect to \( \Xi \) consists of those functions \( u_i \in U \) satisfying

\[
u_j(\xi_i) = \delta_{i,j}, \quad 1 \leq i, j \leq \kappa.
\]

With this property, any element \( u \in U \) has a representation

\[
u(x) = \sum_{i=1}^\kappa u(\xi_i)u_i(x), \quad x \in X.
\]

For \( U \) being a space of polynomials this is the Lagrange interpolation formula (cf. [5, Chapter 2]).

Let us turn back to the general case of \( V \)-valued functions. In order to compute the desired projection in terms of point evaluations we have to find a vector-analog of the Lagrange basis. The idea is to consider a finite-dimensional space \( \tilde{U} \) of complex-valued functions on \( X \times \mathbb{V} \) associated with the given space \( U \) consisting of \( V \)-valued functions.

Towards this end, let \( \tilde{U} \) be the space of all functions

\[
u : X \times \mathbb{V} \to \mathbb{C}, \quad (x, v) \mapsto \tilde{u}(x, v) = \langle u(x), v \rangle,
\]

where \( u \in U \). The spaces \( U \) and \( \tilde{U} \) are isomorphic and are said to be in tilde correspondence (cf. [12]).

Since \( \tilde{U} \) is a finite-dimensional space of complex-valued functions on \( X \times \mathbb{V} \), we can find a minimal \( \tilde{U} \)-unisolvent set \( \tilde{\Xi} = \{ (\xi_1, \omega_1), \ldots, (\xi_\kappa, \omega_\kappa) \} \) in \( X \times \mathbb{V} \) and consider the associated Lagrange basis \( \{ \tilde{u}_1, \ldots, \tilde{u}_\kappa \} \) of \( \tilde{U} \), i.e.,

\[
\tilde{u}_j(\xi_i, \omega_i) = \delta_{i,j}, \quad 1 \leq i, j \leq \kappa.
\]

Then there are \( u_1, \ldots, u_\kappa \in U \) such that

\[
\tilde{u}_i(x, v) = \langle u_i(x), v \rangle, \quad x \in X, \quad v \in \mathbb{V},
\]

and \( \{ u_1, \ldots, u_\kappa \} \) forms a basis of \( U \). Consequently, every \( u \in U \) has the representation

\[
u(x) = \sum_{i=1}^\kappa \langle u(\xi_i), \omega_i \rangle u_i(x), \quad x \in X.
\]

We call \( \{ u_1, \ldots, u_\kappa \} \) a Lagrange basis of \( U \) (with respect to the set \( \tilde{\Xi} \)).
To proceed with the construction fix a set \( \tilde{\Xi} \) and the resulting Lagrange basis \( \{u_1, \ldots, u_\kappa\} \) of \( U \). Define a negative definite, hermitian form on \( U \) by setting
\[
(u_i, u_j) = -\delta_{i,j}, \quad 1 \leq i, j \leq \kappa.
\]
It remains to determine a Hilbert space \( U^\perp \) such that we can define the Pontryagin space \( \mathcal{H} \) as the direct sum of \( U \) and \( U^\perp \).

From the representation (4.1) the orthogonal projection \( f_U \) of a function \( f \in \mathcal{H} \) onto \( U \) is given by
\[
f_U = -\sum_{i=1}^{\kappa} (f, u_i) u_i = \sum_{i=1}^{\kappa} (f(\xi_i), \omega_i) u_i.
\]
Thus, we can subtract from \( \Phi \) any component lying in \( U \) to determine a new kernel \( \Psi \). Doing so, we obtain for \( x, y \in X \),
\[
\Psi(x, y) = \Phi(x, y) - \sum_{i=1}^{\kappa} \Phi(x, \xi_i) \omega_i u_i(y)^* - \sum_{i=1}^{\kappa} u_i(x) \omega_i^* \Phi(\xi_i, y)
+ \sum_{i,j=1}^{\kappa} (\Phi(\xi_i, \xi_j) \omega_j, \omega_i) u_i(x) u_j(y)^*.
\]
By construction we obtain that for all \( x \in X \) and \( v \in V \),
\[
\langle \Psi(x, \xi_r) \omega_r, v \rangle = 0, \quad 1 \leq r \leq \kappa.
\]
Further on, \( \Psi(x, y) = \Psi(y, x)^* \), \( x, y \in X \).

We are now ready to proceed with the GNS-construction.

**Proposition 4.1.** Let \( V \) be a Pontryagin space and \( \Phi : X \times X \to B(V) \) a conditionally positive definite kernel with respect to the \( \kappa \)-dimensional space \( U \). Let \( \Psi \) be given by (4.2). Then the space
\[
\mathcal{T} = \text{span} \{ \Psi(\cdot, y) v : y \in X, v \in V \}
\]
is a pre-Hilbert space and \( \mathcal{T} \cap U = \{0\} \).

**Proof.** Given the Lagrange basis of \( U \), every element \( u \) in \( U \) is uniquely determined by the values \( \langle u(\xi_r), \omega_r \rangle \), \( 1 \leq r \leq \kappa \), (cf. (4.1)). Thus, the second assertion follows from equation (4.3).

To proof the assertion on the space \( \mathcal{T} \) we show that \( \Psi \) is positive definite. Then Proposition 3.1 applied to the kernel \( \Psi \) yields the assertion.

Towards this end, choose finitely many points \( x_1, \ldots, x_n \in X \) and vectors \( v_1, \ldots, v_n \in V \). The defining equation (4.2) of \( \Psi \) allows to obtain that
\[
\sum_{l=1}^{n} \Psi_{x_l v_l} = \sum_{l=1}^{n} \Phi_{x_l v_l} + \sum_{i=1}^{\kappa} \left( -\sum_{l=1}^{n} \langle v_l, u_i(x_l) \rangle \right) \Phi_{\xi_i, \omega_i}
+ \sum_{i=1}^{\kappa} \left( \sum_{l=1}^{n} \left( \sum_{j=1}^{\kappa} \langle v_l, u_j(x_l) \rangle \Phi(\xi_i, \xi_j) \omega_j - \Phi(\xi_i, x_l) v_l, \omega_i \right) \right) u_i.
\]
Now setting for all \( 1 \leq r \leq n + \kappa \),
\[
y_r = \begin{cases} x_r & 1 \leq r \leq n, \\
\xi_{r-n} & n + 1 \leq r \leq n + \kappa,
\end{cases}
\]
and
\[ d_r = \begin{cases} v_r, & 1 \leq r \leq n, \\ -\sum_{i=1}^n (v_i, u_r(x_i)) \omega_r, & n + 1 \leq r \leq n + \kappa, \end{cases} \]
we have that
\[ \sum_{i=1}^n \langle v_i, u_r(x_i) \rangle \omega_r = \sum_{r=1}^{n+\kappa} \langle \sum_{i=1}^{n+\kappa} \Phi(\xi_i, y_r) d_r, \omega_i \rangle u_i. \]

Further, note that
\[ \sum_{r=1}^{n+\kappa} \langle u(y_r), d_r \rangle = 0 \quad \forall u \in \mathcal{U}. \]

Therefore, we obtain that
\[
\sum_{k,l=1}^n \langle \Psi(x_k, x_l) v_l, v_k \rangle = \sum_{k=1}^n \left( \sum_{r=1}^{n+\kappa} \Phi(x_k, y_r) d_r, v_k \right) \\
- \sum_{k=1}^n \left( \sum_{r=1}^{n+\kappa} \sum_{i=1}^\kappa \langle (\xi_i, y_r) d_r, \omega_i \rangle u_i(x_k), v_k \right) \\
= \sum_{r=1}^{n+\kappa} \sum_{s=1}^n \langle \Phi(y_s, y_r) d_r, d_s \rangle \\
- \sum_{r=1}^{n+\kappa} \sum_{i=1}^\kappa \langle \Phi(\xi_i, y_r) d_r, \sum_{k=1}^n \langle v_k, u_i(x_k) \rangle \omega_i \rangle \\
= \sum_{r=1}^{n+\kappa} \sum_{s=1}^{n+\kappa} \langle \Phi(y_s, y_r) d_r, d_s \rangle \geq 0,
\]
since \( \Phi \) is conditionally positive definite. \( \square \)

Following the standard GNS-construction we can define \( \mathcal{H}_\Psi \) to be the Hilbert space completion of \( \mathcal{T} \). As in the classical case, \( \Psi \) will be the reproducing kernel of \( \mathcal{H}_\Psi \).

Setting
\[ \mathcal{H} = \mathcal{H}_\Psi \oplus \mathcal{U}, \]
endowed with the indefinite inner product
\[ (f, g) = (f_{\mathcal{H}_\Psi}, g_{\mathcal{H}_\Psi}) + (f_{\mathcal{U}}, g_{\mathcal{U}}), \]
defines a reproducing kernel Pontryagin space of index \( \kappa \) with \( \mathcal{U} \) being a maximal negative subspace.

**Theorem 4.2.** Let \( \Phi : X \times X \to B(V) \) be a conditionally positive definite kernel with respect to a \( \kappa \)-dimensional space \( \mathcal{U} \) of \( V \)-valued functions on \( X \). Then there exists a reproducing kernel Pontryagin space \( \mathcal{H} \) of index \( \kappa \) with maximal negative subspace \( \mathcal{U} \). Let \( \tilde{\mathcal{U}} \) be the space of scalar-valued functions in tilde correspondence to \( \mathcal{U} \). Choose a \( \tilde{\mathcal{U}} \)-unisolvent set \( \{(\xi_1, \omega_1), \ldots, (\xi_\kappa, \omega_\kappa)\} \subseteq X \times V \) and let \( \{u_1, \ldots, u_\kappa\} \)
be the associated Lagrange basis of \( \mathcal{U} \). Then the reproducing kernel of \( \mathcal{H} \) is given by
\[
\Theta(x, y) = \Phi(x, y) - \sum_{i=1}^{\kappa} \Phi(x, \xi_i)\omega_i(y)^* - \sum_{i=1}^{\kappa} u_i(x)\omega_i^* \Phi(\xi_i, y) + \sum_{i,j=1}^{\kappa} \langle \Phi(\xi_i, \xi_j)\omega_j, \omega_i \rangle \, u_i(x)u_j(y)^* - \sum_{i=1}^{\kappa} u_i(x)u_i(y)^*
\]
for \( x, y \in X \).

For the special choice of \( \mathcal{U} \) as maximal negative subspace we can state an analog of Theorem 3.4.

**Corollary 4.3.** Let \( \Phi : X \times X \to B(V) \) be a conditionally positive definite kernel with respect to a \( \kappa \)-dimensional space \( \mathcal{U} \) of \( V \)-valued functions on \( X \) and \( \mathcal{H} \) as defined above. Then \( \mathcal{H} \) endowed with \([\cdot, \cdot]_\mathcal{U}\) is a Hilbert space having reproducing kernel
\[
\Lambda(x, y) = \Phi(x, y) - \sum_{i=1}^{\kappa} \Phi(x, \xi_i)\omega_i(y)^* - \sum_{i=1}^{\kappa} u_i(x)\omega_i^* \Phi(\xi_i, y) + \sum_{i,j=1}^{\kappa} \langle \Phi(\xi_i, \xi_j)\omega_j, \omega_i \rangle \, u_i(x)u_j(y)^* + \sum_{i=1}^{\kappa} u_i(x)u_i(y)^*
\]
for \( x, y \in X \).

At the end of this section we want to study the dependency of the space \( \mathcal{H} \) on the choice of the \( \mathcal{U} \)-unisolvent set of points. Doing so, let
\[
\Xi_1 = \{(\xi_1^{(1)}, \omega_1^{(1)}), \ldots, (\xi_\kappa^{(1)}, \omega_\kappa^{(1)})\} \quad \text{and} \quad \Xi_2 = \{(\xi_1^{(2)}, \omega_1^{(2)}), \ldots, (\xi_\kappa^{(2)}, \omega_\kappa^{(2)})\}
\]
be two \( \mathcal{U} \)-unisolvent sets with corresponding Lagrange bases \( \{u_1^{(1)}, \ldots, u_\kappa^{(1)}\} \) and \( \{u_1^{(2)}, \ldots, u_\kappa^{(2)}\} \) of \( \mathcal{U} \). Denote the associated projected kernels by \( \Psi^{(1)} \) and \( \Psi^{(2)} \), respectively, and the corresponding reproducing kernel Pontryagin spaces by \( \mathcal{H}^{(1)} \) and \( \mathcal{H}^{(2)} \), respectively. Starting with
\[
f = \sum_{i=1}^{n} \Psi_{x_i}^{(1)} v_i,
\]
where \( x_1, \ldots, x_n \in X \) and \( v_1, \ldots, v_n \in V \), we show that \( f \) has a representation as the sum of an element in \( \mathcal{H}^{(1)} \) and an element of \( \mathcal{U} \). Therefore, \( f \in \mathcal{H}^{(2)} \). Setting \( y_1, \ldots, y_{n+\kappa} \in X \) and \( d_1, \ldots, d_{n+\kappa} \in V \) as in the proof of Proposition 4.4 we can write \( f \) in terms of \( \Phi \); to be precise,
\[
f = \sum_{i=1}^{n} \Psi_{x_i}^{(1)} v_i = \sum_{r=1}^{n+\kappa} \Phi_{y_r} d_r - \sum_{i=1}^{\kappa} \left\langle \sum_{r=1}^{n+\kappa} \Phi(\xi_i^{(1)}, y_r)d_r, \omega_i^{(1)} \right\rangle u_i^{(1)}.
\]
On the other hand, we obtain that
\[
\sum_{r=1}^{n+\kappa} \Phi_{y_r} d_r = \sum_{r=1}^{n+\kappa} \Psi_{y_r}^{(2)} d_r + \sum_{i=1}^{\kappa} \left\langle \sum_{r=1}^{n+\kappa} \Phi(\xi_i^{(2)}, y_r)d_r, \omega_i^{(2)} \right\rangle u_i^{(2)}.
\]
Thus, we have shown that \( f \in \mathcal{H}^{(2)} \). Denote by \([\cdot, \cdot]_2\) the Hilbert space inner product (cf. (2.2)) with respect to the fundamental decomposition \( \mathcal{H}^{(2)} = \mathcal{H}^{(2)} = \mathcal{H}^{(1)} \oplus \mathcal{U} \).
Using the fact that
\[ \sum_{r=1}^{n+\kappa} \langle u(r), d_r \rangle = 0 \quad \forall u \in \mathcal{U} \]
a straightforward calculation shows that
\[ (4.4) \quad \lVert f \rVert_2^2 = (f, f)_{\Psi(1)} + \sum_{r=1}^{n} \left| \langle f(\xi_r^{(1)}), \omega_r^{(2)} \rangle \right|^2. \]

**Theorem 4.4.** Let \( \Phi : X \times X \to B(V) \) be a conditionally positive definite kernel with respect to a \( \kappa \)-dimensional space \( \mathcal{U} \) of \( V \)-valued functions on \( X \). Let \( \tilde{\mathcal{U}} \) be the space of scalar-valued functions in tilde correspondence to \( \mathcal{U} \). Choosing two different \( \tilde{\mathcal{U}} \)-unisolvent sets \( \tilde{\Xi}_1, \tilde{\Xi}_2 \) the resulting reproducing kernel Pontryagin spaces \( H^{(1)} \) and \( H^{(2)} \) coincide as sets and the induced topologies are equivalent.

**Proof.** We use the same notation as before. Let \( g \in H^{(1)} \). By definition of \( H^{(1)} \) we can write
\[ g = f + u \]
for some \( f \in H_{\Psi(1)} \) and \( u \in \mathcal{U} \). Furthermore, for \( f \in H_{\Psi(1)} \) there exists a sequence \( (f_n)_{n \in \mathbb{N}} \) in \( T_{\Psi(1)} \) converging to \( f \) in norm. Using the reproducing property of \( \Psi(1) \) we obtain
\[ \lim_{n \to \infty} \langle f_n(x), v \rangle = \langle f(x), v \rangle \]
for all \( x \in X \) and all \( v \in V \). By equation (4.4) the sequence \( (f_n)_{n \in \mathbb{N}} \) is a Cauchy sequence with respect to \( \lVert \cdot \rVert_2 \). Therefore, there exists a limit \( h \in H^{(2)} \). As before,
\[ \langle h(x), v \rangle = \lim_{n \to \infty} \langle f_n(x), v \rangle = \langle f(x), v \rangle \]
for all \( x \in X \) and all \( v \in V \). Since \( V \) is non-degenerate this implies \( h = f \). Thus, \( g = f + u = h + u \in H^{(2)} \). Finally, exchanging the role of \( H^{(1)} \) and \( H^{(2)} \) yields the assertion. \( \square \)

5. Applications

In this section we present two applications of the previously demonstrated constructions. We give a local error estimate for a vector-valued interpolation problem and consider unitary representations of groups in Pontryagin spaces.

**Interpolation problem.** Let \( (V, \langle \cdot, \cdot \rangle) \) be a Pontryagin space and let \( X \neq \emptyset \). Assume we are given a finite set \( \{(x_1, d_1), \ldots, (x_n, d_n)\} \subseteq X \times V \) of samples of an unknown \( V \)-valued function \( f : X \to V \), i.e.,
\[ f(x_i) = d_i, \quad 1 \leq i \leq n. \]
The goal is to determine a suitable interpolant to the function based on a given strictly conditionally positive definite kernel \( \Phi \) with respect to \( \mathcal{U} \). Here, strictly conditionally positive definite means that inequality (1.1) holds in the strict sense for mutually different points and non-simultaneously vanishing vectors \( v_1, \ldots, v_n \in V \).

Let \( \kappa = \dim \mathcal{U} \) and assume \( \{x_1, \ldots, x_n\} \) to contain a \( \mathcal{U} \)-unisolvent set of points. First, let us convince ourselves that we can always find a \( \mathcal{U} \)-unisolvent set \( \Xi = \{ (\xi_1, \omega_1), \ldots, (\xi_\kappa, \omega_\kappa) \} \) such that \( \{\xi_1, \ldots, \xi_\kappa\} \subseteq \{x_1, \ldots, x_n\} \).
Lemma 5.1. Let \( (V, \langle \cdot , \cdot \rangle) \) be a Pontryagin space, \( \mathcal{U} \) a \( \kappa \)-dimensional space of \( V \)-valued functions on a set \( X \neq \emptyset \), and let \( \Xi = \{ x_1, \ldots, x_m \} \) be a \( \mathcal{U} \)-unisolvent set of points. Let \( \tilde{\mathcal{U}} \) be the space of scalar-valued functions in tilde correspondence to \( \mathcal{U} \). Then there exists a finite \( \tilde{\mathcal{U}} \)-unisolvent set

\[
\tilde{\Xi} = \{ (\xi_1, \omega_1), \ldots, (\xi_\kappa, \omega_\kappa) \} \subseteq X \times V
\]
such that \( \{ \xi_1, \ldots, \xi_\kappa \} \subseteq \Xi \).

Proof. Choose a maximal negative subspace \( N \) of \( V \) and define

\[
V_i = \{ u(x_i) : u \in \mathcal{U} \}, \quad 1 \leq i \leq m.
\]

Endowed with the inner product \( [\cdot , \cdot]_N \) the space \( V_i \) is a finite-dimensional Hilbert space. For each \( V_i \) choose an orthonormal basis \( \{ v_{ij} \}_{j \in A_i} \), where \( A_i \subseteq \{ 1, \ldots, \kappa \} \). In the case \( V_i = \{ 0 \} \) we set \( A_i = \emptyset \). Then

\[
\tilde{\Xi}_0 = \{ (x_i, v_{ij}) : j \in A_i, \ 1 \leq i \leq m \}
\]
defines a \( \tilde{\mathcal{U}} \)-unisolvent set. Indeed, assume there is a function \( \tilde{u} \in \tilde{\mathcal{U}} \) such that

\[
\tilde{u}(x, v) = 0 \quad \forall (x, v) \in \tilde{\Xi}_0.
\]
Then there exists a function \( u \in \mathcal{U} \) such that \( \tilde{u}(x, v) = \langle u(x), v \rangle \) for all \( x \in X \) and \( v \in V \). From

\[
0 = \tilde{u}(x_i, v_{ij}) = \langle u(x_i), v_{ij} \rangle = \left[ (u(x_i))_+ - (u(x_i))_- \right]_{N_j} \quad \forall j \in A_i
\]
we obtain that \( (u(x_i))_+ = (u(x_i))_- \). Therefore, \( u(x_i) = 0 \) for all \( 1 \leq i \leq m \). Using the \( \mathcal{U} \)-unisolvenacy of \( \Xi \) we obtain that \( u = 0 \). In turn, this yields \( \tilde{u} \). Choose a \( \tilde{\mathcal{U}} \)-unisolvent subset \( \tilde{\Xi} \) of \( \tilde{\Xi}_0 \) that is minimal. It is easy to see that \( |\tilde{\Xi}| = \kappa \). \( \square \)

Let us turn back to the stated interpolation problem. For the given conditionally positive definite kernel \( \Phi \) consider the reproducing kernel Pontryagin space \( \mathcal{H} \) as in Theorem 4.2. Assume that the unknown function \( f \) is contained in \( \mathcal{H} \). We make the ansatz

\[
(5.1) \quad s(x) = \sum_{i=1}^{n} \Phi_{x, v_i} + p(x),
\]
where \( v_1, \ldots, v_n \in V \) and \( p \in \mathcal{U} \) are determined by

\[
s(x_i) = d_i, \quad 1 \leq i \leq n,
\]
and

\[
\sum_{i=1}^{n} \langle u(x_i), v_i \rangle = 0 \quad \forall u \in \mathcal{U}.
\]

Choose a \( \tilde{\mathcal{U}} \)-unisolvent set \( \{ (\xi_1, \omega_1), \ldots, (\xi_\kappa, \omega_\kappa) \} \) according to Lemma 5.1 and denote by \( \Psi \) the projected kernel given in equation 4.2. Choosing \( v_1, \ldots, v_n \in V \) such that

\[
\sum_{i=1}^{n} \langle u(x_i), v_i \rangle = 0 \quad \forall u \in \mathcal{U}
\]
we obtain that
\[
\sum_{i=1}^{n} \Phi(x, v_i) = \sum_{i=1}^{n} \frac{\langle \Phi(x, v_i) \rangle}{\sum_{j=1}^{i} \langle \Phi(x, v_j) \rangle} \Phi(x, v_i)
\]
\[
= \sum_{i=1}^{n} \langle \Phi(x, v_i) \rangle \sum_{j=1}^{i} \langle \Phi(x, v_j) \rangle 
\]
Since \( f(x_i) = s(x_i), 1 \leq i \leq n, \mathcal{U}\)-unisolventness of \{\( x_1, \ldots, x_n \)\} yields \((f - s)_{\mathcal{U}} = 0 \).
Thus,
\[
\left( f - s, \sum_{i=1}^{n} \Phi(x, v_i) \right)_{\mathcal{U}} = \left( f - s, \sum_{i=1}^{n} \Phi(x, v_i) - \sum_{j=1}^{n} \langle \Phi(x, v_j) \rangle \langle \Phi(x, v_i) \rangle \right)_{\mathcal{U}}
\]
\[
= \sum_{i=1}^{n} \langle (f - s)(x_i), v_i \rangle = 0.
\]
Therefore, \( s \) is the orthogonal projection of \( f \) onto
\[
\left\{ \sum_{i=1}^{n} \Phi(x, w_i) : \sum_{i=1}^{n} \langle u(x_i), w_i \rangle = 0 \ \forall \ u \in \mathcal{U} \right\} + \mathcal{U}
\]
\[
= \left\{ \sum_{i=1}^{n} \Phi(x, w_i) : \sum_{i=1}^{n} \langle u(x_i), w_i \rangle = 0 \ \forall \ u \in \mathcal{U} \right\} \oplus \mathcal{U}.
\]
In particular, \( \left( f - s, s \right)_{\mathcal{U}} = 0 \) and, therefore,
\[
\|f\|_{\mathcal{U}}^2 - \|s\|_{\mathcal{U}}^2 = \|f - s\|_{\mathcal{U}}^2.
\]
If \( \mathcal{Q} \) denotes the closure of
\[
\left\{ \sum_{i=1}^{n} \Phi(x, w_i) : \sum_{i=1}^{n} \langle u(x_i), w_i \rangle = 0 \ \forall \ u \in \mathcal{U} \right\}
\]
in \( \mathcal{H}_\Phi \) we can obtain a bound for the pointwise error (cf. [1] Chapter 31)).

**Theorem 5.2.** Let \((V, \langle \cdot, \cdot \rangle)\) be a Pontryagin space and \( \Phi : X \times X \rightarrow B(V) \) be conditionally positive definite with respect to a finite-dimensional space \( \mathcal{U} \). Let \( \{x_1, \ldots, x_n\} \subseteq X \) be a set of points containing \( \mathcal{U} \)-unisolvent set and let \( d_i = f(x_i), 1 \leq i \leq n, \) for a function \( f \in \mathcal{H} \). For the interpolant \( s \in \mathcal{H} \) defined in equation \((5.1)\) we have that
\[
\|f(x) - s(x)\| \leq \|f\|_{\mathcal{U}} \|v\|_V^{1/2} \\|\Phi(x, x)v - \left( \text{proj}_{\mathcal{Q}}(\Phi(x,v)) \right)(x)\|_V^{1/2}
\]
for every \( x \in X \) and \( v \in V \). Hereby, \( \|\cdot\|_{\mathcal{U}} \) denotes the norm associated with the fundamental decomposition \( \mathcal{H} = \mathcal{H}_\Phi \oplus \mathcal{U} \) and \( \|\cdot\|_V \) any norm associated with a fundamental decomposition of \( V \).

**Proof.** We already noted that \( f - s \in \mathcal{H}_\Phi \). Thus,
\[
\|f(x) - s(x)\| = \|f - s, \Phi(x,v)\| = \|f - s, \Phi(x,v) - \text{proj}_{\mathcal{Q}}(\Psi_xv)\|
\]
\[
\leq \|f - s\| \|\Phi_xv - \text{proj}_{\mathcal{Q}}(\Psi_xv)\|,
\]
where \( \| \cdot \| \) denotes the norm in the Hilbert space \( \mathcal{H}_\Psi \). Using the reproducing property of \( \Psi \) we obtain that
\[
\| \Psi_x v - \text{proj}_Q(\Psi_x v) \|^2 = (\Psi_x v - \text{proj}_Q(\Psi_x v), \Psi_x v) - (\Psi(x, x)v - (\text{proj}_Q(\Psi_x v))(x), v) \\
\leq \| (\Psi(x, x)v - (\text{proj}_Q(\Psi_x v))(x)) \|_V \| v \|_V.
\]
Since \( \| f - s \|_U = \| f - s \| \), the statement follows from \( \| f - s \|_U \leq \| f \|_U \).

Since the projection onto \( Q \) is difficult to calculate we choose an easier accessible element of \( Q \) to obtain an upper bound for the pointwise error in the last theorem.

**Corollary 5.3.** Adopt the setting of Theorem 5.2 Then
\[
|\langle f(x) - s(x), v \rangle| \leq \| f \|_U \| v \|_V \sqrt{\| x \|} \| \Psi(x, x) \| \]
for every \( x \in X \) and \( v \in V \), where \( \| \Psi(x, x) \| \) denotes the operator norm.

**Proof.** Since \( \text{proj}_Q(\Psi_x v) \) is the best approximation to \( \Psi_x v \) in \( Q \) we have for every element \( q \in Q \),
\[
\| \Psi_x v - \text{proj}_Q(\Psi_x v) \| \leq \| \Psi_x v - q \|.
\]
Choosing \( q = 0 \) yields
\[
\| \Psi_x v - \text{proj}_Q(\Psi_x v) \|^2 \leq \| \Psi_x v \|^2 = \langle \Psi(x, x)v, v \rangle \leq \| \Psi(x, x) \| \| v \|^2.
\]

**Example A.** Duchon’s work (see, e.g., [18]) on minimal norm interpolation in Sobolev spaces has been generalized for vector-valued functions by several authors (cf., e.g., [2, 7, 11] and the references given therein). These authors used an approach via distributions to define the appropriate reproducing kernel spaces of functions \( f : \mathbb{R}^d \to \mathbb{R}^d \). Let \( \mathcal{D}'(\mathbb{R}^d) \) denote the space of distributions in \( \mathbb{R}^d \). The Beppo-Levi space of order \( m \in \mathbb{N}_0 \) is then defined as
\[
D^{-m}L^2(\mathbb{R}^d) = \{ v \in \mathcal{D}'(\mathbb{R}^d) : D^\alpha v \in L^2(\mathbb{R}^d), |\alpha| = m \}.
\]
For a \( d \)-component vector field one then defines
\[
D^{-m}L^2(\mathbb{R}^d, \mathbb{R}^d) = D^{-m}L^2(\mathbb{R}^d) \times \cdots \times D^{-m}L^2(\mathbb{R}^d).
\]
The function
\[
\phi_0(x) = \begin{cases} 
  \| x \|^{2m} \log \| x \|, & \text{for } m \text{ even,} \\
  (-1)^m \| x \|^{2m-1}, & \text{for } m \text{ odd},
\end{cases}
\]
is the fundamental solution of the equation \( \Delta^{m+1}\phi_0 = \delta \). Setting \( \phi(x, y) = \phi_0(x-y) \) we obtain a translation invariant, conditionally positive definite kernel with respect to the space of polynomials \( \mathcal{P}_d^{m-1} \) in \( d \) variables and of total degree at most \( m-1 \).

Amodei and Benbourhim (for \( m = 2 \)), and Dodu and Rabut (for \( m = 3 \)) then considered a minimal norm interpolation problem in the Beppo-Levi space \( D^{-m}L^2(\mathbb{R}^d, \mathbb{R}^d) \) with a semi-norm composed of a rotational and a divergence component, and a balancing parameter \( \lambda \geq 0 \). This leads to a decomposition of the interpolant according to the two semi-norm components. The first one is determined by the kernel
\[
\Phi^{\text{rot}}(x) = (-1)^m [\phi_0^2]_{i,j=1}^d, 
\]
while the second one can be represented using the kernel
\[
\Phi^{\text{div}}(x) = (-1)^m (\Delta \phi_0 \cdot I_d - \Phi^{\text{rot}}).
\]
The reproducing kernel of the combined semi-norm in the Beppo-Levi space is finally given by
\[ \Phi_0 = \Phi_0^{\text{div}} + \frac{1}{\lambda} \Phi_0^{\text{rot}}. \]

In a similar way Handscomb [10] studied thin-plate spline techniques for vector fields.

**Example B.** A related approach has been suggested by Narcowich and Ward in 1994 and later been extended by Lowitzsch and Fuselier (cf. [9] and the references therein). The idea is to derive matrix-valued radial basis functions on \( \mathbb{R}^d \) by applying differential operators to scalar-valued radial functions. Depending on the differential operator chosen, the authors obtained divergence- and curl-free kernels, respectively. Again, dealing with kernels on \( \mathbb{R}^d \) one can consider translation invariant kernels and therefore apply Fourier techniques.

Given a translation invariant, scalar-valued kernel \( \phi_0 \in C^2(\mathbb{R}^d) \) such that \( \Delta \phi_0 \in L^1(\mathbb{R}^d) \), the divergence-free, matrix-valued kernel
\[ (5.2) \quad \Phi_0^{\text{div}}(x) = (-\Delta I + \nabla \nabla^t)\phi_0(x), \quad x \in \mathbb{R}^d, \]
generates the reproducing kernel space
\[ H^{\text{div}} = \{ f \in L^2(\mathbb{R}^d) \cap C(\mathbb{R}^d) : \int_{\mathbb{R}^d} \hat{f}(\xi)^* \hat{\Phi}_0^{\text{div}}(\xi) + \hat{f}(\xi) d\xi < \infty \text{ and } c_\xi f(\xi) = 0 \text{ a.e.} \}, \]
where \( \hat{\Phi}_0^{\text{div}}(\xi)^+ \) denotes the Moore-Penrose inverse of the matrix \( \hat{\Phi}_0^{\text{div}}(\xi) \), and \( c_\xi \) is a unit vector in direction \( \xi \in \mathbb{R}^d \).

If the scalar-valued kernel \( \phi_0 \) in [5.2] satisfies the decay conditions
\[ c_1 (1 + \|\xi\|_2^2)^{-(\tau+1)} \leq \hat{\phi}(\xi) \leq c_2 (1 + \|\xi\|_2^2)^{-(\tau+1)} \]
for some constants \( c_1, c_2 \) and \( \tau > d/2 \), then the space \( H^{\text{div}} \) can be identified with some Sobolev space of order \( \tau \).

Analogously, Fuselier [9] considered a curl-free kernel
\[ \Phi_0^{\text{curl}}(x) = -\nabla \nabla^t \phi_0(x), \]
the associated reproducing kernel space of which can again be identified as weighted \( L^2 \)-space with weight function given by the inverse of the Fourier transform of the kernel \( \Phi_0^{\text{curl}} \). Again, posing some additional decay conditions, the space can be identified with an appropriate Sobolev space.

**Group representation.** Consider \( X \) to be a group and let \( (V, \langle \cdot, \cdot \rangle) \) be a Pontryagin space of index \( \gamma \). Let \( e \in X \) denote the neutral element in \( X \) and \( U(V) \) the space of all unitary operators on \( V \) with respect to \( \langle \cdot, \cdot \rangle \). A map
\[ \pi : X \rightarrow U(V) \]
satisfying
\[ \pi(xy) = \pi(x)\pi(y), \quad \pi(x^{-1}) = \pi(x)^{-1} = \pi(x)^*, \quad x, y \in X, \]
is called **unitary representation of \( X \) in \( V \)** (cf., e.g., [17]).

Choose a maximal negative subspace \( N \) of \( V \) and let
\[ U = \{ \pi(\cdot)^* v : v \in N \}. \]
Then

\[ \Phi(x, y) = \pi(x^{-1}y) \]

defines a conditionally positive definite kernel \( \Phi \) of order \( \gamma \) on \( X \). To see this, select finitely many points \( x_1, \ldots, x_n \in X \) and vectors \( v_1, \ldots, v_n \in V \) such that

\[ \sum_{i=1}^{n} \langle u(x_i), v_i \rangle = 0 \quad \forall u \in \mathcal{U}. \]

We then obtain that

\[ 0 = \sum_{i=1}^{n} \langle u(x_i), v_i \rangle = \sum_{i=1}^{n} \langle \pi(x_i)^*v, v_i \rangle = \left\langle v, \sum_{i=1}^{n} \pi(x_i)v_i \right\rangle \]

for all \( v \in N \). Thus, \( \sum_{i=1}^{n} \pi(x_i)v_i \in N^\perp \) and we can conclude

\[ \sum_{i,j=1}^{n} \langle \Phi(x_i, x_j)v_j, v_i \rangle = \sum_{i,j=1}^{n} \langle \pi(x_i)^*\pi(x_j)v_j, v_i \rangle = \left\langle \sum_{j=1}^{n} \pi(x_j)v_j, \sum_{i=1}^{n} \pi(x_i)v_i \right\rangle \geq 0. \]

We say that \( \pi : X \to U(V) \) is a conditionally positive definite function on \( X \) with respect to \( \mathcal{U} \). The following theorem sums up our findings concerning group representations in Pontryagin spaces.

**Theorem 5.4.** Let \( X \) be a group and \( (V, \langle \cdot, \cdot \rangle) \) be a Pontryagin space of index \( \gamma \in \mathbb{N}_0 \). Any unitary representation \( \pi \) of \( X \) in \( V \) is a conditionally positive definite function on \( X \) with respect to a space \( \mathcal{U} \) isomorphic to a maximal negative subspace of \( V \).

Note that in this case the two constructions result in the same reproducing kernel space, which is isometrically isomorphic to \( V \).
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