CONVERGENCE OF A FINITE VOLUME SCHEME FOR THE CONVECTION-DIFFUSION EQUATION WITH $L^1$ DATA

T. GALLOUËT, A. LARCHER, AND J. C. LATCHÉ

Abstract. In this paper, we prove the convergence of a finite-volume scheme for the time-dependent convection–diffusion equation with an $L^1$ right-hand side. To this purpose, we first prove estimates for the discrete solution and for its discrete time and space derivatives. Then we show the convergence of a sequence of discrete solutions obtained with more and more refined discretizations, possibly up to the extraction of a subsequence, to a function which meets the regularity requirements of the weak formulation of the problem; to this purpose, we prove a compactness result, which may be seen as a discrete analogue to the Aubin-Simon lemma. Finally, such a limit is shown to be indeed a weak solution.

1. Introduction

We address in this paper the discretization by a finite volume method of the following problem:

\begin{align}
\frac{\partial u}{\partial t} + \text{div}(u\, v) - \Delta u &= f \quad \text{in } \Omega \times (0, T), \\
u(x, 0) &= u_0(x) \quad \text{a.e. in } \Omega, \\
u(x, t) &= 0 \quad \text{a.e. in } \partial \Omega \times (0, T),
\end{align}

where $\Omega$ is an open, bounded, connected subset of $\mathbb{R}^d$, $d = 2$ or $d = 3$, which is supposed to be polygonal ($d = 2$) or polyhedral ($d = 3$), and $\partial \Omega$ stands for its boundary. The right-hand side, $f$, and the initial condition, $u_0$, are supposed to satisfy:

\begin{align}
f &\in L^1(\Omega \times (0, T)), \\
u_0 &\in L^1(\Omega).
\end{align}

The vector-valued velocity field $v$ is supposed to be divergence-free, to vanish on the boundary of the domain and to be regular, let us say:

\begin{align}
v &\in C^1(\overline{\Omega} \times [0, T]), \\
\text{div}v(x, t) &= 0, \quad \forall(x, t) \in \Omega \times (0, T), \\
v(x, t) &= 0, \quad \forall(x, t) \in \partial \Omega \times (0, T).
\end{align}

Definition 1.1 (Weak solution). We define a weak solution $u$ to problem (1.1)-(1.3) by

\begin{align}
 u &\in \bigcup_{1 \leq q < (d+2)/(d+1)} L^q(0, T; W^{1,q}_0(\Omega))
\end{align}
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and, \( \forall \varphi \in C_0^\infty(\Omega \times [0, T]) \):
\[
- \int_{\Omega \times (0, T)} u(x, t) \partial_t \varphi(x, t) \, dx \, dt - \int_{\Omega \times (0, T)} u(x, t) \cdot \nabla \varphi(x, t) \, dx \, dt \\
+ \int_{\Omega \times (0, T)} \nabla u(x, t) \cdot \nabla \varphi(x, t) \, dx \, dt \\
= \int_{\Omega \times (0, T)} f(x, t) \varphi(x, t) \, dx \, dt + \int_{\Omega} u_0(x) \varphi(x, 0) \, dx.
\]

The existence of such a weak solution (and to more general nonlinear elliptic and parabolic problems) has been proven in \cite{7}; further developments (in particular, concerning the uniqueness of solutions) can be found in \cite{1,2,3,20,11}.

The motivation of this study lies in the fact that Problem \((1.1)-(1.3)\) is a model problem for a class of convection-diffusion-reaction equations with \(L^1\) data encountered in the so-called Reynolds Averaged Navier–Stokes (RANS) modeling of turbulent flows. In this class of models, the effects of turbulent stresses are taken into account by an additional diffusion term in the momentum balance equation of the averaged Navier–Stokes system governing the evolution of the mean velocity field \(\bar{\mathbf{v}}\) and pressure \(\bar{p}\). This system of equations is given here for reference, in the case of incompressible flows, with \(\mu\) the laminar viscosity and \(\mathbf{g}\) a forcing-term:
\[
\partial_t \bar{\mathbf{v}} + \text{div}(\bar{\mathbf{v}} \otimes \bar{\mathbf{v}}) - \text{div}\left((\mu + \mu_t) \left(\nabla \bar{\mathbf{v}} + \nabla \bar{\mathbf{v}}^T\right)\right) + \nabla \bar{p} = \mathbf{g},
\]
(1.4)
\[
\text{div}\bar{\mathbf{v}} = 0.
\]
The additional diffusivity \(\mu_t\), called “turbulent viscosity”, needs to be modelled by an algebraic relation. Usually, this relation involves a set of characteristic turbulent scales \((\chi_i)_{0 < i \leq n}\); for instance, the turbulent kinetic energy \(k\) \((m^2/s^2)\), its dissipation rate \(\varepsilon\) \((m^2/s^3)\) or the turbulent frequency scale \(\omega\) \((s^{-1})\) are used in two equation models like the \(k - \varepsilon\) model of Launder–Spalding and the \(k - \omega\) model of Wilcox. Turbulent scales themselves have to be computed by solving a set of scalar convection–diffusion equations, commonly called “turbulent transport equations”, which share the same structure:
\[
\partial_t \chi_i + \text{div}(\chi_i \bar{\mathbf{v}}) - \text{div}\left(\lambda \{(\chi_p)_{0 < p \leq n}\} \nabla \chi_i\right) = f_{\chi_i}(\{(\chi_p)_{0 < p \leq n}\}).
\]
(1.5)
In these equations, following from the Boussinesq hypothesis, every source term \(f_{\chi_i}\) is linear (with a bounded coefficient) with respect to \(|\nabla \bar{\mathbf{v}}|^2 = \sum_{i,j=1}^n (\partial_i \bar{v}_j)^2\), with \(\bar{v}_i\) the \(i\)-th component of \(\bar{\mathbf{v}}\). Since \(\bar{\mathbf{v}}\) satisfies the classical energy estimate of the Navier–Stokes analysis, which can be derived from system (1.4), \(\nabla \bar{\mathbf{v}}\) belongs to \(L^2(\Omega \times (0, T))\), and the right-hand side of equation (1.5) lies in \(L^1(\Omega \times (0, T))\).

Let us mention that convection-diffusion equations with \(L^1\) data are also encountered in electrodymanics modeling \cite{5} or heating by induction \cite{8}.

In this paper, we show that a sequence of approximate solutions obtained by a backward-in-time and upwind finite volume method converges up to a subsequence towards a function \(\bar{u}\) which is a weak solution of the problem, in the sense of Definition (1.1). To this purpose, we extend to the time-dependent case techniques developed for steady problems with \(L^1\) data, for a single elliptic equation in \cite{16,10} and for a system of two coupled elliptic equations arising in heat dissipation by the Joule effect in \cite{6}. Note that all of these works (including the present one) only apply
to the standard two-point approximation of the diffusion flux (and so to particular meshes, see Remark 2.1), the extension to more general finite volume schemes being still an open problem. Similar studies in the finite element framework, for a single elliptic equation and with meshes still satisfying similar assumptions, may be found in [17, 17].

The presentation is organized as follows. In Section 2, we define the approximation spaces and describe the discrete functional analysis framework which is used in the subsequent developments. Then we prove an abstract compactness result, which may be considered as a discrete analogue of the classical Aubin-Simon lemma (Section 3). The scheme is then given (Section 4), then we derive estimates satisfied by the discrete solution (Section 5), and conclude by the convergence analysis (Section 6).

2. Discrete spaces and functional framework

An admissible finite volume discretization of Ω, denoted by D, is given by D = (M, E, P), where:

(1) M is a finite family of non empty open polygonal (d = 2) or polyhedral (d = 3) convex disjoint subsets of Ω (the “control volumes”) such that \( \Omega = \bigcup_{K \in M} K \). For any \( K \in M \), let \( \partial K = K \setminus K \) be the boundary of K.

(2) E is a finite family of disjoint subsets of Ω (the “faces” of the mesh), such that, for all \( \sigma \in E \), there exists a hyperplane \( E \) of \( \mathbb{R}^d \) and \( K \in M \) with \( \sigma = \partial K \cap E \) and \( \sigma \) is a nonempty open subset of \( E \). We assume that, for all \( K \in M \), there exists a subset \( E(K) \) of \( E \) such that \( \partial K = \bigcup_{\sigma \in E(K)} \sigma \).

For all \( \sigma \in E \), we suppose that either \( \sigma \subset \partial \Omega \) or there exists \( (K, L) \in \mathcal{M}^2 \) with \( K \neq L \) such that \( \partial K \cap L = \sigma \); we denote in the latter case \( \sigma = K \setminus L \).

We denote by \( E_{\text{ext}} \) the set of the faces included in \( \partial \Omega \) and \( E_{\text{int}} = E \setminus E_{\text{ext}} \) the set of internal faces.

(3) P is a family of points of \( \Omega \) indexed by M, denoted by P = \( \{x_K\}_{K \in M} \).

The family P is supposed to be such that, for all \( K \in M \), \( x_K \in K \).

Furthermore, for all \( \sigma \in E_{\text{int}} \), \( \sigma = K \setminus L \), it is assumed that the straight line \( (x_K, x_L) \) going through \( x_K \) and \( x_L \) is orthogonal to \( K \setminus L \).

Remark 2.1. The possibility to build the family P restricts in practice the choice for the mesh. In applications, we only use rectangles (or rectangular hexahedra in 3D), acute angle simplicies or Voronoï cells.

By \( |K| \) and \( |\sigma| \), we denote hereafter, respectively, the measure of the control volume K and of the face σ. For any control volume K and face σ of K, we denote by \( d_{K,\sigma} \) the Euclidean distance between \( x_K \) and σ and by \( n_{K,\sigma} \) the unit vector normal to σ outward from K. For any face σ, we define \( d_\sigma = d_{K,\sigma} + d_{L,\sigma} \), if σ separates the two control volumes K and L (in which case \( d_\sigma \) is the Euclidean distance between \( x_K \) and \( x_L \)) and \( d_\sigma = d_{K,\sigma} \) if σ is included in the boundary. For any control volume \( K \in M \), \( h_K \) stands for the diameter of K. We denote by \( h_M \) the quantity \( h_M = \max_{K \in M} h_K \).

Let \( H_M \subset L^\infty(\Omega) \) be the space of functions piecewise constant over any cell \( K \in M \). For a finite \( q \geq 1 \), we define a discrete \( W^{1,q}_0 \)-norm by:

\[
\|u\|_{1,q,M} = \sum_{\sigma \in E_{\text{int}}, \sigma = K \setminus L} |\sigma| d_\sigma \left| \frac{u_K - u_L}{d_\sigma} \right|^q + \sum_{\sigma \in E_{\text{ext}}, \sigma \in E(K)} |\sigma| d_\sigma \left| \frac{u_K}{d_\sigma} \right|^q.
\]
We also define:

\[ \|u\|_{1,\infty,M} = \max \left\{ \left\{ \frac{|u_K - u_L|}{d_\sigma}, \sigma \in E_{\text{int}}, \sigma = K|L \right\} \cup \left\{ \frac{|u_K|}{d_\sigma}, \sigma \in E_{\text{ext}}, \sigma \in E(K) \right\} \cup \left\{ |u_k|, K \in M \right\} \right\}. \]

For \( q > 1 \), we associate to this norm a dual norm with respect to the \( L^2 \) inner product, denoted by \( \| \cdot \|_{-1,q',M} \) with \( q' \) given by \( 1/q + 1/q' = 1 \) if \( q \) is finite and \( q' = 1 \) if \( q = +\infty \), and defined by:

\[ \|u\|_{-1,q',M} = \sup_{v \in H_M(\Omega), v \neq 0} \frac{1}{\|v\|_{1,q,M}} \int_{\Omega} uv \, dx. \]

As a consequence of the discrete Hölder inequality, the following bound holds for any \( q, r \in [1, +\infty] \) such that \( q \leq r \):

\[ \forall u \in H_M, \quad \|u\|_{1,r,M} \leq (d|\Omega|)^{1/q - 1/r} \|u\|_{1,r,M}, \]

and, consequently, for any \( q, r \in [1, +\infty] \) such that \( q \leq r \):

\[ \forall u \in H_M, \quad \|u\|_{-1,r,M} \leq (d|\Omega|)^{1/q - 1/r} \|u\|_{-1,r,M}. \]

We denote by \( \xi_M > 0 \) a positive real number such that:

\[ \forall K \in M, \forall \sigma \in E(K), \quad \xi_M \leq \frac{d_{K,\sigma}}{d_\sigma}, \quad \text{and} \quad \xi_M \leq \frac{d_{K,\sigma}}{h_K}. \]

The greatest real number satisfying these inequalities may be considered as a measure of the regularity of the mesh.

The following discrete Sobolev inequalities are proven in [12, Lemma 9.5, p. 790] and [9, 13].

**Lemma 2.2** (Discrete Sobolev inequality). For any \( q \in [1,d) \), there exists a real number \( C(\Omega, \xi_M, q) > 0 \) such that:

\[ \|u\|_{L^{q^*}(\Omega)} \leq C(\Omega, \xi_M, q) \|u\|_{1,q,M} \]

with \( q^* = \frac{dq}{d-q} \).

For \( q \geq d \) and any \( p \in [1, +\infty) \), there exists a real number \( C(\Omega, \xi_M, p) > 0 \) such that:

\[ \|u\|_{L^p(\Omega)} \leq C(\Omega, \xi_M, p) \|u\|_{1,q,M}. \]

In addition, the following bound is proven in [13, Lemma 5.4].

**Lemma 2.3** (Space translates estimates). Let \( v \in H_M \), and let \( \tilde{v} \) be its extension by 0 to \( \mathbb{R}^d \). Then:

\[ \|\tilde{v}(\cdot + y) - \tilde{v}(\cdot)\|_{L^1(\mathbb{R}^d)} \leq \sqrt{d} \|y\| \|v\|_{1,1,M}, \quad \forall y \in \mathbb{R}^d. \]

The following result is a consequence of the Kolmogorov’s theorem and of this inequality.

**Theorem 2.1.** Let \( M^k \) be a sequence of meshes the step of which tends to zero, and regular in the sense that any \( M^k, k \in \mathbb{N} \), satisfies the regularity assumption \( (2.3) \) with a unique (i.e. independent of \( k \)) positive real number \( \xi \).
Let $q \in [1, +\infty)$, and let $(u^k_{\mathcal{M}})_{k \in \mathbb{N}}$ be a sequence of discrete functions (i.e. such that, \forall k \in \mathbb{N}, u^k \in H^1_{\mathcal{M}}$ where $H^1_{\mathcal{M}}$ is the discrete space associated to $\mathcal{M}$) satisfying:

$$\forall k \in \mathbb{N}, \quad \|u^k\|_{1,q,\mathcal{M}} \leq C$$

where $C$ is a given positive real number. Then, possibly up to the extraction of a subsequence, the sequence $(u^k_{\mathcal{M}})_{k \in \mathbb{N}}$ converges in $L^p(\Omega)$ to a function $u \in W^{1,q}_0(\Omega)$, for any $p \in [1, q^*)$, where $q^* = d \cdot q/(d - q)$ if $q < d$ and $q^* = +\infty$ otherwise.

Remark 2.4 (Extension of Theorem [2.11 to $q = +\infty$). If we now suppose that, with the same notations:

$$\forall k \in \mathbb{N}, \quad \|u^k\|_{1,\infty,\mathcal{M}} \leq C,$$

then, still up to the extraction of a subsequence, $(u^k_{\mathcal{M}})_{k \in \mathbb{N}}$ may be shown to converge in any $L^p(\Omega)$ with $p \in [1, +\infty)$ to a limit $u$ which belongs to $W^{1,\infty}_0(\Omega)$, the regularity of $u$ being a consequence of the fact that its gradient is bounded in any $L^p(\Omega)^d$, $p \in [1, +\infty)$, by a constant which does not depend on $p$.

Furthermore, we suppose given a uniform partition of the time-interval $[0, T]$, such that $[0, T] = \bigcup_{0 \leq n < N} [t^n, t^{n+1}]$ (so $t^n = n \delta t$, with $\delta t = T/N$). Let $H_D$ be the space of piecewise constant functions over each $K \times I^n$, for $K \in \mathcal{M}$ and $I^n = (t^n, t^{n+1})$, $0 \leq n < N$. To each sequence $(u^n)_{n=0,N}$ of functions of $H_{\mathcal{M}}(\Omega)$, we associate the function $u \in H_D$ defined by:

$$u(x, t) = u^{n+1}(x) \quad \text{for a.e. } x \in \Omega, \text{ for any } t \in (t^n, t^{n+1}), \ 0 \leq n < N.$$  

In addition, for any $u \in H_D$ and $1 \leq n \leq N$, we define $\partial_t, D(u)^n \in H_M$ (referred to hereafter as the discrete time derivative of $u$) by:

$$\partial_t, D(u)^n(x) = \frac{u^n(x) - u^{n-1}(x)}{\delta t} \quad \text{(i.e. } \partial_t, D(u)^n_K = \frac{u^n_K - u^{n-1}_K}{\delta t}, \ \forall K \in \mathcal{M}).$$

3. A compactness result

The aim of this section is to establish a compactness result for sequences of functions of $H_D$ which are controlled in the discrete $L^1(0, T; W^{1,q}_0(\Omega))$ norm, and the discrete time derivative of which is controlled in the discrete $L^1(0, T; W^{-1+r}_0(\Omega))$ norm, $r$ not being necessarily equal to $q'$. A new difficulty (with respect with previous analyses which can be found in [12] chapter IV or [14]) lies in the fact that the space norms for the function and its time-derivative are not dual with respect to the $L^2$ inner product, which leads us to derive a discrete equivalent of Lions’ Lemma [8] below. Then we prove a discrete analogue of the Aubin-Simon compactness lemma, using the Kolmogorov theorem.


Lemma 3.1. Let $B_0$, $B_1$, $B_2$ be three Banach spaces such that $B_0 \subset B_1 \subset B_2$, with a compact imbedding of $B_0$ in $B_1$ and a continuous imbedding of $B_1$ in $B_2$. Then for all $\varepsilon > 0$, there exists $C(\varepsilon) > 0$ such that:

$$\forall u \in B_0, \quad \|u\|_{B_1} \leq \varepsilon\|u\|_{B_0} + C(\varepsilon)\|u\|_{B_2}.$$  

Let us state a discrete version of this lemma suitable for our purpose, taking $B_1 = L^q(\Omega)$ and replacing $B_0$ and $B_2$ by a sequence of discrete spaces, associated to meshes the step of which tends to zero, endowed with the $\| \cdot \|_{1,q,\mathcal{M}}$ norm and the $\| \cdot \|_{-1,r,\mathcal{M}}$ norm, respectively.
Lemma 3.2 (Lions’ lemma – Discrete $L^p$ version). Let $(\mathcal{M}^k)_{k \in \mathbb{N}}$ be a sequence of meshes the step of which tends to zero, and regular in the sense that any $\mathcal{M}^k$, $k \in \mathbb{N}$, satisfies the regularity assumption (2.3) with a unique (i.e., independent of $k$) positive real number $\xi$.

Let $q, r \in [1, +\infty)$. Then, for all $\varepsilon > 0$, there exists $C(\varepsilon) > 0$ only depending on $\varepsilon$, $q$, $r$ and $\xi$ such that, for any sequence of discrete functions $(u^k)_{k \in \mathbb{N}}$ (i.e., such that, $\forall k \in \mathbb{N}$, $u^k \in H^0_{\mathcal{M}}$, where $H^0_{\mathcal{M}}$ is the discrete space associated to $\mathcal{M}^k$):

$$\forall k \in \mathbb{N}, \quad \|u^k\|_{L^q} \leq \varepsilon \|u^k\|_{1,q,\mathcal{M}} + C(\varepsilon)\|u^k\|_{-1,r,\mathcal{M}}.$$  

(3.1)

Proof. Let us suppose that this result is wrong. Then there exists $\varepsilon > 0$ and a sequence of discrete functions $(u^k)_{k \in \mathbb{N}}$ such that:

$$\forall k \in \mathbb{N}, \quad \|u^k\|_{L^q(\Omega)} > \varepsilon \|u^k\|_{1,q,\mathcal{M}} + k\|u^k\|_{-1,r,\mathcal{M}}.$$  

(3.2)

Let $(v^k)_{k \in \mathbb{N}}$ be given by:

$$\forall k \in \mathbb{N}, \quad v_k = \frac{1}{\|u^k\|_{L^q(\Omega)}} u^k;$$

so that, $\forall k \in \mathbb{N}$, $\|v^k\|_{L^q(\Omega)} = 1$. By (3.2), we obtain that

$$\forall k \in \mathbb{N}, \quad \|v^k\|_{L^q(\Omega)} > \varepsilon \|v^k\|_{1,q,\mathcal{M}} + k\|v^k\|_{-1,r,\mathcal{M}};$$

and hence,

$$\forall k \in \mathbb{N}, \quad \|v^k\|_{1,q,\mathcal{M}} < \frac{1}{\varepsilon}.$$  

Thus, thanks to Theorem 2.1 possibly up to the extraction of a subsequence, $(v^k)_{k \in \mathbb{N}}$ converges in $L^q(\Omega)$ when $k \to \infty$ to a limit $v \in W^1_0(\Omega)$. On one side, this limit satisfies $\|v\|_{L^q(\Omega)} = 1$. On the other side, we have, for $k \in \mathbb{N}$, $\|v^k\|_{-1,r,\mathcal{M}} < 1/k$. Let $\varphi \in C^\infty_c(\Omega)$. For $k \in \mathbb{N}$, we denote by $\pi^k\varphi$ the discrete function of $H^0_{\mathcal{M}}$ defined by $(\pi^k\varphi)_K = \varphi(x_K)$, $\forall K \in \mathcal{M}^k$. By the definition of the $\|\cdot\|_{1,r',\mathcal{M}}$ norm, we have:

$$\|\pi^k\varphi\|_{1,r',\mathcal{M}} \leq \|\varphi\|_{W^{1,\infty}(\Omega)} (d|\Omega|)^{1-1/r'}.$$  

We thus get, for $k \in \mathbb{N}$:

$$\left| \int v^k \pi^k\varphi \, dx \right| \leq \|v^k\|_{-1,r,\mathcal{M}} \|\pi^k\varphi\|_{1,r',\mathcal{M}} < \|\varphi\|_{W^{1,\infty}(\Omega)} (d|\Omega|)^{1/r'} \frac{1}{k};$$

and, passing to the limit when $k \to \infty$, since $v^k$ converges to $v$ in $L^q(\Omega)$ and $\pi^k\varphi$ converges to $\varphi$ in $L^\infty(\Omega)$:

$$\int v\varphi \, dx = 0.$$  

Since this latter relation is valid for any $\varphi \in C^\infty_c(\Omega)$, this is in contradiction with the fact that $\|v\|_{L^q(\Omega)} = 1$. □

Remark 3.3. At first glance, Lemma 3.2 may seem to be slightly more general than its continuous counterpart, since it does not require an assumption on the values of $q$ and $r$ which would ensure that $L^q(\Omega)$ is imbedded in $W^{-1,r}(\Omega)$. We show in Appendix A that the situation is in fact the same at the continuous level, i.e., that a continuous counterpart of inequality (3.1) also holds in the continuous case, for any $q$ and $r$ in $[1, +\infty)$. 


3.2. Estimation of time translates of discrete functions. Let us first introduce some notation. For \( n \in \mathbb{Z} \), we denote by \( t^n \) the time \( t^n = n \delta t \) (so the definition of \( t^n \) extends to \( n \in \mathbb{Z} \) the definition already given in Section 2 for \( 0 \leq n \leq N \)). Let \( \bar{H}_D \) be the space of discrete functions defined over \( \mathbb{R}^d \times \mathbb{R} \) by simply supposing that:

(i) the time discretization covers \( \mathbb{R} \), such that \( \bar{u} \in \bar{H}_D \) reads \( \bar{u} = (\bar{u}^n)_{n \in \mathbb{Z}} \);
(ii) for \( n \in \mathbb{Z} \), \( \bar{u}^n \) results from the extension by zero to \( \mathbb{R}^d \) of a function of \( H_M \), which we denote by \( u^n \).

For a positive real number \( \tau \), let \( \chi_n^\tau : \mathbb{R} \to \mathbb{R} \) be the function defined by \( \chi_n^\tau(t) = 1 \) if \( t < t^n < t + \tau \) and \( \chi_n^\tau(t) = 0 \) otherwise. Then, for a.e. \( x \in \mathbb{R}^d \) and a.e. \( t \in \mathbb{R} \), the difference \( \bar{u}(x, t + \tau) - \bar{u}(x, t) \) can be expanded as follows:

\[
(3.3) \quad \bar{u}(x, t + \tau) - \bar{u}(x, t) = \sum_{n \in \mathbb{Z}} \chi_n^\tau(t) (u^{n+1}(x) - u^n(x)).
\]

In addition, the function \( \chi_n^\tau \) is the characteristic function of the interval \((t^n - \tau, t^n)\) and thus:

\[
(3.4) \quad \forall n \in \mathbb{Z}, \quad \int_\mathbb{R} \chi_n^\tau(t) \, dt = \tau.
\]

**Lemma 3.4** (Estimate of the time translates of a function of \( \bar{H}_D \)). Let \( \bar{u} = (\bar{u}^n)_{0 \leq n \leq N} \) be a function of \( \bar{H}_D \), let \( q \in [1, +\infty) \) and \( r \in [1, +\infty) \), and let us suppose that there exists a positive real number \( C \) such that:

\[
\sum_{n \in \mathbb{Z}} \delta t \|u^n\|_{1,q,M} \leq C, \quad \sum_{n \in \mathbb{Z}} \delta t \|\partial_t \bar{u}(u^n)\|_{-1,r,M} \leq C.
\]

Let \( \epsilon > 0 \). Let \( \delta \) be given by:

\[
\delta = \frac{\epsilon}{4 |\Omega|^{1/2} C}.
\]

Let \( C(\delta) \) be such that for any \( v \in H_M \), an inequality of the form of Lemma 3.2 holds,

\[
\|v\|_{L^q(\Omega)} \leq \delta \|v\|_{1,q,M} + C(\delta) \|v\|_{-1,r,M}
\]

and, finally, let \( \tau_0 \) be given by:

\[
\tau_0 = \frac{\epsilon}{2 |\Omega|^{1/2} C(\delta) C}.
\]

Then:

\[
\forall \tau \text{ such that } |\tau| \leq \tau_0, \quad \|\bar{u}(\cdot, t + \tau) - \bar{u}(\cdot, t)\|_{L^1(\mathbb{R}^d \times \mathbb{R})} \leq \epsilon.
\]

**Proof.** Let \( \alpha > 0 \) and \( C(\alpha) \) be a positive real number such that, for any \( v \in H_M \), an inequality of the form of Lemma 3.2 holds:

\[
\|v\|_{L^1(\Omega)} \leq \alpha \|v\|_{1,q,M} + C(\alpha) \|v\|_{-1,r,M}.
\]

Let \( \tau \) be a positive real number, and \( \bar{u} \) be a function of \( H_D \), its restriction to \( \Omega \) being denoted by \( u \). We have, for \( t \in \mathbb{R} \):

\[
\|\bar{u}(\cdot, t + \tau) - \bar{u}(\cdot, t)\|_{L^1(\mathbb{R}^d)} = \|u(\cdot, t + \tau) - u(\cdot, t)\|_{L^1(\Omega)}
\]

\[
\leq |\Omega|^{1-q} \|u(\cdot, t + \tau) - u(\cdot, t)\|_{L^q(\Omega)}
\]

\[
\leq |\Omega|^{1-q} \left[ \alpha \|u(\cdot, t + \tau) - u(\cdot, t)\|_{1,q,M} + C(\alpha) \|u(\cdot, t + \tau) - u(\cdot, t)\|_{-1,r,M} \right].
\]
This inequality yields:
\[
\int_{t \in \mathbb{R}} \| \bar{u}(\cdot, t + \tau) - \bar{u}(\cdot, t) \|_{L^1(\mathbb{R}^d)} \, dt \leq |\Omega|^{1-1/q} \left[ \alpha T_1 + C(\alpha) T_2 \right],
\]
with
\[
T_1 = \int_{t \in \mathbb{R}} \| u(\cdot, t + \tau) - u(\cdot, t) \|_{1,q,M} \, dt \quad \text{and} \quad T_2 = \int_{t \in \mathbb{R}} \| u(\cdot, t + \tau) - u(\cdot, t) \|_{-1,r,M} \, dt.
\]

We have, for \( T_1 \):
\[
T_1 \leq \int_{t \in \mathbb{R}} \| u(\cdot, t + \tau) \|_{1,q,M} \, dt + \int_{t \in \mathbb{R}} \| u(\cdot, t) \|_{1,q,M} \, dt \leq 2 C.
\]

By identity (3.3), we get for \( T_2 \):
\[
T_2 \leq \int_{t \in \mathbb{R}} \sum_{n \in \mathbb{Z}} \chi^n_\tau(t) \left( u^{n+1} - u^n \right) \|_{-1,r,M} \, dt
\]
\[
= \int_{t \in \mathbb{R}} \sum_{n \in \mathbb{Z}} \delta t \chi^n_\tau(t) \| \partial_1 D(u)^{n+1} \|_{-1,r,M} \, dt.
\]

By the triangle inequality and Relation (3.4), we thus obtain:
\[
T_2 \leq \int_{t \in \mathbb{R}} \sum_{n \in \mathbb{Z}} \delta t \chi^n_\tau(t) \| \partial_1 D(u)^{n+1} \|_{-1,r,M} \, dt = \tau \sum_{n \in \mathbb{Z}} \delta t \| \partial_1 D(u)^n \|_{-1,r,M} = \tau C.
\]

Gathering the estimates of \( T_1 \) and \( T_2 \) yields
\[
\int_{t \in \mathbb{R}} \| \bar{u}(\cdot, t + \tau) - \bar{u}(\cdot, t) \|_{L^1(\mathbb{R}^d)} \, dt \leq C \ |\Omega|^{1-1/q} \left( 2 \alpha + \tau C(\alpha) \right),
\]
and it is now easy to verify that the choice of \( \alpha \) and \( \tau \) suggested by the statement of the lemma yields the desired inequality. The case of negative \( \tau \) follows by remarking that, by a change of variable in the integration over time, \( \| \bar{u}(\cdot, t + \tau) - \bar{u}(\cdot, t) \|_{L^1(\mathbb{R}^d \times \mathbb{R})} = \| \bar{u}(\cdot, t) - \bar{u}(\cdot, t + \tau) \|_{L^1(\mathbb{R}^d \times \mathbb{R})} \).

3.3. A discrete Aubin-Simon lemma. We are now in position to prove the following compactness result.

**Theorem 3.1.** Let \((u^k)_{k \in \mathbb{N}}\) be a sequence of discrete functions, i.e., a sequence of functions such that, for \( k \in \mathbb{N} \), \( u^k \) is a function of a space \( H^1_D \) associated to a mesh \( \mathcal{M}^k \) and a time step \( \delta t^k \). We suppose that the sequence \((\mathcal{M}^k)_{k \in \mathbb{N}}\) is regular, in the sense that any \( \mathcal{M}^k \), \( k \in \mathbb{N} \), satisfies the regularity assumption (2.3) with a unique (i.e., independent of \( k \)) positive real number \( \xi \), and that both \( h_{\mathcal{M}^k} \) and \( \delta t^k \) tend to zero when \( k \) tends to \(+\infty\). We suppose that there exists three real numbers \( C > 0, q \geq 1 \) and \( r \geq 1 \) such that:
\[
\forall k \in \mathbb{N}, \quad \sum_{n=1}^{N^k} \delta t^k \| (u^k)^n \|_{1,q,M} \leq C, \quad \sum_{n=2}^{N^k} \delta t^k \| (\partial_1 D(u^k)^n) \|_{-1,r,M} \leq C.
\]

Then, up to the extraction of a subsequence, the sequence \((u^k)_{k \in \mathbb{N}}\) converges in \( L^1(\Omega \times (0,T)) \) to a function \( u \in L^1(0,T; W^{1,q}_0) \).

**Proof.** First, we remark that, by Lemma 2.2, there exists a real number \( C_1 \) only depending on the domain \( \Omega \), on the parameter \( \xi \) characterizing the regularity of
the meshes and on $q$ such that, $\forall k \in \mathbb{N}$, $\forall v \in H^1_M$ (the discrete space associated to $\mathcal{M}^k$), $\|v\|_{L^1(\Omega)} \leq C_1 \|v\|_{1,q,\mathcal{M}}$. Consequently, we get:

\[
\forall k \in \mathbb{N}, \quad \|u^k\|_{L^1(\Omega \times (0,T))} \leq C_1 C.
\]

Let $\varphi$ be a continuously differentiable function from $\mathbb{R}$ to $[0,1]$, such that $\varphi = 1$ on $[0,T]$ and $\varphi$ is equal to zero on $(-\infty,-T) \cup (2T,\infty)$. For a given $k \in \mathbb{N}$, let us build a sequence $((\tilde{u}^k)^n)_{n \in \mathbb{Z}}$ of functions of $H^1_M$ as follows:

\[
\begin{aligned}
&\text{for } n < -N, \quad (\tilde{u}^k)^n = 0, \\
&\text{for } -N \leq n < 0, \quad (\tilde{u}^k)^n = \varphi(t^n) (u^k)^n - n, \\
&\text{for } 0 \leq n < N, \quad (\tilde{u}^k)^n = \varphi(t^n) (u^k)^n = (u^k)^n, \\
&\text{for } N \leq n \leq 2N, \quad (\tilde{u}^k)^n = \varphi(t^n) (u^k)^{2N-n}, \\
&\text{for } n > 2N, \quad (\tilde{u}^k)^n = 0,
\end{aligned}
\]

where we have defined $(u^k)^0$ (which does not appear in the statement of the theorem) as $(u^k)^0 = (u^k)^1$. Then we denote by $\tilde{u}^k$ the function of $H^1_D$ (so defined over $\mathbb{R}^d \times \mathbb{R}$) obtained from the sequence $((\tilde{u}^k)^n)_{n \in \mathbb{Z}}$. The function $\tilde{u}^k$ is equal to $u^k$ on $\Omega \times (0,T)$. Since the function $|\varphi|$ is bounded by 1, we easily get:

\[
\|\tilde{u}^k\|_{L^1(\mathbb{R}^d \times \mathbb{R})} \leq 3 \|u^k\|_{L^1(\Omega \times (0,T))} \leq 3 C_1 C, \quad \sum_{n \in \mathbb{Z}} \delta t \|((u^k)^n)_{1,q,\mathcal{M}} \leq 3C.
\]

In addition, we have, for $0 \leq n \leq N - 1$:

\[
\partial_t \varphi(t^n) (u^k)^n - n = \frac{\varphi(t^n) - \varphi(t^{-n-1})(u^k)^{n+1}}{t^n}.
\]

Thus, for any $1 \leq s \leq r$, denoting by $s'$ either $s' = 1 - 1/s$ if $s > 1$, or $s' = +\infty$ if $s = 1$:

\[
\|\partial_t \varphi(t^n) (u^k)^n\|_{-s,\mathcal{M}} = \sup_{v \in H^1_M} \frac{1}{\|v\|_{1,s',\mathcal{M}}} \int_{\Omega} \partial_t \varphi(t^n) (u^k)^{n+1} v \, dx = T_1 + T_2,
\]

with

\[
T_1 = \sup_{v \in H^1_M} \frac{1}{\|v\|_{1,s',\mathcal{M}}} \int_{\Omega} (u^k)^{n+1} v \, dx, \\
T_2 = \sup_{v \in H^1_M} \frac{1}{\|v\|_{1,s',\mathcal{M}}} \int_{\Omega} \varphi(t^n) (u^k)^{n+1} v \, dx.
\]

We have for $T_1$:

\[
T_1 \leq \sup_{v \in H^1_M} \frac{1}{\|v\|_{1,s',\mathcal{M}}} \int_{\Omega} \partial_t \varphi(t^n) (u^k)^{n+1} v \, dx
\]

which is controlled by $\|\partial_t \varphi(t^n) (u^k)^{n+1} \|_{-s,\mathcal{M}}$ thanks to inequality (22). The term $T_2$ satisfies:

\[
T_2 \leq \|\varphi'\|_{L^\infty(\mathbb{R})} \sup_{v \in H^1_M} \frac{1}{\|v\|_{1,s',\mathcal{M}}} \int_{\Omega} (u^k)^n v \, dx.
\]
By Lemma 2.2, the $L^{d/(d-1)}(\Omega)$-norm is controlled by the $\| \cdot \|_{1,q,\mathcal{M}}$-norm, and we can choose $s$ small enough so that the $\| \cdot \|_{1,s',\mathcal{M}}$-norm controls the $L^{\hat{d}}(\Omega)$-norm, where $\hat{d}$ is defined by $(1/d) + ((d-1)/d) = 1$. We then get, by Hölder’s inequality:

$$T_2 \leq C_2 \| \varphi' \|_{L^\infty(\mathbb{R})} \|(u^k)^n\|_{1,q,\mathcal{M}},$$

where $C_2$ only depends on $\Omega, \xi, s$ and $q$. Applying similar arguments for $N \leq n \leq 2N$ yields

$$\sum_{n \in \mathbb{Z}} \delta t^k \| (\partial_{t,\mathcal{D}}(\bar{u}^k)^n)_{-1,s,\mathcal{M}} \leq C_3,$$

where $C_3$ only depends on $\varphi, \Omega, \xi, s$ and $q$. We may now apply Lemmas 3.2 and 3.4 to obtain that, for any $\epsilon > 0$, there exists $\tau_0$ only depending on $\Omega, \xi, C$ and $\epsilon$ such that

$$\forall \tau \text{ such that } |\tau| \leq \tau_0, \forall k \in \mathbb{N}, \quad \| \bar{u}^k(\cdot,t+\tau) - u^k(\cdot,t) \|_{L^1(\mathbb{R}^d \times \mathbb{R})} \leq \epsilon.$$  

In addition, from Lemma 2.3 we have:

$$\forall k \in \mathbb{N}, \forall n \in \mathbb{Z}, \forall y \in \mathbb{R}^d, \quad \| (\bar{u}^k)^n(\cdot+y) - (\bar{u}^k)^n(\cdot) \|_{L^1(\mathbb{R}^d)} \leq \sqrt{d} \| y \| \| (\bar{u}^k)^n \|_{1,1,\mathcal{M}}.$$  

Multiplying by $\delta t^k$ and summing over the time steps yields:

$$\forall k \in \mathbb{N}, \forall n \in \mathbb{Z},$$

$$\| (\bar{u}^k)^n(\cdot+y) - (\bar{u}^k)^n(\cdot) \|_{L^1(\mathbb{R}^d \times \mathbb{R})} \leq \sqrt{d} \| y \| \sum_{n \in \mathbb{Z}} \delta t^k \| (\bar{u}^k)^n \|_{1,1,\mathcal{M}}.$$  

Since, $\forall k \in \mathbb{N}, \bar{u}^k$ vanishes outside $\Omega \times (-T,2T)$, Hölder’s inequality (2.1) yields

$$\sum_{n \in \mathbb{Z}} \delta t^k \| (\bar{u}^k)^n \|_{1,1,\mathcal{M}} \leq (d |\Omega|)^{1/q} \sum_{n \in \mathbb{Z}} \delta t^k \| (\bar{u}^k)^n \|_{1,q,\mathcal{M}},$$

which shows that space translates also are uniformly controlled. Kolmogorov’s Theorem (e.g., [12] Theorem 14.1 p.833) thus shows that the sequence $(\bar{u}^k)_{k \in \mathbb{N}}$ is relatively compact in $L^1(\Omega \times (0,T))$. The regularity of the limit of subsequences is a consequence of the bound on the space translates, namely the fact that the right-hand side of (3.7) is linear with respect to $|y|$ (see [13] Section 5.2.2). □

Remark 3.5 (Regularity of the limit). When the functions of the sequence are more regular than in the assumption of Theorem 5.1 the limit may be also. For instance, if we suppose

$$\forall k \in \mathbb{N}, \sum_{n=1}^{N_k} \delta t^k \| (\bar{u}^k)^n \|_{1,q,\mathcal{M}} \leq C,$$

then the limit $u$ lies in the space $L^q(0,T;W^{1,q}_0(\Omega))$ (see [13] Section 5.2.2). This result will be used hereafter.

4. The scheme

For $\sigma \in \mathcal{E}_{int}$ and $0 \leq n \leq N$, let $v_{K,\sigma}^{n+1/2}$ be defined by:

$$v_{K,\sigma}^{n+1/2} = \frac{1}{\delta t} \int_{t^n}^{t^{n+1}} \int_{\sigma=K \cup L} \mathbf{v}(x,t) \cdot \mathbf{n}_{K,\sigma} \, d\gamma(x) \, dt.$$
The backward first-order in time discretization of (1.1) reads:

\[
(4.2) \quad \forall K \in \mathcal{M}, \text{ for } 0 \leq n < N, \quad \frac{|K|}{\delta t} (u_K^{n+1} - u_K^n) + \sum_{\sigma = K|L} v_{K,\sigma}^{n+1/2} u_{\sigma}^{n+1} + \sum_{\sigma = K|L} \left| \frac{\sigma}{d_\sigma} \right| (u_K^{n+1} - u_L^{n+1}) + \sum_{\sigma \in \mathcal{E}(K) \cap \mathcal{E}_{ext}} |\sigma| n_{K}^{n+1} = \frac{1}{\delta t} \int_{t^n}^{t^{n+1}} \int_K f(x, t) \, dx \, dt
\]

where the approximation of $u$ on an internal edge is given by the usual upwind choice:

\[
(4.3) \quad \forall \sigma \in \mathcal{E}_{int}, \sigma = K|L, \quad u_{\sigma}^{n+1} = \begin{cases} u_{K}^{n+1} & \text{if } v_{K,\sigma} \geq 0, \\ u_{L}^{n+1} & \text{otherwise.} \end{cases}
\]

The initial condition for the scheme is obtained by choosing, for the value of $u^0$ over a cell $K \in \mathcal{M}$, the mean value of $u_0$ over $K$:

\[
(4.4) \quad \forall K \in \mathcal{M}, \quad u_0^K = \frac{1}{|K|} \int_K u_0(x) \, dx.
\]

5. Estimates

Let $\theta \in (1, 2)$ and let us define the function $\phi$, from $\mathbb{R}$ to $\mathbb{R}$ by:

\[
(5.1) \quad \forall y \in \mathbb{R}, \quad \phi'(y) = \int_0^y \frac{1}{1 + |s|^\theta} ds, \quad \text{and } \phi(y) = \int_0^y \phi'(s) ds.
\]

The function $\phi$ enjoys the following features:

- (1) The function $\phi'$ is positive over $\mathbb{R}^+$, negative over $\mathbb{R}^-$, and increasing over $\mathbb{R}$; the function $\phi$ is positive and convex over $\mathbb{R}$.
- (2) The function $|\phi'|$ is bounded over $\mathbb{R}$; precisely speaking, we have:

\[
(5.2) \quad \forall y \in \mathbb{R}, \quad |\phi'(y)| \leq \int_0^1 ds + \int_1^{+\infty} \frac{1}{s^\theta} ds = 1 + \frac{1}{\theta - 1}.
\]

(3) Relation (5.2) yields:

\[
(5.3) \quad \forall y \in \mathbb{R}, \quad \phi(y) \leq (1 + \frac{1}{\theta - 1}) |y|.
\]

In addition, if we denote by $C_\phi$ the positive real number defined by $C_\phi = \min(\phi(1), \phi'(1))$, we get, by convexity of $\phi$:

\[
(5.4) \quad \forall y \text{ such that } |y| \geq 1, \quad \phi(y) \geq C_\phi |y|.
\]

In addition, since, for $s \in [0, 1]$ and $\theta \in (1, 2)$, $1 + |s|^\theta \leq 2$, we easily get that $C_\phi \geq 1/4$.

This function $\phi$ is used in the proof of the following stability result.
Lemma 5.1. Let $u \in H_T$ be the solution to the scheme (4.2)-(4.3), and $\phi$ be the real function defined over $\mathbb{R}$ by (5.1). Then the following bound holds for $1 \leq M \leq N$:

$$
\|u^M\|_{L^1(\Omega)} + \sum_{n=1}^M \delta t \sum_{\sigma \in \mathcal{K}|L, \sigma} \frac{|\sigma|}{d_{\sigma}} (u^n_{K} - u^n_{L}) \left[ \phi'(u^n_{K}) - \phi'(u^n_{L}) \right]
+ \sum_{n=1}^M \delta t \sum_{\sigma \in \mathcal{E}_{ext}, \sigma \in \mathcal{E}(K)} \frac{|\sigma|}{d_{\sigma}} u^n_{K} \phi'(u^n_{K}) \leq C,
$$

where $C$ only depends on $\Omega$, $f$, $u_0$ and $\theta$. Since, for any $\theta \in (1, 2)$, $s \phi'(s) \geq 0$ for $s \in \mathbb{R}$ and $\phi'$ is an increasing function over $\mathbb{R}$, this inequality provides a bound independent of $\theta$ for $u$ in $L^\infty(0, T; L^1(\Omega))$.

Proof. Let us take $\phi'(u^{n+1})$ as test-function in the scheme, i.e. multiply (4.2) by $\phi'(u^{n+1})$ and sum over the control volumes. We get $T_{c}^{n+1} + T_{d}^{n+1} = T_{f}^{n+1}$ with:

$$
T_{c}^{n+1} = \sum_{K \in \mathcal{M}} \phi'(u^{n+1}) \left[ \frac{|K|}{\delta t} (u^{n+1}_K - u^n_K) + \sum_{\sigma = \mathcal{K}|L} v^{n+1/2}_{K,\sigma} u^n_{K,\sigma} \right],
$$

$$
T_{d}^{n+1} = \sum_{K \in \mathcal{M}} \phi'(u^{n+1}) \left[ \sum_{\sigma = \mathcal{K}|L} \frac{|\sigma|}{d_{\sigma}} (u^{n+1}_K - u^n_L) + \sum_{\sigma \in \mathcal{E}(K) \cap \mathcal{E}_{ext}} \frac{|\sigma|}{d_{\sigma}} u^n_{K,\sigma} \right],
$$

$$
T_{f}^{n+1} = \frac{1}{\delta t} \sum_{K \in \mathcal{M}} \phi'(u^{n+1}) \int_{t^n}^{t^{n+1}} \int_K f(x, t) \, dx \, dt.
$$

Since the advection field $v$ is divergence-free, by the definition (4.1), we get:

$$
\forall K \in \mathcal{M}, \sum_{\sigma = \mathcal{K}|L} v^{n+1/2}_{K,\sigma} = 0.
$$

Thanks to Proposition B.1 of Appendix B applied with $\rho_K = \rho_K^* = 1$, $\forall K \in \mathcal{M}$, we thus obtain:

$$
T_{c}^{n+1} \geq \sum_{K \in \mathcal{M}} \frac{|K|}{\delta t} \left[ \phi(u^{n+1}_K) - \phi(u^n_K) \right].
$$

Reordering the summation in $T_{d}^{n+1}$, we have:

$$
T_{d}^{n+1} = \sum_{\sigma \in \mathcal{E}_{int}, \sigma = \mathcal{K}|L} \frac{|\sigma|}{d_{\sigma}} (u^{n+1}_K - u^n_L) \left[ \phi'(u^{n+1}_K) - \phi'(u^n_L) \right]
+ \sum_{\sigma \in \mathcal{E}_{ext}, \sigma \in \mathcal{E}(K)} \frac{|\sigma|}{d_{\sigma}} u^n_{K,\sigma} \phi'(u^n_{K,\sigma}).
$$

Finally, since $\phi$ is bounded over $\mathbb{R}^+$ by Relation (5.2), we get:

$$
T_{f}^{n+1} \leq \frac{1}{\delta t} \left( 1 + \frac{1}{\theta - 1} \right) \int_{t^n}^{t^{n+1}} \int_{\Omega} f(x, t) \, dx \, dt.
$$
Multiplying by $\delta t$ and summing from $n = 0$ to $n = M - 1$, we thus get:

$$
\sum_{K \in \mathcal{M}} |K| \phi(u^n_K) + \sum_{n=1}^M \delta t \sum_{\sigma \in \mathcal{E}_{\text{int}}, \sigma = K|L} |\sigma| \left( u^n_K - u^n_L \right) \left[ \phi'(u^n_K) - \phi'(u^n_L) \right] \\
+ \sum_{n=1}^M \delta t \sum_{\sigma \in \mathcal{E}_{\text{ext}}, \sigma \in \mathcal{E}(K)} |\sigma| u^n_K \phi'(u^n_K) \leq \sum_{K \in \mathcal{M}} |K| \phi(u_0^K) \\
+ \left( 1 + \frac{1}{\theta - 1} \right) \int_0^M \int_\Omega f(x, t) \, dx \, dt,
$$

which concludes the proof thanks to the definition (4.4) of $u_0$, inequality (5.3) and inequality (5.4).

The following lemma is a central argument of estimates in the elliptic case. It may be found in [16], and is recalled here, together with its proof, for the sake of completeness.

**Lemma 5.2.** Let $v$ be a function of $H_M$ and $\phi$ be the real function defined over $\mathbb{R}$ by (5.1). Let $T_d(v)$ be given by:

$$
T_d(v) = \sum_{\sigma \in \mathcal{E}_{\text{int}}, \sigma = K|L} |\sigma| \left( v_K - v_L \right) \left[ \phi'(v_K) - \phi'(v_L) \right] + \sum_{\sigma \in \mathcal{E}_{\text{ext}}, \sigma \in \mathcal{E}(K)} |\sigma| v_K \phi'(v_K).
$$

Then the following bound holds for $1 \leq p < 2$:

$$
\|v\|_{1,p,M}^p \leq \left[ T_d(v) \right]^{p/2} \left[ C_1 + C_2 \|v\|_{L^{\theta p/(2-p)}(\Omega)}^{\theta p/2} \right],
$$

where $C_1$ and $C_2$ only depend on $p$ and on the regularity of the mesh, i.e. on the parameter $\xi_M$ defined by (2.3).

**Proof.** Let us first introduce some notations. For any face $\sigma \in \mathcal{E}$ and any function $v \in H_M$, we define:

$$
\partial_\sigma v = \begin{cases} 
\frac{v_K - v_L}{d_\sigma} & \text{if } \sigma \in \mathcal{E}_{\text{int}}, \sigma = K|L, \\
\frac{v_K}{d_\sigma} & \text{if } \sigma \in \mathcal{E}_{\text{ext}}, \sigma \in \mathcal{E}(K), 
\end{cases}
$$

and

$$
a_\sigma = \begin{cases} 
\frac{\phi'(v_K) - \phi'(v_L)}{v_K - v_L} & \text{if } \sigma \in \mathcal{E}_{\text{int}}, \sigma = K|L, \\
\frac{\phi'(v_K)}{v_K} & \text{if } \sigma \in \mathcal{E}_{\text{ext}}, \sigma \in \mathcal{E}(K).
\end{cases}
$$

Note that, for $\sigma \in \mathcal{E}$, the quantity $a_\sigma$ is nonnegative. With these notations, we have:

$$
\|v\|_{1,p,M}^p = \sum_{\sigma \in \mathcal{E}} |\sigma| d_\sigma |\partial_\sigma v|^p \quad \text{and} \quad T_d(v) = \sum_{\sigma \in \mathcal{E}} |\sigma| d_\sigma a_\sigma (\partial_\sigma v)^2.
$$
By Hölder’s inequality, we get:
\[
\|v\|_{1,p,\mathcal{M}}^p \leq \left[ \sum_{\sigma \in \mathcal{E}} |\sigma| d_\sigma a_\sigma (\partial_\sigma v)^2 \right]^{p/2} \left[ \sum_{\sigma \in \mathcal{E}} |\sigma| d_\sigma a_\sigma^{-p(2-p)} \right]^{(2-p)/2}.
\]

For \( \sigma \in \mathcal{E}_{\text{int}} \), \( \sigma = K|L \), there exists \( \tilde{v}_\sigma \) lying between \( v_K \) and \( v_L \) such that \( a_\sigma = \phi''(\tilde{v}_\sigma) \). From the expression of \( \phi \), we thus get:
\[
\forall \sigma \in \mathcal{E}_{\text{int}}, \sigma = K|L, \quad \frac{1}{a_\sigma} \leq 1 + \max \{|v_K|, |v_L|\}^\theta.
\]

By a similar argument, we also have:
\[
\forall \sigma \in \mathcal{E}_{\text{ext}}, \sigma \in \mathcal{E}(K), \quad \frac{1}{a_\sigma} \leq 1 + |v_K|^{\theta}.
\]

Inequality (5.3) thus yields \( \|v\|_{1,p,\mathcal{M}} \leq T_d(v)^{p/2} T_t^{(2-p)/2} \) with
\[
T_t = \sum_{\sigma \in \mathcal{E}_{\text{int}}, \sigma = K|L} |\sigma| d_\sigma \left( 1 + \max \{|v_K|, |v_L|\}^{\theta} \right)^{p/(2-p)} + \sum_{\sigma \in \mathcal{E}_{\text{ext}}, \sigma \in \mathcal{E}(K)} |\sigma| d_\sigma \left( 1 + |v_K|^{\theta} \right)^{p/(2-p)}.
\]

Using the inequality \((a + b)^\alpha \leq 2^\alpha (a^\alpha + b^\alpha)\) valid for any positive real numbers \( a, b \) and \( \alpha \), we get:
\[
2^{-p/(2-p)} T_t \leq \sum_{\sigma \in \mathcal{E}} |\sigma| d_\sigma + \sum_{\sigma \in \mathcal{E}_{\text{int}}, \sigma = K|L} |\sigma| d_\sigma \max \{|v_K|, |v_L|\}^{\theta p/(2-p)} + \sum_{\sigma \in \mathcal{E}_{\text{ext}}, \sigma \in \mathcal{E}(K)} |\sigma| d_\sigma |v_K|^{\theta p/(2-p)}.
\]

Remark that, for any \( K \in \mathcal{M} \), the total weight of the term \( |v_K|^{\theta p/(2-p)} \) in the last two sums (summing all its occurrences) is at most equal to \( \sum_{\sigma \in \mathcal{E}(K)} |\sigma| d_\sigma \) and that this quantity is bounded by \( C |K| \), with \( C \) only depending on the regularity of the mesh, we get:
\[
2^{-p/(2-p)} T_t \leq d |\Omega| + C \sum_{K \in \mathcal{M}} |K| v_K^{\theta p/(2-p)} = d |\Omega| + C \|v\|_{L^{\theta p/(2-p)}(\Omega)}^{\theta p/(2-p)},
\]
and thus, finally,
\[
\|v\|_{1,p,\mathcal{M}}^p \leq T_d(v)^{p/2} \left[ 2^{p/(2-p)} d |\Omega| + 2^{p/(2-p)} C \|v\|_{L^{\theta p/(2-p)}(\Omega)}^{\theta p/(2-p)} \right]^{(2-p)/2},
\]

which easily yields the desired inequality.

We are now in position to prove the following estimate, by a technique which is reminiscent of the method used in [4] for the continuous case.

**Proposition 5.3.** Let \( u \in \mathbb{H}_\Omega \) be the solution to the scheme (4.2)-(4.4). Then the following bound holds for \( 1 \leq p < (d+2)/(d+1) \):

\[
\sum_{n=1}^{N} \delta t \|u^n\|_{1,p,\mathcal{M}}^p \leq C,
\]

where \( C \) only depends on \( \Omega, T, f, u_0, p \) and the regularity of the mesh, i.e. on the parameter \( \xi \mathcal{M} \) defined by (2.3).
Proof. In this proof, we denote by \( C_i \) a positive real number only depending on \( \Omega, T, f, u_0, p, \theta \) and the parameter \( \xi_M \) characterizing the regularity of the mesh.

Thanks to Lemma 5.2 we get, for \( 1 \leq p < 2 \):

\[
\sum_{n=1}^{N} \delta t \| u^n \|^p_{L^p,\Omega} \leq \sum_{n=1}^{N} \delta t \left[ T_d(u^n) \right]^{p/2} \left[ C_1 + C_2 \| u^n \|_{L^{\beta p/(2-p)}(\Omega)}^{\beta p/2} \right].
\]

Since \( p < 2 \), the discrete Hölder’s inequality yields:

\[
\sum_{n=1}^{N} \delta t \| u^n \|^p_{L^p,\Omega} \leq \left( \sum_{n=1}^{N} \delta t T_d(u^n) \right)^{p/2} \left[ C_1 + C_2 \| u^n \|_{L^{\beta p/(2-p)}(\Omega)}^{\beta p/2} \right]^{(2-p)/2}.
\]

From Lemma 5.1 we know that:

\[
\sum_{n=1}^{N} \delta t T_d(u^n) \leq C_3.
\]

Let us now apply the inequality \((a + b)^\alpha \leq 2^\alpha(a^\alpha + b^\alpha)\), valid for \( a, b, \alpha \geq 0 \), to obtain:

\[
\sum_{n=1}^{N} \delta t \| u^n \|^p_{L^p,\Omega} \leq C_3^{p/2} \left[ \sum_{n=1}^{N} 2^{2/(2-p)} \delta t C_1^{2/(2-p)} \right] + \sum_{n=1}^{N} 2^{2/(2-p)} \delta t \left[ C_2 \| u^n \|_{L^{\beta p/(2-p)}(\Omega)}^{\beta p/2} \right]^{(2-p)/2}.
\]

This last relation yields the existence of \( C_4 \) and \( C_5 \) such that:

\[
\sum_{n=1}^{N} \delta t \| u^n \|^p_{L^p,\Omega} \leq C_4 + C_5 \left[ \sum_{n=1}^{N} \delta t \| u^n \|_{L^{\beta p/(2-p)}(\Omega)}^{\beta p/2} \right]^{(2-p)/2}.
\]

The discrete Sobolev inequality \( \| v \|^p_{L^p,\Omega} \geq C_6 \| v \|_{L^{p^*}(\Omega)}^{p^*} \), which holds for any \( v \in H_M \) with \( p^* = dp/(d-p) \), yields:

\[
C_6 \sum_{n=1}^{N} \delta t \| u^n \|_{L^{p^*},\Omega} \leq C_4 + C_5 \left[ \sum_{n=1}^{N} \delta t \| u^n \|_{L^{\beta p/(2-p)}(\Omega)}^{\beta p/2} \right]^{(2-p)/2}.
\]

The idea to conclude the proof is now to modify the right-hand side of this relation to obtain an inequality of the form:

\[
C_6 \sum_{n=1}^{N} \delta t \| u^n \|_{L^{p^*},\Omega} \leq C_7 + C_8 \left[ \sum_{n=1}^{N} \delta t \| u^n \|_{L^{p^*}(\Omega)}^{\beta p/2} \right]^{\beta}.
\]

with an exponent \( \beta < 1 \), which will yield a control on \( \sum_{n=1}^{N} \delta t \| u^n \|_{L^{p^*}(\Omega)}^{p^*} \) and, consequently, on \( \sum_{n=1}^{N} \delta t \| u^n \|_{L^{p^*}(\Omega)}^{p^*} \). To this purpose, we first use an interpolation inequality, to bound \( \| u^n \|_{L^{\beta p/(2-p)}(\Omega)}^{\beta p/2} \) as a function of \((a \text{ power of})\) \( \| u^n \|_{L^{p^*}(\Omega)} \) and \( \| u^n \|_{L^{1}(\Omega)} \), which is uniformly bounded by Lemma 5.1, then an Hölder inequality allows to change the exponent (to \( p \)) of this latter norm. Let us recall the interpolation inequality of interest, valid for \( 1 < r < q \):

\[
\forall v \in L^{q}(\Omega), \quad \| v \|_{L^{r}(\Omega)} \leq \| v \|_{L^{r}(\Omega)}^{\zeta} \| v \|_{L^{1}(\Omega)}^{1-\zeta}, \quad \text{with} \quad \zeta = \frac{1-1/r}{1-1/q}.
\]
Thanks to this inequality and the fact that, for $0 \leq n \leq N$, $\|u^n\|_{L^1(\Omega)} \leq C_9$, we thus get, denoting $r = \theta p/(2 - p)$:

$$\left( \sum_{n=1}^{N} \delta t \|u^n\|_{L^p/(2-p)(\Omega)} \right)^{(2-p)/2} \leq C_{10} \left( \sum_{n=1}^{N} \delta t \|u^n\|_{L^p(\Omega)} \right)^{(2-p)/2}$$

with $\zeta = \frac{1 - 1/r}{1 - 1/p^*}$.

This inequality is valid if $p^* > r$, which is equivalent to $p < (2 - \theta) d/(d - \theta)$. We may now apply Hölder’s inequality to get:

$$\left( \sum_{n=1}^{N} \delta t \|u^n\|_{L^p/(2-p)(\Omega)} \right)^{(2-p)/2} \leq C_8 \left( \sum_{n=1}^{N} \delta t \|u^n\|_{L^{p^*}(\Omega)} \right)^{(2-p)r\zeta/2p}$$

provided that $\zeta r < p$, which reads:

$$\frac{1}{p} \frac{r - 1}{1 - 1/p^*} < 1.$$ 

Expliciting the values of $p^*$ and $r$ as a function of $\theta$ and $p$, it may be seen that this inequality is valid for:

$$p < \frac{(2 - \theta)d + 2}{d + 1}.$$ 

When this inequality is satisfied, since $1 \leq p < 2$, we have $(2 - p)/2 < 1$ and $(2 - p)r\zeta/2p < 1$, and we are thus able to conclude the proof as announced. For $d = 1$, $d = 2$ or $d = 3$, we have:

$$\frac{(2 - \theta)d + 2}{d + 1} < \frac{(2 - \theta)d}{d - \theta}$$

for $\theta$ sufficiently close to one, let us say for $\theta \in (1, \theta_0]$. Let $p \in [1, (d + 2)/(d + 1)]$, and $\theta(p)$ be given by $\theta(p) = \min(\theta_0, \theta_1 + 1/2)$ where $\theta_1 \in (1, 2)$ is defined by:

$$p = \frac{(2 - \theta_1)d + 2}{d + 1}.$$ 

Then all the inequalities of this proof are valid for $\theta = \theta(p)$, which yields the desired bound.

**Proposition 5.4.** Let $u \in H^1_d$ be the solution to the scheme $(4.2) - (4.4)$. Then the following bound holds:

$$\sum_{n=1}^{N-1} \delta t \|\partial_t u^n\|_{-1,1,\mathcal{M}} \leq C,$$

where $C$ only depends on $\Omega$, $T$, $f$, $v$, $u_0$ and the regularity of the mesh, i.e. on the parameter $\xi_M$ defined by (2.3).

**Proof.** Using the notation (5.5), the scheme reads:

$$\forall K \in \mathcal{M}, \text{ for } 0 \leq n < N,$$

$$|K| \partial_t u^n_K = - \sum_{\sigma = K \cap L} v^{n+1/2}_{K,\sigma} u^{n+1}_{\sigma} + \sum_{\sigma \in \mathcal{E}(K)} |\sigma| \partial_\sigma u^{n+1}$$

$$+ \frac{1}{\delta t} \int_{t^n}^{t^{n+1}} \int_{K} f(x, t) \, dx \, dt.$$
Let $v \in H_M$. Multiplying each equation of the scheme by $v_K$ and summing over the control volumes, we get:

$$\int_{\Omega} \partial_t (u^n) \, v \, dx = \sum_{K \in M} |K| \partial_t(u)^{n}_K \, v_K = T_1^{n+1} + T_2^{n+1} + T_3^{n+1},$$

with

$$T_1^{n+1} = - \sum_{K \in M} v_K \sum_{\sigma \in K|L} v^{n+1/2}_K u^{n+1}_\sigma, \quad T_2^{n+1} = - \sum_{K \in M} v_K \sum_{\sigma \in \mathcal{E}(K)} |\sigma| \partial_{\sigma} u^{n+1},$$

$$T_3^{n+1} = \frac{1}{\delta t} \sum_{T} \int_\Omega f(x,t) \, v(x) \, dx \, dt.$$

Reordering the sums and supposing, without loss of generality, that any face $\sigma$ is oriented in such a way that $v^{n+1/2}_K \leq 0$, we get for $T_1^{n+1}$:

$$T_1^{n+1} = - \sum_{\sigma \in \mathcal{E}_{int}, \, \sigma = K|L} v^{n+1/2}_K (v_K - v_L),$$

where, by assumption on the velocity field, $|v^{n+1/2}_K| \leq ||v||_{L^\infty(\Omega)} |\sigma|$, $\forall \sigma \in \mathcal{E}_{int}$. By the discrete Cauchy-Schwarz inequality, we thus get:

$$||T_1^{n+1}|| \leq C ||u^{n+1}||_{L^2(\Omega)} ||v||_{1,2,M}$$

where $C$ only depends on $v$ and the parameter $\xi_M$ governing the regularity of the mesh.

By a similar computation, we get for $T_2^{n+1}$:

$$||T_2^{n+1}|| = \sum_{\sigma \in \mathcal{E}} |\sigma| d_{\sigma} \partial_{\sigma} u^{n+1} \partial_{\sigma} v \leq ||u^{n+1}||_{1,1,M} ||v||_{1,\infty,M}.$$

Finally, the term $T_3^{n+1}$ satisfies:

$$||T_3^{n+1}|| \leq \frac{1}{\delta t} ||v||_{L^\infty(\Omega)} \|f\|_{L^1(\Omega \times [t^n, t^{n+1}])}.$$

Let $p \in (1, (d+2)/(d+1))$ be such that the discrete $W^{1,p}(\Omega)$ norm of $u$ controls its $L^2(\Omega)$ norm (which, by Lemma 2.2, is indeed possible). Since the $L^\infty$ norm is controlled by the $\|\cdot\|_{1,\infty,M}$ norm, we get, for any $v \in H_M$:

$$\delta t \int_{\Omega} \partial_t (u^n) \, v \, dx \leq \delta t ||T_1^{n+1}|| + ||T_2^{n+1}|| + ||T_3^{n+1}|| \leq C \left[ \delta t ||u^{n+1}||_{1,p,M} + \|f\|_{L^1(\Omega \times [t^n, t^{n+1}])} \right] ||v||_{1,\infty,M},$$

which, summing over the time steps and using Proposition 5.3 concludes the proof.

6. Convergence analysis

In this section, we prove the following result.

**Theorem 6.1.** Let $(u^k)_{k \in \mathbb{N}}$ be a sequence of discrete solutions, i.e. a sequence of solutions to the scheme (4.2), with a mesh $M^k$ and a time step $\delta k^k$. We suppose that the sequence of meshes $(M^k)_{k \in \mathbb{N}}$ is regular, in the sense that any $M^k$, $k \in \mathbb{N}$, satisfies the regularity assumption (2.3) with a unique (i.e. independent of $k$)}
positive real number $\xi$, and that both $h_M$ and $\delta t^k$ tend to zero when $k$ tends to $+\infty$.

Then, up to the extraction of a subsequence, the sequence $(u^k)_{k \in \mathbb{N}}$ converges in $L^1(\Omega \times (0,T))$ to a function $u \in L^p(0,T;W^{1,p}_0(\Omega))$, for any $p \in [1, (d+2)/(d+1))$, which is a weak solution to the continuous problem, in the sense of Definition 1.1.

**Proof.** Thanks to the estimates of Propositions 5.3 and 5.4, Theorem 3.1 applies, and the sequence $(u^k)_{k \in \mathbb{N}}$ is known to converge in $L^1(\Omega \times (0,T))$ to a function $u$ which, thanks to Remark 3.5, belongs to $L^p(0,T;W^{1,p}_0(\Omega))$, for any $p \in [1, (d+2)/(d+1))$. We now show that this function is a weak solution to the continuous problem.

Let $\varphi \in C_0^\infty(\Omega \times [0,T))$. For a given discretization $M_k$ and $\delta t^k$, we denote by $\varphi^n_K$ the quantity:

$$\forall K \in M_k, \text{ for } 0 \leq n \leq N^k, \varphi^n_K = \varphi(x_K, t^n).$$

Let us now multiply by $\varphi^n_K$ each equation of the scheme, multiply by $\delta t$ and sum over the control volumes and the time steps, to obtain:

$$T^k_{\partial t} + T^k_c + T^k_d = T^k_f$$

with, dropping for short the superscripts $k$ and using the notation (5.5):

$$T_{\partial t} = \sum_{n=0}^{N-1} \sum_{K \in M} |K| (u^{n+1}_K - u^n_K) \varphi^n_K,$$

$$T_c = \sum_{n=0}^{N-1} \delta t \sum_{K \in M} \varphi^n_K \sum_{\sigma \in \mathcal{E}(K)} |\sigma| \partial_\sigma u^{n+1},$$

$$T_d = \sum_{n=0}^{N-1} \delta t \sum_{K \in M} \varphi^n_K \sum_{\sigma \in \mathcal{E}(K)} |\sigma| \partial_\sigma u^{n+1},$$

$$T_f = \sum_{n=0}^{N-1} \sum_{K \in M} \varphi^n_K \int_{t^n}^{t^{n+1}} \int_K f(x,t) \, dx \, dt.$$
so $|R_1| \leq c_\varphi \ (h + \delta t) \|u\|_{L^1(\Omega \times (0,T))}$ where $c_\varphi = \|\varphi\|_{W^{2,\infty}(\Omega \times (0,T))}$. The term $R_2$ reads:

$$R_2 = - \sum_{K \in \mathcal{M}} \int_K u_0(x) \left[ \varphi_K^0 - \varphi(x,0) \right] \, dx,$$

so $|R_2| \leq c_\varphi \ h \|u_0\|_{L^1(\Omega)}$.

We now turn to the convection term, which we write $T_c = T_{c,1} + T_{c,2}$, with:

$$T_{c,1} = \sum_{n=0}^{N-1} \delta t \sum_{K \in \mathcal{M}} \varphi_K^n \ u_K^{n+1} \sum_{\sigma = K|L} v_{K,\sigma}^{n+1/2},$$

$$T_{c,2} = \sum_{n=0}^{N-1} \delta t \sum_{K \in \mathcal{M}} \varphi_K^n \sum_{\sigma = K|L} v_{K,\sigma}^{n+1/2} (u_{\sigma}^{n+1} - u_{\sigma}^{n+1}).$$

For this proof, we choose not to use the fact that the velocity field is divergence-free, which is useless for the convergence (but has been used for stability). By the definition of $v_{K,\sigma}^{n+1/2}$, the term $T_{c,1}$ reads:

$$T_{c,1} = \sum_{n=0}^{N-1} \varphi_K^n \int_t^{t_n+1} \int_K u(x,t) \, div(v(x,t)) \, dx \, dt$$

$$= \int_0^T \int_\Omega u(x,t) \varphi(x,t) \, div(v(x,t)) \, dx \, dt + R_3,$$

with

$$R_3 = \sum_{n=0}^{N-1} \int_t^{t_n+1} \int_K u(x,t) \, div(v(x,t)) \left[ \varphi_K^n - \varphi(x,t) \right] \, dx \, dt,$$

so $|R_3| \leq c_\varphi \ h \|\varphi\|_{W^{1,\infty}(\Omega \times (0,T))} \|v\|_{L^1(\Omega \times (0,T))}$.

We now decompose $T_{c,2} = T_{c,3} + R_4$ where $T_{c,3}$ is chosen to be:

$$T_{c,3} = - \sum_{n=0}^{N-1} \sum_{K \in \mathcal{M}} u_K^{n+1} \sum_{\sigma = K|L} \int_t^{t_n+1} \int_{\sigma} \varphi(x,t) \, v(x,t) \cdot n_K \, d\gamma(x) \, dt$$

$$= - \int_0^T \int_\Omega u(x,t) \, div [\varphi(x,t) \, v(x,t)] \, dx \, dt$$

and, by difference and reordering the sums, we obtain for $R_4$:

$$R_4 = \sum_{n=0}^{N-1} \sum_{\sigma \in \mathcal{E}_{int}, \sigma = K|L} \left( u_K^{n+1} - u_L^{n+1} \right) \int_t^{t_n+1} \int_{\sigma} \left[ \varphi(x,t) - \varphi_L \right] \, v(x,t) \cdot n_{K,\sigma} d\gamma(x) \, dt$$

where, without loss of generality, we have chosen for the faces the orientation such that $v_{K,\sigma}^{n+1/2} \geq 0$. We thus get:

$$|R_4| \leq c_\varphi \ h \|v\|_{L^\infty(\Omega \times (0,T))} \sum_{n=0}^{N-1} \delta t \sum_{\sigma \in \mathcal{E}_{int}, \sigma = K|L} |\sigma| \, d_\sigma \left| \frac{u_K^{n+1} - u_L^{n+1}}{d_\sigma} \right|$$

$$= c_\varphi \ h \|v\|_{L^\infty(\Omega \times (0,T))} \sum_{n=0}^{N} \delta t \|u^n\|_{1,1,\mathcal{M}}.$$
Let us now turn to the diffusion term. By a standard reordering of the summations, we get:

\[
T_d = \sum_{n=0}^{N-1} \delta t \sum_{K \in M} u_{n+1}^K \sum_{\sigma \in \mathcal{E}(K)} |\sigma| \partial_\sigma \varphi^n,
\]

which reads

\[
T_d = - \sum_{n=0}^{N-1} \sum_{K \in M} u_{n+1}^K \int_{t^n}^{t^{n+1}} \int_K \Delta \varphi(x, t) \, dx \, dt + R_5
\]

\[
= - \int_0^T \int_\Omega u(x, t) \Delta \varphi(x, t) \, dx \, dt + R_5,
\]

with

\[
R_5 = \sum_{n=0}^{N-1} \delta t \sum_{K \in M} u_{n+1}^K \sum_{\sigma \in \mathcal{E}(K)} |\sigma| \, R_{K,\sigma},
\]

\[
R_{K,\sigma} = \partial_\sigma \varphi^n + \frac{1}{|\sigma|} \delta t \int_{t^n}^{t^{n+1}} \int_\sigma \nabla \varphi(x, t) \cdot n_{K,\sigma} \, d\gamma(x) \, dt.
\]

For any face \( \sigma \in \mathcal{E}_{\text{int}} \), \( \sigma = K|L \), we have \( R_{K,\sigma} = -R_{L,\sigma} \); in addition, for any \( K \in M \) and any \( \sigma \in \mathcal{E}(K) \), \( |R_{K,\sigma}| \leq c_\varphi (h + \delta t) \). Hence, reordering once again the sums, we get:

\[
R_5 = \sum_{n=0}^{N-1} \delta t \sum_{\sigma \in \mathcal{E}(K)} |\sigma| \, d_\sigma \, \partial_\sigma u_{n+1} \, R_{K,\sigma},
\]

so

\[
|R_5| \leq c_\varphi (h + \delta t) \sum_{n=0}^{N-1} \delta t \sum_{\sigma \in \mathcal{E}} |\sigma| \, d_\sigma \, |\partial_\sigma u_{n+1}| = c_\varphi (h + \delta t) \|u\|_{1,1,M}.
\]

Finally, we have for the last term:

\[
T_f = \int_0^T \int_\Omega f(x, t) \varphi(x, t) \, dx \, dt + R_6,
\]

with \( |R_6| \leq c_\varphi (h + \delta t) \).

Finally, gathering all the terms and remarking that \(-\text{div}(\varphi v) + \varphi \text{div}(v) = -v \cdot \nabla \varphi\), we get:

\[
- \int_{t=0}^T \int_\Omega u(x, t) \partial_t \varphi(x, t) \, dx \, dt - \int_\Omega u_0(x) \varphi(x, 0) \, dx
\]

\[
- \int_0^T \int_\Omega u(x, t) v(x, t) \cdot \nabla \varphi(x, t) \, dx \, dt - \int_0^T \int_\Omega u(x, t) \Delta \varphi(x, t) \, dx \, dt
\]

\[
= \int_0^T \int_\Omega f(x, t) \varphi(x, t) \, dx \, dt + R,
\]

with \( |R| \leq C (h+\delta t) \) where \( C \) is controlled by the estimates satisfied by the solution, the regularity of \( v \) and \( \varphi \) and independently of the mesh. Letting \( h \) and \( \delta t \) tend to zero in this equation and then integrating by parts the diffusion term thanks to the regularity of the limit thus concludes the proof. \( \square \)
Appendix A. A version of the Lions and Aubin-Simon lemma

Lemma A.1. Let $X$, $B$ and $Y$ be three Banach spaces satisfying the following hypotheses:

(i) $X$ is compactly imbedded into $B$.

(ii) There exists a vectorial space $F$ such that $B$ and $Y$ are imbedded into $F$ and, for all sequence $(u_n)_{n \in \mathbb{N}}$ of $B \cap Y$, if $u_n \to u$ in $B$ and $u_n \to v$ in $Y$, then $u = v$.

Then, for all $\epsilon > 0$ there exists $C_\epsilon \in \mathbb{R}$ such that $\|u\|_B \leq \epsilon \|u\|_X + C_\epsilon \|u\|_Y$, for all $u \in X \cap Y$.

Proof. We perform the proof by contradiction. We assume that there exists $\epsilon > 0$ and a sequence $(u_n)_{n \in \mathbb{N}}$ such that $u_n \in X \cap Y$ and $1 = \|u_n\|_B > \epsilon \|u_n\|_X + n\|u_n\|_Y$, for all $n \in \mathbb{N}$. Then, $(u_n)_{n \in \mathbb{N}}$ is bounded in $X$ and therefore relatively compact in $B$. Thus, we can assume that $u_n \to u$ in $B$ and $\|u\|_B = 1$. Furthermore, $u_n \to 0$ in $Y$ (since $\|u_n\|_Y \leq 1/n$). Then the second hypothesis of Lemma A.1 gives $u = 0$, which is in contradiction with $\|u\|_B = 1$. \qed

Remark A.2. In some practical case, the second hypothesis of Lemma A.1 may be replaced by the following assumption:

(ii)' There exists a topological vectorial space $F$ such that $B$ and $Y$ are continuously imbedded into $F$.

Then:

1) Assumption (ii)' is stronger than Assumption (ii).

2) Assumption (ii)' implies the existence of a Banach space $G$ such that $B$ and $Y$ are continuously imbedded into $G$.

3) As a consequence, under Assumption (ii)', Lemma A.1 may be proven using directly a classical lemma due to J.L. Lions.

We first prove assertion (1). Then, let $(u_n)_{n \in \mathbb{N}}$ be a sequence of $B \cap Y$ such that $u_n \to u$ in $B$ and $u_n \to v$ in $Y$. Thanks to the continuous imbedding from $B$ and $Y$ in $F$, one has $u_n \to u$ in $F$ and $u_n \to v$ in $F$. Then, $u = v$, which is Assumption (ii).

We now turn to the second point. We set $G = B + Y$ and for $u \in G$, one sets $\|u\|_G = \inf \{\|u_1\|_B + \|u_2\|_Y, u = u_1 + u_2, u_1 \in B, u_2 \in Y\}$. The only difficulty for proving that $\|\cdot\|_G$ is a norm on $G$ is to prove that $\|u\|_G = 0 \Rightarrow u = 0$. Let $u$ be such an element of $G$, i.e. be such that $\|u\|_G = 0$. There exists a sequence $(u_{1,n})_{n \in \mathbb{N}}$ in $B$ and a sequence $(u_{2,n})_{n \in \mathbb{N}}$ in $Y$ such that $u = u_{1,n} + u_{2,n}$, for all $n \in \mathbb{N}$ and $u_{1,n} \to 0$ in $B$, $u_{2,n} \to 0$ in $Y$, as $n \to +\infty$. Thus both sequences tend to zero in $F$, which proves that $u = 0$.

Since both $B$ and $Y$ are continuously imbedded in $G$ (since $\|u\|_B \leq \|u\|_G$ and $\|u\|_Y \leq \|u\|_G$), which is a Banach space, the proof is complete.

Let us now address the third issue. Lemma A.1 is the Lions lemma if $F = Y$. Otherwise, this latter lemma may be applied with $G$ instead of $Y$ and gives that, for all $\epsilon > 0$, there exists $C_\epsilon \in \mathbb{R}$ such that $\|u\|_B \leq \epsilon \|u\|_X + C_\epsilon \|u\|_G$, for all $u \in B$. Since $\|\cdot\|_G \leq \|\cdot\|_Y$, we obtain Lemma A.1.

Remark A.3. We give now an example where the hypotheses of Lemma A.1 are satisfied. Let $\Omega$ be a bounded open set of $\mathbb{R}^d$ ($d \geq 1$) with a Lipschitz continuous
boundary. Let $1 \leq p, r \leq \infty$, $X = W^{1,p}(\Omega)$, $B = L^p(\Omega)$ and $Y = W^{-1,r}(\Omega) = (W_0^{1,r'}(\Omega))'$, with $r' = r/(r-1)$, that is the (topological) dual space of $W_0^{1,r'}(\Omega)$.

The first hypothesis of Lemma A.1 is satisfied. For the second hypothesis, we distinguish the cases $r = 1$ and $r > 1$. In the case $r > 1$, it is possible to take $F = (C_c^\infty(\Omega))'$, that is the set of linear applications from $C_c^\infty(\Omega)$ to $\mathbb{R}$ (without any continuity requirement). In the case $r = 1$, the choice $F = (C_c^\infty(\Omega))'$ is not convenient since $C_c^\infty(\Omega)$ is not dense in $W_0^{1,\infty}(\Omega)$ (and therefore two different elements of $W^{-1,1}(\Omega)$ can have the same restriction on $C_c^\infty(\Omega)$). But, in order to apply Lemma A.1, it is possible to take $F = Y$ since in this case $B$ is imbedded in $Y$ (as usual, one identifies here $C_c^\infty(\Omega)$ to $W_0^{1,\infty}(\Omega)$). Then, there exists $G = (C_c^\infty(\Omega))'$ with $\varphi \mapsto \int_{\Omega} u \varphi \, dx$, with $\varphi \in C_c^\infty(\Omega)$ for the case $r > 1$ and $\varphi \in W_0^{1,\infty}(\Omega)$ in the case $r = 1$.

A.2. The Aubin-Simon compactness result.

**Lemma A.4.** Let $X$, $B$ and $Y$ be three Banach spaces satisfying the following hypotheses:

1. $X$ is compactly imbedded into $B$.
2. There exists a vectorial space $F$ such that $B$ and $Y$ are imbedded into $F$ and, for all sequence $(u_n)_{n\in\mathbb{N}}$ of $B \cap Y$, if $u_n \to u$ in $B$ and $u_n \to v$ in $Y$, then $u = v$.

Let $T > 0$, $p \in [1, \infty]$ and $(u_n)_{n\in\mathbb{N}}$ be a bounded sequence of $L^p((0,T),X)$. Let $q \in [1, \infty]$ and assume that the sequence $(\partial_t u_n)_{n\in\mathbb{N}}$ is bounded in $L^q((0,T),Y)$. Then, there exists $u \in L^r((0,T),B)$ such that, up to a subsequence, $u_n \to u$ in $L^r((0,T),B)$, as $n \to +\infty$, with $r = \min\{p,q\}$.

**Proof.** For short, we restrict the exposition to the case where (ii)' holds, which allows a simple proof with the classical Aubin-Simon compactness result. We take $G = B + Y$ with the norm defined in Remark A.2, we obtain that the sequence $(\partial_t u_n)_{n\in\mathbb{N}}$ is bounded in $L^q((0,T),G)$ and $B$ is continuously imbedded in $G$. Then the Aubin-Simon compactness lemma gives the desired result. \hfill \Box

**Remark A.5.** We give here some precision on the sense of “$\partial_t u \in L^q((0,T),Y)$”. Let $X$ and $Y$ two Banach spaces and $p,q \in [1, \infty]$. Assuming that $u \in L^p((0,T),X)$, the weak derivative of $u$ is defined by its action on test functions, that is it is the action on $\varphi$ for all $\varphi \in C_c^\infty((0,T))$ (note that $\varphi$ takes its values in $\mathbb{R}$). Actually, if $\varphi \in C_c^\infty((0,T))$, the function $(\partial_t \varphi) u$ belongs to $L^p((0,T),X)$ and therefore to $L^1((0,T),X)$ and the action of $\partial_t u$ on $\varphi$ is defined as:

$$
(\partial_t u, \varphi) = -\int_0^T \partial_t \varphi(t) \ u(t) \ dt.
$$

Note that $(\partial_t u, \varphi) \in X$.

In order to give a sense to “$\partial_t u \in L^q((0,T),Y)$”, we assume (as in Lemma A.1 and Lemma A.4) that $X$ and $Y$ are imbedded in the same vectorial space $F$. Then $\partial_t u \in L^q((0,T),Y)$ means that there exists $v \in L^q((0,T),Y)$ (and then $v$ is unique) such that:

$$
-\int_0^T \partial_t \varphi(t) \ u(t) \ dt = \int_0^T \varphi(t) \ v(t) \ dt \text{ for all } \varphi \in C_c^\infty((0,T)),
$$

this equality making sense since:

$$
\int_0^T \partial_t \varphi(t) \ u(t) \ dt \in X \subset F \quad \text{and} \quad \int_0^T \varphi(t) \ v(t) \ dt \in Y \subset F.
$$
APPENDIX B. A STABILITY RESULT FOR A GENERAL CLASS OF CONVECTION OPERATORS

In a compressible flow, the mass balance reads:

\[ \partial_t \rho + \text{div}(\rho \mathbf{v}) = 0. \]

Let \( \phi \) be a regular real function, and let us suppose that \( \rho, z \) and \( \mathbf{v} \) are regular scalar (for \( \rho \) and \( z \)) and vector-valued (\( \mathbf{v} \)) fields, and that \( \mathbf{v} \cdot \mathbf{n} = 0 \) on \( \partial \Omega \). Then we have:

\[
\int_{\Omega} \phi'(z) \left[ \partial_t (\rho z) + \text{div}(\rho z \mathbf{v}) \right] \, dx = \int_{\Omega} \rho \phi'(z) \partial_t z + \rho \phi'(z) \nabla z \cdot \mathbf{v} \, dx
\]

(B.2)

\[
= \int_{\Omega} \rho \partial_t \phi(z) + \rho \nabla \phi(z) \cdot \mathbf{v} \, dx = \int_{\Omega} \rho \partial_t \phi(z) - \phi(z) \text{div}(\rho \mathbf{v}) \, dx
\]

\[
= \int_{\Omega} \rho \partial_t \phi(z) + \phi(z) \partial_t \rho \, dx = \frac{d}{dt} \int_{\Omega} \rho \phi(z) \, dx.
\]

Taking for \( z \) one component of the velocity itself and \( \phi(s) = s^2/2 \), this computation is the central argument of the so-called kinetic energy conservation theorem. If \( z \) satisfies \( \partial_t (\rho z) + \text{div}(\rho z \mathbf{v}) - \text{div}(\lambda \nabla z) = 0 \), \( \lambda \geq 0 \), choosing \( \phi(s) = \min(0, s)^2 \), using \( \phi(z) \) as a test function and applying (B.2) yields the fact that \( z \) remains nonnegative, if its initial condition is nonnegative (which can also be seen by noting that, thanks to (B.1), we have \( \partial_t (\rho z) + \text{div}(\rho z \mathbf{v}) = \rho [\partial_t z + \mathbf{v} \cdot \nabla z] \), and this latter operator is known to satisfy a maximum principle).

The aim of this section is to prove a discrete analogue to (B.2). We thus generalize the proofs already given for the specific choices for \( \phi \) mentioned above, namely for \( \phi(s) = s^2/2 \) in [14] and for \( \phi(s) = \min(0, s)^2 \) in [18].

**Proposition B.1.** Let \((\rho_K)_{K \in \mathcal{M}}, (\rho^*_K)_{K \in \mathcal{M}} \) and \((F_{K,\sigma})_{K \in \mathcal{M}, \sigma \in \mathcal{E}(K) \cap \mathcal{E}_{\text{int}}} \) be three families of real numbers such that:

(i) \( \forall K \in \mathcal{M}, \rho_K \geq 0, \rho^*_K \geq 0 \),

(ii) \( \forall \sigma \in \mathcal{E}_{\text{int}}, \sigma = K|L, F_{K,\sigma} = -F_{L,\sigma} \),

(iii) \( \forall K \in \mathcal{M}, \frac{|K|}{\delta t} (\rho_K - \rho^*_K) + \sum_{\sigma = K|L} F_{K,\sigma} = 0 \).

Let \( \phi \) be a real convex function defined over \( \mathbb{R} \), and let \((z_K)_{K \in \mathcal{E}} \) and \((z^*_K)_{K \in \mathcal{E}} \) be two families of real numbers. For \( \sigma \in \mathcal{E}_{\text{int}}, \sigma = K|L, \) we denote by \( z_\sigma \) the quantity defined by \( z_\sigma = z_K \) if \( F_{K,\sigma} \geq 0 \) and \( z_\sigma = z_L \) otherwise. Then:

\[
\sum_{K \in \mathcal{M}} \phi'(z_K) \left[ \frac{|K|}{\delta t} (\rho_K z_K - \rho^*_K z^*_K) + \sum_{\sigma = K|L} F_{K,\sigma} z_\sigma \right] \geq \sum_{K \in \mathcal{M}} \frac{|K|}{\delta t} \left[ \rho_K \phi(z_K) - \rho^*_K \phi(z^*_K) \right].
\]

**Proof.** Let us write:

\[
\sum_{K \in \mathcal{M}} \phi'(z_K) \left[ \frac{|K|}{\delta t} (\rho_K z_K - \rho^*_K z^*_K) + \sum_{\sigma = K|L} F_{K,\sigma} z_\sigma \right] = T_1 + T_2,
\]

where

\[ T_1 = \sum_{K \in \mathcal{M}} \frac{|K|}{\delta t} \left[ \rho_K \phi(z_K) - \rho^*_K \phi(z^*_K) \right], \]

and

\[ T_2 = \sum_{K \in \mathcal{M}} \frac{|K|}{\delta t} \sum_{\sigma = K|L} F_{K,\sigma} z_\sigma. \]
with

\[ T_1 = \sum_{K \in \mathcal{M}} \frac{|K|}{\delta t} \phi'(z_K) (\rho_K z_K - \rho_K^* z_K^*), \quad T_2 = \sum_{K \in \mathcal{M}} \phi'(z_K) \left[ \sum_{\sigma = K \mid L} F_{K, \sigma} \phi_{\sigma} \right]. \]

The first term may be split as

\[ T_{1,1} = \sum_{K \in \mathcal{M}} \frac{|K|}{\delta t} \phi'(z_K) z_K (\rho_K - \rho_K^*), \quad T_{1,2} = \sum_{K \in \mathcal{M}} \frac{|K|}{\delta t} \rho_K^* \phi'(z_K) (z_K - z_K^*). \]

By convexity of \( \phi \), we get:

\[ T_{1,2} \geq \sum_{K \in \mathcal{M}} \frac{|K|}{\delta t} \rho_K^* (\phi(z_K) - \phi(z_K^*)). \]

The second term reads

\[ T_2 = T_{2,1} + T_{2,2} + T_{2,3} \]

with:

\[ T_{2,1} = \sum_{K \in \mathcal{M}} \phi'(z_K) z_K \left[ \sum_{\sigma = K \mid L} F_{K, \sigma} \right], \quad T_{2,2} = \sum_{K \in \mathcal{M}} \phi(z_K) \left[ - \sum_{\sigma = K \mid L} F_{K, \sigma} \right], \]

\[ T_{2,3} = \sum_{K \in \mathcal{M}} \sum_{\sigma = K \mid L} F_{K, \sigma} \left( \phi(z_K) + \phi'(z_K) (z_\sigma - z_K) \right). \]

By Relation (iii) of [B.3], the terms \( T_{1,1} \) and \( T_{2,1} \) cancel, and \( T_{2,2} \) may be written as:

\[ T_{2,2} = \sum_{K \in \mathcal{M}} \frac{|K|}{\delta t} \phi(z_K) (\rho_K - \rho_K^*). \]

Reordering the sums in \( T_{2,3} \) and using Relation (ii) of [B.3], we get:

\[ T_{2,3} = \sum_{\sigma \in E_{\text{int}}, \sigma = K \mid L} F_{K, \sigma} \left[ \phi(z_K) + \phi'(z_K) (z_\sigma - z_K) - \phi(z_L) - \phi'(z_L) (z_\sigma - z_L) \right]. \]

Without loss of generality, let us suppose that we have chosen, in the last sum, the orientation of \( \sigma = K \mid L \) in such a way that \( F_{K, \sigma} \geq 0 \). We thus get, since \( z_\sigma = z_K \):

\[ \delta \phi|_{\sigma} = \phi(z_K) + \phi'(z_K) (z_\sigma - z_K) - \phi(z_L) - \phi'(z_L) (z_\sigma - z_L) = \phi(z_K) - \left[ \phi(z_L) + \phi'(z_L) (z_K - z_L) \right], \]

which is nonnegative by convexity of \( \phi \). Finally, we thus get:

\[ T_1 + T_2 \geq \sum_{K \in \mathcal{M}} \frac{|K|}{\delta t} \left[ \rho_K^* (\phi(z_K) - \phi(z_K^*)) + \phi(z_K) (\rho_K - \rho_K^*) \right], \]

which concludes the proof. \( \square \)

Remark B.2 (Other choices for \( z_\sigma \)). In fact, the inequality of Proposition [B.1] holds for any choice such that the quantity \( \delta \phi|_{\sigma} \) defined in its proof is nonnegative, which may be written as:

\[ \left[ \phi'(z_K) - \phi'(z_L) \right] (z_\sigma - z_K) \geq \phi(z_L) + \phi'(z_L) (z_K - z_L) - \phi(z_K). \]

Let us suppose that \( \phi \) is twice continuously differentiable. There exists \( \bar{z}_\sigma \) and \( \bar{z}_\sigma \), both lying between \( z_K \) and \( z_L \) and such that:

\[ \phi'(z_K) = \phi'(z_L) + \phi''(\bar{z}_\sigma) (z_K - z_L), \]

\[ \phi(z_K) = \phi(z_L) + \phi'(z_L) (z_K - z_L) + \frac{1}{2} \phi''(\bar{z}_\sigma) (z_K - z_L)^2. \]
Let us now define \( \theta \) such that 
\[
z_\sigma - z_K = \theta (z_L - z_K).
\]
With this notation, we obtain that \( \delta \phi |_\sigma \geq 0 \) is equivalent to:
\[
\theta \leq \frac{1}{2} \frac{\phi''(\bar{z}_\sigma)}{\phi''(\bar{z}_\sigma)}.
\]
By convexity of \( \phi \), the upwind choice (i.e. \( \theta = 0 \)) always satisfies this relation, which is consistent with Proposition [B.1]. In addition, we see that, for \( \phi(s) = s^2 \), the choice \( \theta = 1/2 \) is possible; in other words, as proven in [15], the centered choice ensures the kinetic energy conservation.
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