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ABSTRACT. In this paper we consider the evolving surface finite element method for the advection and diffusion of a conserved scalar quantity on a moving surface. In an earlier paper using a suitable variational formulation in time dependent Sobolev space we proposed and analysed a finite element method using surface finite elements on evolving triangulated surfaces. An optimal order H^1-error bound was proved for linear finite elements. In this work we prove the optimal error bound in L^2(\Gamma(t)) uniformly in time.

1. Introduction

Conservation of a scalar u subject to advection and diffusion on an evolving hypersurface \( \Gamma(t) \subset \mathbb{R}^{n+1}, n = 1, 2, 3 \) for time \( t \in [0, T], T > 0 \), leads to the diffusion equation

\[
 \partial^\bullet u + u \nabla_{\Gamma} \cdot v - \nabla_{\Gamma} \cdot (\mathcal{A} \nabla_{\Gamma} u) = 0
\]

on \( \Gamma(t) \). Here \( \nu \) is a normal vector field to the surface, \( v_\nu \) is the normal velocity of the surface, \( v_\tau \) is an advective tangential velocity field, \( v = v_\nu + v_\tau \), \( \nabla_{\Gamma} \) is the tangential surface gradient, and \( \mathcal{A} \) is a given diffusion tensor which is positive definite on the tangent space of \( \Gamma \). We set

\[
 \partial^\bullet u = \partial^\circ u + v_\tau \cdot \nabla_{\Gamma} u
\]
to be the material derivative and

\[
 \partial^\circ u = u_t + v_\nu \cdot \nabla u
\]
to be the normal time derivative.

In [9] we proposed a finite element approximation using piecewise linear finite elements on a triangulated surface interpolating \( \Gamma(t) \) whose vertices move with the velocity \( v \). The finite element method is based on the variational form

\[
 \frac{d}{dt} \int_{\Gamma(t)} u \varphi + \int_{\Gamma(t)} \mathcal{A} \nabla_{\Gamma} u \cdot \nabla_{\Gamma} \varphi = \int_{\Gamma(t)} u \partial^\bullet \varphi
\]

where \( \varphi \) is an arbitrary test function defined on the surface \( \Gamma(t) \) for all \( t \). For the error between the continuous solution \( u \) and spatially discrete solution \( u_h \) we proved...
in [9] the bound
\[
\sup_{t \in (0,T)} \| u(\cdot, t) - u_h(\cdot, t) \|_{L^2(\Gamma(t))}^2 + \int_0^T \| \nabla \Gamma(u(\cdot, t) - u_h(\cdot, t)) \|_{L^2(\Gamma(t))}^2 dt \leq c h^2,
\]
where the constant $c$ depends on norms of the continuous solution and the data of the problem. This estimate gives optimal linear convergence for the error in the gradients. But for the $L^2$-error one expects (just as in the Cartesian case) convergence of order two. This is consistent with numerical experiments performed in [9] in Table 1. The purpose of this paper is to prove an optimal $L^2$-estimate for the error between continuous and discrete problem:
\[
\sup_{t \in (0,T)} \| u(\cdot, t) - u_h(\cdot, t) \|_{L^2(\Gamma(t))} \leq c h^2.
\]

1.1. Numerical methods for surface PDEs. Let us review briefly the computation of surface partial differential equations and, in particular, parabolic equations on evolving surfaces.

Surface finite elements on triangulated hypersurfaces were proposed and analysed for the Laplace-Beltrami equation by [8] and extended to parabolic (including nonlinear and higher order) equations on stationary surfaces in [10]. Higher order finite element spaces for elliptic equations were analysed in [6] and an adaptive finite element method for stationary surfaces was considered in [7]. An extension of the idea of the surface finite element method (SFEM) is to use surface finite volumes. An analysis of elliptic equations using general meshes is given in [22, 23]. A method for parabolic equations on stationary surfaces using logically Cartesian grids is presented in [8].

The evolving surface finite element method (ESFEM) was proposed in [9] in order to treat diffusion and transport on moving surfaces. The key idea is to use the Leibniz formula for differentiating with respect to time integrals over moving surfaces in order to derive weak and variational formulations. The upshot is that the velocity and mean curvature of the surface do not appear explicitly in the formulations. Applications to complex physical models may be found in [13, 14]. The idea may also be used in a finite volume context, [24].

Another approach is to numerically solve bulk equations in one space dimension higher. This may be a natural approach when the surface is computed implicitly using phase field or level set methods [4, 32, 29]. The idea is then to exploit the implicit formulation and use a bulk triangulation rather than a surface triangulation. One idea is to solve the surface partial differential equations on all level sets of a prescribed function. This is inherently an Eulerian method and yields degenerate equations; see [2, 19, 18, 11] for stationary surfaces. For surface elliptic equations, [5] gave a discretisation error analysis for a narrow band level set method using the unfitted finite element method. Another method using a bulk unfitted mesh and finite element space independent of the surface which is given by a level set function has been proposed in [27, 28]. Eulerian approaches to transport and diffusion on evolving surfaces were given in [11, 33] where level set approximations to surface quantities were required. On the other hand, an elegant formulation avoiding the need to do this was provided in [12] using an implicit surface version of the Leibniz formula.

The closest point method for partial differential equations on stationary surfaces, [31, 25, 26], is based on considering $u(p(x))$ where $p(x) \in \Gamma$ is the point closest to
The surface partial differential equation is then embedded and discretised in a neighbourhood of \( \Gamma \) using \( u(p(x)) \). Implementation requires the knowledge or calculation of the closest point \( p(x) \). In the cited references this approach has been used to solve a wide variety of equations on stationary surfaces.

The diffuse interface approach [15, 16, 30] is based on approximating the surface using a phase field type variable and solving a bulk advection diffusion equation with coefficients which are zero or small outside of a transition layer.

### 1.2. Layout of the paper

This paper is organised as follows. In the following section we fix some notation and develop the notions of material derivative and transport formulae for moving surfaces appropriate for our needs. Then in the third section we formulate the advection diffusion equation on an evolving surface. The evolving surface finite element method is presented in section 4. In the next section we derive useful estimates concerning interpolation bounds, the approximation of geometry and the perturbation of appropriate bilinear forms. In order to prove the error bound it is convenient to use the Ritz projection and, in particular, we need error bounds for the material derivative which are proved in section 6. Finally, in section 7 we prove the \( L^2 \)-error bound.

### 2. Setting and notation

#### 2.1. Description of the surface

For each \( t \in [0, T] \), \( T > 0 \), let \( \Gamma(t) \) be a compact smooth connected hypersurface in \( \mathbb{R}^{n+1} \) \((n = 1, 2, 3)\) and \( \Gamma_0 = \Gamma(0) \). We assume that \( \Gamma(t) \) is the boundary of an open bounded set \( \Omega(t) \). It follows that \( \Gamma(t) \) has a representation defined by a smooth level set function. Let \( d = d(x, t), \ x \in \mathbb{R}^{n+1}, t \in [0, T] \) be the signed distance function so that \( d(\cdot, t) < 0 \) in \( \Omega(t) \) and \( d(\cdot, t) > 0 \) in \( \mathbb{R}^{n+1} \setminus \overline{\Omega(t)} \). Assume that

\[
\Gamma(t) = \{ x \in \mathcal{N}(t) | d(x, t) = 0 \},
\]

where \( \mathcal{N}(t) \) is an open subset of \( \mathbb{R}^{n+1} \) in which \( \nabla d \neq 0 \) and chosen so that

\[
d, dt, dx_i, dx_{ij} \in C^2(\mathcal{N}_T) (i, j = 1, \ldots, n + 1)
\]

for \( \mathcal{N}_T = \bigcup_{t \in [0, T]} \mathcal{N}(t) \times \{t\} \). The orientation of \( \Gamma(t) \) is set by taking the normal \( \nu \) to \( \Gamma(t) \) to be in the direction of increasing \( d \). Hence we define a normal vector field by

\[
\nu(x, t) = \nabla d(x, t), \ x \in \mathcal{N}(t),
\]

so that the normal velocity \( v_\nu \) of \( \Gamma(t) \) is given by

\[
(2.1) \quad v_\nu(x, t) = -d_t(x, t)\nu(x, t), \ x \in \Gamma(t).
\]

We denote by \( P = P(x, t) \) the projection onto the tangent space at \( x \in \Gamma(t) \), \( P_{ij} = \delta_{ij} - \nu_i \nu_j \) and by \( \mathcal{H} = \mathcal{H}(x, t) \) the (extended) Weingarten map

\[
\mathcal{H}_{ij} = (\nu_i)_{x_j} = dx_{i:j}.
\]

We will use the fact that

\[
P \mathcal{H} = \mathcal{H} P = \mathcal{H}.
\]

We choose \( \mathcal{N}(t) \) so that for every \( x \in \mathcal{N}(t) \) and \( t \in [0, T] \) there exists a unique \( p(x, t) \in \Gamma(t) \) such that

\[
(2.2) \quad x = p(x, t) + d(x, t)\nu(p(x, t), t).
\]
This is possible by the assumptions above; see for example [21]. Observe that
\begin{equation}
\nu(x,t) = \nu(p(x,t),t), \quad P(x,t) = P(p(x,t),t).
\end{equation}
From this one easily gets the relation
\begin{equation}
\frac{\partial d}{\partial t}(x,t) = \frac{\partial d}{\partial t}(p(x,t),t).
\end{equation}

2.2. \textbf{Surface gradients.} For any function \( \eta \in C^1(\mathcal{N}(t)) \) we define its (spatial) tangential gradient on \( \Gamma(t) \) by
\begin{equation}
\nabla_{\Gamma} \eta = P \nabla \eta = \nabla \eta - \nabla \eta \cdot \nu \nu
\end{equation}
where, for \( x \) and \( y \) in \( \mathbb{R}^{n+1} \), \( x \cdot y \) denotes the usual scalar product and \( \nabla \eta \) denotes the usual gradient on \( \mathbb{R}^{n+1} \). The tangential gradient \( \nabla_{\Gamma} \eta \) only depends on the values of \( \eta \) restricted to \( \Gamma(t) \) and \( \nabla_{\Gamma} \eta \cdot \nu = 0 \). The components of the tangential gradient will be denoted by
\begin{equation}
\nabla_{\Gamma} \eta = ((\nabla_{\Gamma})_1 \eta, \ldots, (\nabla_{\Gamma})_{n+1} \eta).
\end{equation}
The Laplace-Beltrami operator on \( \Gamma(t) \) is the tangential divergence of the tangential gradient:
\begin{equation}
\Delta_{\Gamma} \eta = \nabla_{\Gamma} \cdot \nabla_{\Gamma} \eta.
\end{equation}

Let \( M(t) \subset \Gamma(t) \) have a boundary \( \partial M(t) \) whose intrinsic unit outer normal (conormal), tangential to \( \Gamma(t) \), is denoted by \( \mu \). Then the formulae for integration by parts on \( M(t) \) and \( \Gamma(t) \) are
\begin{equation}
\int_{M(t)} (\nabla_{\Gamma})_i \eta = \int_{M(t)} \eta H \nu_i + \int_{\partial M(t)} \eta \nu_i
\end{equation}
and
\begin{equation}
\int_{\Gamma(t)} (\nabla_{\Gamma})_i \eta = \int_{\Gamma(t)} \eta H \nu_i,
\end{equation}
where \( H \) denotes the mean curvature of \( \Gamma \) with respect to \( \nu \), which is given by
\begin{equation}
H = \nabla_{\Gamma} \cdot \nu.
\end{equation}
The orientation is such that for a sphere \( \Gamma = \{ x \in \mathbb{R}^{n+1} | |x - x_0| = R \} \) and the choice \( d(x) = |x - x_0| - R \) the normal is pointing out of the ball \( B_R(x_0) = \{ x \in \mathbb{R}^{n+1} | |x - x_0| < R \} \) and the mean curvature of \( \Gamma \) is given by \( H = \frac{n}{R} \). Note that \( H \) is the sum of the principle curvatures rather than the arithmetic mean and hence differs from the common definition by a factor \( n \). The mean curvature vector \( H \nu \) is invariant with respect to the choice of the sign of \( d \).

Green’s formula on the surface \( \Gamma \) is
\begin{equation}
\int_{\Gamma} \nabla_{\Gamma} \xi \cdot \nabla_{\Gamma} \eta = \int_{\partial \Gamma} \xi \nabla_{\Gamma} \eta \cdot \mu - \int_{\Gamma} \xi \Delta_{\Gamma} \eta.
\end{equation}
If \( \Gamma \) is closed, then \( \partial \Gamma \) is empty and the boundary terms do not appear. For these facts about tangential derivatives we refer to [17], pp. 389–391. Note that, in general, higher order tangential derivatives do not commute.

We shall use Sobolev spaces on surfaces \( \Gamma \). For a given \( C^2 \) surface \( \Gamma \) we define
\begin{equation}
H^1(\Gamma) = \{ \eta \in L^2(\Gamma) \mid \nabla_{\Gamma} \eta \in L^2(\Gamma)^{n+1} \}.
\end{equation}
In this definition $\nabla_{\Gamma} \eta$ denotes the weak derivative defined via integration by parts with the help of (2.6). For smooth enough $\Gamma$ we analoguously define the Sobolev spaces $H^k(\Gamma)$ for $k \in \mathbb{N}$. We set

$$G_T = \bigcup_{t \in [0,T]} \Gamma(t) \times \{t\}.$$ 

2.3. The material derivative.

**Definition 2.1** (Material derivatives). The normal time derivative $\partial^o$ is defined by

$$\partial^o f := \frac{\partial f}{\partial t} + v_\nu \cdot \nabla f. \tag{2.9}$$

We say that $v_\tau$ is a tangential velocity field provided $v_\tau \cdot \nu = 0$ in $\mathcal{N}(t)$. Given a tangential velocity field $v_\tau$ we say that

$$v := v_\nu + v_\tau \tag{2.10}$$

is a material velocity field. Given a tangential vector field $v_\tau$ we denote the material derivative of a scalar function $f = f(x,t)$ defined on $\mathcal{N}_T$ by

$$\partial^m f := \partial^o f + v_\tau \cdot \nabla_{\Gamma} f = \frac{\partial f}{\partial t} + v \cdot \nabla f. \tag{2.11}$$

**Remark 2.2.** The normal time derivative is an intrinsic surface derivative on $G_T$ depending only on values of $f$ on this surface and independent of any parameterisation of the surface; cf. [20]. For any $x_0$ on $\Gamma(t_0)$ we may define a curve $\{\gamma(t) \in \Gamma(t), t_0 - \epsilon < t < t_0 + \epsilon\}$ by setting $\gamma(t_0) = x_0$ and $\gamma'(t) = v_\nu(\gamma(t), t)$. Clearly,

$$\frac{d}{dt} d(\gamma, \cdot) = \frac{\partial d}{\partial t} + \nabla d \cdot \gamma' = \frac{\partial d}{\partial t} + \nu \cdot v_\nu = d_t + \nu \cdot v_\nu = 0$$

so that, indeed, the curve does lie on the surface. It follows that

$$\partial^o f = \frac{df(\gamma, \cdot)}{dt}. \tag{2.12}$$

The material derivative is also an intrinsic surface derivative on $G_T$. Now consider a curve for any $x_0$ on $\Gamma(t_0)$ such that $\{\gamma(t) \in \Gamma(t), t_0 - \epsilon < t < t_0 + \epsilon\}, \gamma(t_0) = x_0$ with velocity

$$\gamma'(t) = (v_\nu + v_\tau)(\gamma(t), t).$$

Now we see that

$$\frac{d}{dt} d(\gamma, \cdot) = \frac{\partial d}{\partial t} + \nabla d \cdot \gamma' = \frac{\partial d}{\partial t} + \nu \cdot (v_\nu + v_\tau) = d_t + \nu \cdot v_\nu = 0$$

so that, indeed, the curve lies on the surface. Furthermore, we have that

$$\partial^m f = \frac{df(\gamma, \cdot)}{dt}. \tag{2.13}$$
2.4. **Transport theorem.** The following formula for the differentiation of time dependent surface integrals will play a decisive role.

**Lemma 2.1.** Let $\mathcal{M}(t)$ be an evolving surface with normal velocity $v_\nu$. Let $v_\tau$ be a tangential velocity field on $\mathcal{M}(t)$. Let the boundary $\partial \mathcal{M}(t)$ evolve with the velocity $v := v_\nu + v_\tau$. Assume that $f$ is a function such that all the following quantities exist. Then

\begin{equation}
\frac{d}{dt} \int_{\mathcal{M}(t)} f = \int_{\mathcal{M}(t)} \partial^* f + f \nabla \Gamma \cdot v.
\end{equation}

With the deformation tensor $D(v)_{ij} = \frac{1}{2} \sum_{k=1}^{n+1} (A_{ik} (\nabla \Gamma)_k v_j + A_{jk} (\nabla \Gamma)_k v_i) (i, j = 1, \ldots, n+1)$ and the tensor

\begin{equation}
\mathcal{B}(v) = \partial^* A + \nabla \Gamma \cdot v A - 2D(v),
\end{equation}

we have the formula

\begin{equation}
\frac{d}{dt} \int_{\mathcal{M}(t)} A \nabla \Gamma f \cdot \nabla \Gamma g = \int_{\mathcal{M}(t)} \left( A \nabla \Gamma \partial^* f \cdot \nabla \Gamma g + A \nabla \Gamma f \cdot \nabla \Gamma \partial^* g \right) + \int_{\mathcal{M}(t)} \mathcal{B}(v) \nabla \Gamma f \cdot \nabla \Gamma g.
\end{equation}

**Proof.** A proof of this Lemma for $f = g$ and $A = I$ was given in the appendix of [9]. The more general form $f \neq g$ can be obtained easily by polarization. □

**Remark 2.3.** Observe that in the above Leibniz formula, (2.14), it is sufficient that $f$ and $\partial^* f \in L^1(G_T)$, $v \in C^1(G_T)$, and the equation is understood in the distributional sense that

\[
- \int_0^T \psi' \int_{\mathcal{M}(t)} f \, dA \, dt = \int_0^T \psi \int_{\mathcal{M}(t)} \partial^* f + f \nabla \Gamma \cdot v \, dA \, dt \quad \forall \psi \in C^1_0((0, T)).
\]

**Remark 2.4.** The formulae (2.14) and (2.16) are true when $\mathcal{M}(t)$ is without boundary and with any tangential velocity field $v_\tau$ including $v_\tau = 0$. In particular, the formulae are true with $v = v_\nu$ and the material derivative $\partial^*$ replaced by the normal time derivative $\partial^\circ$.

**Remark 2.5.** In the following we use these formulae to derive the advection diffusion equation. In this derivation we will take $v_\tau$ to be zero and consider mass conservation for a region $\mathcal{M}(t)$ evolving on the surface with normal velocity $v_\nu$. On the other hand, our numerical discretization will be based on a triangulated surface whose vertices move with a velocity $v_\nu + v_\tau$ in which case we apply the above formulae element by element in order to derive transport formulae for a triangulated surface.

3. Formulation of the advection diffusion equation

3.1. **Conservation law.** Let $u$ be the density of a scalar quantity on $\Gamma(t)$ (for example mass per unit area $n = 2$ or mass per unit length $n = 1$). Let $q$ denote a surface flux. The basic conservation law we wish to consider can be formulated for an arbitrary portion $\mathcal{M}(t)$ of $\Gamma(t)$, which is the image of a portion $\mathcal{M}(0)$ of $\Gamma(0)$ evolving with the prescribed velocity $v := v_\nu$. The law is that, for every $\mathcal{M}(t)$,

\begin{equation}
\frac{d}{dt} \int_{\mathcal{M}(t)} u = - \int_{\partial \mathcal{M}(t)} q \cdot \mu,
\end{equation}
where, $\partial M(t)$ is the boundary of $M(t)$ (a curve if $n = 2$ and the end points of a curve if $n = 1$) and $\mu$ is the conormal on $\partial M(t)$. Thus $\mu$ is the unit normal to $\partial M(t)$ pointing out of itself and tangent to $\Gamma(t)$. Observing that components of $q$ normal to $M$ do not contribute to the flux, we assume that $q$ is a tangent vector.

With the use of integration by parts, (2.5), we obtain
\[
\int_{\partial M(t)} q \cdot \mu = \int_{M(t)} \nabla \cdot q - \int_{M(t)} q \cdot \nu H = \int_{M(t)} \nabla \cdot q.
\]

On the other hand, by the transport formula (2.14) we have
\[
\frac{d}{dt} \int_{M(t)} u = \int_{M(t)} (\partial^\nu u + u \nabla \cdot v),
\]
so that
\[
\int_{M(t)} (\partial^\nu u + u \nabla \cdot v + \nabla \cdot q) = 0,
\]
which implies the pointwise conservation law
\[
\partial^\nu u + u \nabla \cdot v = 0.
\]

In this paper we wish to consider a diffusive flux $q_d := -A \nabla \Gamma u$ and an advective flux $q_a := uv_\nu$ where $v_\nu$ is an advective tangential velocity field, i.e., $v_\nu \cdot \nu = 0$, so that
\[
q = q_d + q_a = -A \nabla \Gamma u + uv_\nu,
\]
then we arrive at the PDE (1.1)
\[
\partial^\nu u + u \nabla \cdot v - \nabla \cdot (A \nabla u) = 0.
\]

3.2. Weak and variational formulations. In the following we assume that $A$ is a sufficiently smooth $(n + 1) \times (n + 1)$ symmetric matrix which maps the tangent space of $\Gamma$ at a point into itself and is positive definite on the tangent space, i.e.,
\[
A \xi \cdot \xi \geq c_0 |\xi|^2 \quad \forall \xi \in \mathbb{R}^{n+1}, \xi \cdot \nu = 0
\]
with some constant $c_0 > 0$. Consequently, $AP = PA = A$. For the definition of a solution we assume that the elements of $A$ belong to $L^\infty(\mathcal{G}_T)$. We set
\[
H^1(\mathcal{G}_T) := \{ \eta \in L^2(\mathcal{G}_T) \mid \nabla \Gamma \eta \in L^2(\mathcal{G}_T), \partial^\nu \eta \in L^2(\mathcal{G}_T) \}.
\]

Definition 3.1 (Weak solution). A function $u \in H^1(\mathcal{G}_T)$ is a weak solution of (1.1), if for almost every $t \in (0,T)$,
\[
\int_{\Gamma(t)} \partial^\nu u \varphi + \int_{\Gamma(t)} u \varphi \nabla \cdot v + \int_{\Gamma(t)} A \nabla \Gamma u \cdot \nabla \varphi = 0
\]
for every $\varphi(t) \in H^1(\Gamma(t))$.

In [9] we proved the existence of a weak solution. Furthermore, for the initial data $u_0 \in H^1(\Gamma(0))$ and the elements of $A$ and $v \in C^1(\mathcal{G}_T)$ the solution satisfies
\[
\sup_{(0,T)} \|u\|_{L^2(\Gamma)}^2 + \int_0^T \|\nabla \Gamma u\|_{L^2(\Gamma)}^2 \leq c \|u_0\|_{L^2(\Gamma(0))}^2,
\]
\[
\int_0^T \|\partial^\nu u\|_{L^2(\Gamma)}^2 + \sup_{(0,T)} \|\nabla \Gamma u\|_{L^2(\Gamma)}^2 \leq c \|u_0\|^2_{H^1(\Gamma(0))}
\]
where $c = c(A, v, \mathcal{G}_T, T)$. 


Lemma 3.1 (Variational form). A weak solution $u$ satisfies the variational form of (1.1): for almost every $t \in (0, T)$,

$$
\frac{d}{dt} \int_{\Gamma(t)} u \varphi + \int_{\Gamma(t)} A\nabla u \cdot \nabla \varphi = \int_{\Gamma(t)} u \partial^\star \varphi
$$

for every $\varphi \in H^1(\mathcal{G}_T)$.

Proof. This is a consequence of the Leibniz formula (2.14) and we understand the equation (3.4) in the sense described in Remark 2.3. □

Remark 3.2. Note that, since $A\nabla u \cdot \nabla \varphi = PAP\nabla u \cdot \nabla \varphi$, in the weak form (3.4) we do not have to assume that $A$ maps tangent space to tangent space.

3.3. Abstract framework. For $\varphi, \psi \in H^1(\Gamma)$ we define the bilinear forms

$$
a(\varphi, \psi) = \int_{\Gamma} A\nabla \varphi \cdot \nabla \psi,
$$

$$
m(\varphi, \psi) = \int_{\Gamma} \varphi \psi,
$$

$$
g(v; \varphi, \psi) = \int_{\Gamma} \varphi \psi \nabla \cdot v.
$$

The variational form (3.4) becomes

$$
\frac{d}{dt} m(u, \varphi) + a(u, \varphi) = m(u, \partial^\star \varphi).
$$

Remark 3.3 (Abstract transport formulae). Note that from the transport formulae, Lemma 2.1, we have for $\varphi, \psi \in H^1(\mathcal{G}_T)$,

$$
\frac{d}{dt} m(\varphi, \psi) = m(\varphi, \varphi) + m(\psi, \varphi) + g(v; \varphi, \psi)
$$

and

$$
\frac{d}{dt} a(\varphi, \psi) = a(\varphi, \psi) + a(\varphi, \psi) + b(v; \varphi, \psi)
$$

with the bilinear form

$$
b(v; \varphi, \psi) = \int_{\Gamma} B(v) \nabla \varphi \cdot \nabla \psi.
$$

4. Surface finite element method

4.1. Triangulated surface. The smooth evolving surface $\Gamma(t)$ ($\partial \Gamma(t) = \emptyset$) is approximated by an evolving surface

$$
\Gamma_h(t) \subset N(t), \quad (\partial \Gamma_h(t) = \emptyset),
$$

which for each $t$ is of class $C^{0,1}$ and in time is smooth. In particular, for $n = 2$, $\Gamma_h(t)$ is a triangulated (and hence polyhedral) surface consisting of simplices $E(t) \in \mathcal{T}_h(t)$, which form an admissible triangulation. We suppose that the maximum diameter of the simplices in $\mathcal{T}_h(t)$ are bounded uniformly in time by $h$. Note that by (2.2) for every triangle $E(t) \subset \Gamma_h(t)$ there is a unique curved triangle $e(t) = p(E(t), t) = \{p(x, t) | x \in E(t)\} \subset \Gamma(t)$. We assume that $\Gamma_h(t)$ is homeomorphic to $\Gamma(t)$. This implies that there is a bijective correspondence between the triangles on $\Gamma_h$ and the induced curvilinear triangles on $\Gamma$. 
We begin by setting up extensions, $\eta_h^l$ and $\eta^{-l}$, of functions $\eta_h$ and $\eta$ defined, respectively, on $\Gamma_h(t)$ and $\Gamma(t)$. For any continuous function $\eta_h$ on $\Gamma_h(t)$ we define the lift onto $\Gamma(t)$ by

$$
(4.1) \quad\eta_h^l(p, t) = \eta_h(x(p, t), t) \text{ for } p \in \Gamma(t)
$$

where by (2.2) and our assumptions, $x(p, t)$ is uniquely defined by

$$
(4.2) \quad x(p, t) = p + d(x(p, t), t)\nu(p, t).
$$

For any continuous function $\eta$ defined on the surface $\Gamma(t)$ we define a constant extension to $\mathcal{N}(t)$ in the normal direction by

$$
(4.3) \quad \eta^{-l}(x, t) := \eta(p(x, t), t).
$$

By definition (see (2.2), (2.3))

$$
\eta^{-l}(x, t) = \eta(x - d(x, t)\nu(x, t), t), \quad x \in \Gamma_h(t).
$$

For any function $\eta$ we define its (spatial) tangential gradient on $E(t) \subset \Gamma_h(t)$ by

$$
\nabla_{E(t)} \eta = P_h \nabla \eta = \nabla \eta - \nabla \eta \cdot \nu_h \nu_h
$$

where $\nu_h$ is the normal to $E(t)$ oriented in the direction of increasing $d$ and $(P_h)_{ij} := \delta_{ij} - (\nu_h)_i (\nu_h)_j$.

**Remark 4.1.** The chain rule together with the definition of the tangential gradients on smooth and discrete surface and (2.3) gives

$$
\nabla_{\Gamma_h} \eta(x, t) = P_h(x, t) (I - d(x, t)\mathcal{H}(x, t)) P(x, t) \nabla_{\Gamma_h} \eta^l(p(x, t), t), \quad x \in \Gamma_h(t).
$$

### 4.2. Finite element space.

We use piecewise linear finite elements on the evolving surface $\Gamma_h(t)$ and set

$$
\mathcal{G}_T^h = \bigcup_{t \in [0,T]} \Gamma_h(t) \times \{t\}.
$$

**Definition 4.2** (Finite element spaces). For each $t$ we have the finite element spaces

$$
S_h(t) = \{ \phi_h \in C^0(\Gamma_h(t)) \mid \phi_h|_E \text{ linear affine for each } E \in \mathcal{T}_h(t) \},
$$

$$
S_h^l(t) = \{ \varphi_h = \phi_h^l \mid \phi_h \in S_h(t) \}.
$$

Note that $S_h^l(t) \subset H^1(\Gamma(t))$ and that for each $\varphi_h \in S_h^l$ there is a unique $\phi_h \in S_h$ such that $\varphi_h = \phi_h^l$.

### 4.3. Evolving triangulations and the discrete material derivative.

In this paper we consider triangulated surfaces for which the vertices $\{X_j(t)\}_{j=1}^N$ of the triangles sit on $\Gamma(t)$ so that $\Gamma_h(t)$ is an interpolation. Furthermore, we advect the nodes in the tangential direction with the advective velocity $v_\tau$ as well as keeping them on the surface using the normal velocity $v_\nu$ so that

$$
(4.4) \quad \dot{X}_j(t) := \frac{dX_j}{dt}(t) = v(X_j(t), t) \quad (j = 1, \ldots, N).
$$

Note that it follows from the above definition and Remark 2.2 that $X_j(t) \in \Gamma(t)$ provided $X_j(0) \in \Gamma(0)$. We denote by $\{\chi_j, j = 1, 2, \ldots, N\}$ the piecewise linear basis functions from $S_h(t)$ such that $\chi_j(X_i(t), t) = \delta_{ij}$.
Definition 4.3. We define a material velocity for \( x = X(t) \) on the surface \( \Gamma_h(t) \) by

\[
\dot{X}(t) = V_h(X(t), t), \quad V_h(x, t) := \sum_{j=1}^{N} \dot{X}_j(t) \chi_j(x, t) \quad \text{for} \ x \in S_h(t),
\]

and the associated material velocity on \( \Gamma(t) \) by

\[
\dot{Y}(t) = v_h(Y(t), t) = \frac{\partial p}{\partial t}(X(t), t) + V_h(X(t), t) \cdot \nabla p(X(t), t)
\]

so that for \( x \in \Gamma_h(t) \),

\[
v_h(p(x, t), t) = (P - d\mathcal{H})(x, t)V_h(x, t) - d_t(x, t)\nu(x, t) - d(x, t)\nu_t(x, t),
\]

where \( Y(t) = p(X(t), t) \) is defined by (2.2).

Remark 4.4. Observe that:

(i) The edges of \( e(t) \) are the projections onto \( \Gamma(t) \) of the edges of \( E(t) \subset \Gamma_h(t) \) and thus evolve with the material velocity \( v_h(\cdot, t) \).

(ii) The discrete material velocity \( v_h \) is not the interpolation of \( v \) in \( S_h^1(t) \) which is given by

\[
I_h v(p(x, t), t) = \sum_{j=1}^{N} \dot{X}_j(t) \chi_j(p(x, t), t) = \sum_{j=1}^{N} \dot{X}_j(t) \chi_j(x, t) = V_h(x, t)
\]

for \( x \in \Gamma_h(t) \).

Definition 4.5. Given the discrete velocity field \( V_h \in (S_h)^{n+1} \) and the associated velocity field \( v_h \) on \( \Gamma(t) \), (4.7), we define the discrete material derivatives on \( \Gamma_h(t) \) and \( \Gamma(t) \) element by element through the equations

\[
\partial_h^\bullet \phi_h|_{E(t)} := (\phi_{ht} + V_h \cdot \nabla \phi_h)|_{E(t)},
\]

\[
\partial_h \phi_h|_{e(t)} := (\phi_{ht} + v_h \cdot \nabla \phi_h)|_{e(t)}.
\]

The material derivative and lifting process do commute in a suitable sense. This means that the material derivatives \( \partial_h^\bullet \) for functions from \( S_h \) and from \( S_h^1 \) survive the lifting process.

Lemma 4.1 (Transport property of the basis functions). The basis functions satisfy the transport property that

\[
\partial_h^\bullet \chi_j = 0, \quad \partial_h^\bullet \chi_j^l = 0
\]

from which it follows that for \( \phi_h \in S_h(t) \), \( \Phi_j(t) := \phi_h(X_j(t), t) \),

\[
\partial_h \phi_h = \sum_{j=1}^{N} \Phi_j(t) \chi_j \in S_h(t)
\]

and for \( \varphi_h = \phi_h^l \in S_h^1 \),

\[
\partial_h \varphi_h = (\partial_h \varphi_h)^l = \sum_{j=1}^{N} \Phi_j(t) \chi_j^l \in S_h^1(t).
\]
Proof. It was shown in [9] that \( \partial^\star_h \chi_j = 0 \). Using \( \chi_j(x,t) = \chi^l_j(p(x,t),t) \) and (2.2) we find that

\[
0 = \partial^\star_h \chi_j = (\chi_{jt} + V_h \cdot \nabla \chi_j) = (\chi^l_{jt} + (p_t + V_h \cdot \nabla)\chi^l_j)(p,\cdot) = \partial^\star_h \chi^l_j(p,\cdot).
\]

The remaining equations follow immediately from

\[
\partial^\star_h \phi_h = \partial^\star_h \sum_{j=1}^N \Phi_j(t) \chi_j(x,t), \quad \partial^\star_h \varphi_h = \partial^\star_h \sum_{j=1}^N \Phi_j(t) \chi^l_j(p(x,t),t)
\]

and for \( x \in \Gamma_h(t) \),

\[
(\partial^\star_h \phi_h)^l(p(x,t),t) = \sum_{j=1}^N \Phi_j(t) \chi^l_j(p(x,t),t) = \partial^\star_h \varphi_h(p(x,t),t),
\]

because by (4.10), \( \partial^\star_h \chi^l_j \equiv 0 \). \( \square \)

4.4. Discrete bilinear forms. As discrete analogues of the bilinear forms (3.5), (3.6) and (3.7) we define

\[
a_h(\phi_h,W_h) = \int_{\Gamma_h} A^{-1}\nabla_{\Gamma_h} \phi_h \cdot \nabla_{\Gamma_h} W_h,
\]

\[
m_h(\phi_h,W_h) = \int_{\Gamma_h} \phi_h W_h,
\]

\[
g_h(V_h;\phi_h,W_h) = \int_{\Gamma_h} \phi_h W_h \nabla_{\Gamma_h} \cdot V_h
\]

for \( \phi_h,W_h \in S_h \). Here, the discrete tangential gradients have to be understood in a piecewise sense. Note also that on the discrete surface it is necessary to evaluate an approximation of the diffusion tensor. We choose the natural extension defined by the lift from the surface \( \Gamma(t) \) to a neighbourhood as defined in (4.3).

4.5. Transport theorems on triangulated surfaces.

Lemma 4.2 (Transport theorems on triangulated surfaces). Let \( \Gamma_h(t) \) be an evolving admissible triangulation with material velocity \( V_h \). Then

\[
\frac{d}{dt} \int_{\Gamma_h(t)} f = \int_{\Gamma_h(t)} \partial^\star_h f + f \nabla_{\Gamma_h} \cdot V_h.
\]

For \( \phi \in S_h(t), W_h \in S_h(t) \),

\[
\frac{d}{dt} m_h(\phi,W_h) = m_h(\partial^\star_h \phi, W_h) + m_h(\phi, \partial^\star_h W_h) + g_h(V_h;\phi,W_h),
\]

\[
\frac{d}{dt} a_h(\phi,W_h) = a_h(\partial^\star_h \phi, W_h) + a_h(\phi, \partial^\star_h W_h) + b_h(V_h;\phi,W_h),
\]

with the bilinear form

\[
b_h(V_h;\phi,W_h) = \sum_{E(t) \in T_h(t)} \int_{E(t)} B_h(V_h) \nabla_{\Gamma_h} \phi \cdot \nabla_{\Gamma_h} W_h
\]

where

\[
B_h(V_h) = \partial^\star_h A^{-l} + \nabla_{\Gamma_h} \cdot V_h A^{-l} - 2D_h(V_h),
\]

\[
D_h(V_h)_{ij} = \frac{1}{2} \sum_{k=1}^{n+1} \left( A^{i\ell}_{ik} (\nabla_{\Gamma})_k V_{hj} + A^{j\ell}_{jk} (\nabla_{\Gamma})_k V_{hi} \right), \quad i,j = 1, \ldots, n+1.
\]
Let $\Gamma(t)$ be an evolving surface decomposed into curved elements $e(t)$ whose edges move with velocity $v_h$. Then

\begin{equation}
\frac{d}{dt} \int_{\Gamma(t)} f = \int_{\Gamma(t)} \partial_h^* f + f \nabla_{\Gamma_h} \cdot v_h.
\end{equation}

For $\varphi, w, \partial^*_h \varphi, \partial^*_h w \in H^1(\Gamma(t))$,

\begin{equation}
\frac{d}{dt} m(\varphi, w) = m(\partial^*_h \varphi, w) + m(\varphi, \partial^*_h w) + g(v_h; \varphi, w),
\end{equation}

\begin{equation}
\frac{d}{dt} a(\varphi, w) = a(\partial^*_h \varphi, w) + a(\varphi, \partial^*_h w) + b(v_h; \varphi, w).
\end{equation}

Proof. In order to prove (4.16) we write

\[ \frac{d}{dt} \int_{\Gamma(t)} f = \sum_{E(t) \subset \Gamma(t)} \int_{E(t)} f \]

and apply the Leibniz formula (2.14) to each element $E(t)$. Using (2.16) the proof of (4.18) follows in the same way. Decomposing $\Gamma(t)$ into the union of the curved elements $e(t)$ and applying (2.14), (2.16) to each element $e(t)$ we obtain (4.20) and (4.21), (4.22).

\[ \square \]

Remark 4.6. Note that since $V_h$ is obtained by interpolation that, in general, on each element it will have non-zero normal and tangential components even if $v_\tau$ is zero. Thus we need the particular forms of the Leibniz formulae (2.14) and (2.16) involving the discrete material derivative.

4.6. Finite element method and convergence theorem.

Definition 4.7 (Evolving Surface Finite Element Method). Given $U_{h0} \in S_h(0)$ find $U_h \in S_{T_h} = \{ \phi_h \text{ and } \partial^*_h \phi_h \in C^0(G_{T_h}) | \phi_h(\cdot, t) \in S_h(t), t \in [0, T] \}$ such that for all $\phi_h \in S_{T_h}$ and $t \in (0, T]$,

\begin{equation}
\frac{d}{dt} m_h(U_h, \phi_h) + a_h(U_h, \phi_h) = m_h(U_h, \partial^*_h \phi_h), \quad U_h(\cdot, 0) = U_{h0}.
\end{equation}

Using the transport property Lemma 4.1 it follows that this definition is equivalent to:

\begin{equation}
\frac{d}{dt} m_h(U_h, \chi_j) + a_h(U_h, \chi_j) = 0 \quad U_h(\cdot, 0) = U_{h0},
\end{equation}

for all $j = 1, \ldots, N$.

Remark 4.8 (Matrix version of the finite element method). Setting $M(t)$ to be the evolving mass matrix

\[ M(t)_{jk} = \int_{\Gamma(t)} \chi_j \chi_k, \]

$S(t)$ to be the evolving stiffness matrix

\[ S(t)_{jk} = \int_{\Gamma(t)} A^{-1} \nabla_{\Gamma_h} \chi_j \nabla_{\Gamma_h} \chi_k, \]

and $U_h = \sum_{j=1}^N \alpha_j \chi_j$, $\alpha = (\alpha_1, \ldots, \alpha_N)$, we arrive at the following simple version of the finite element approximation

\begin{equation}
\frac{d}{dt} (M(t)\alpha) + S(t)\alpha = 0,
\end{equation}
which does not explicitly involve the velocity of the surface.

Since the mass matrix $M(t)$ is uniformly positive definite for $t \in [0, T]$ and the stiffness matrix $S(t)$ is positive semi-definite, we get existence and uniqueness of the semi-discrete finite element solution.

**Remark 4.9.** Observe that our method and analysis includes the case of advection diffusion on a stationary surface in which $v_\nu = 0$ and the vertices are moved with the tangential velocity $v_\tau$.

The estimates of the following lemma are proved in [9].

**Lemma 4.3.** There exists a unique finite element solution of (4.23). The solution satisfies the a priori bounds

$$\sup_{(0,T)} \| U_h \|^2_{L^2(\Gamma_h)} + \int_0^T \| \nabla_{\Gamma_h} U_h \|^2_{L^2(\Gamma_h)} \leq c \| U_{h0} \|^2_{L^2(\Gamma_h(0))},$$

$$\int_0^T \| \partial^* U_h \|^2_{L^2(\Gamma_h)} + \sup_{(0,T)} \| \nabla_{\Gamma_h} U_h \|^2_{L^2(\Gamma_h)} \leq c \| U_{h0} \|^2_{L^2(\Gamma_h(0))}.$$ 

**Theorem 4.4 (Convergence).** Let $u$ be a sufficiently smooth solution of (3.4) satisfying

$$\int_0^T \| u \|^2_{H^2(\Gamma)} + \| \partial^* u \|^2_{H^2(\Gamma)} dt < \infty$$

and let $u_h(t) = U_h^1(\cdot, t), t \in [0, T]$ be the spatially discrete solution from Lemma 4.3 with initial data $u_{h0} = U_{h0}^1$ satisfying

$$\| u(\cdot, 0) - u_{h0} \|_{L^2(\Gamma(0))} \leq ch^2.$$ 

Then the error estimate

$$\sup_{t \in (0,T)} \| u(\cdot, t) - u_h(\cdot, t) \|_{L^2(\Gamma(t))} \leq ch^2$$

holds for a constant $c$ independent of $h$ but depending on the norms (4.26).

**Remark 4.10.** Under suitable assumptions on $G_T, A, v$ and $u_0$ it can be shown that (4.26) holds; see [9].

5. Approximation estimates

5.1. **Approximation of the surface.** Let $P_h = P_h(x, t)$ be the projection $P_h, ij = \delta_{ij} - \nu_{h,i} \nu_{h,j}$. In order to relate integrals on $\Gamma_h(t)$ to integrals on $\Gamma(t)$, we use the quotient, $\delta_h$, between the smooth and discrete surface measures $dA$ and $dA_h$, defined by $\delta_h dA_h = dA$. The proof of the following lemma can be found from Lemma 5.1 in [9].

**Lemma 5.1.** Assume $\Gamma(t)$ and $\Gamma_h(t)$ are as above. Then

$$\sup_{(0,T)} \| d \|^2_{L^\infty(\Gamma_h)} \leq ch^2,$$

$$\sup_{(0,T)} \| 1 - \delta_h \|^2_{L^\infty(\Gamma_h)} \leq ch^2,$$

$$\sup_{(0,T)} \| P - PP_h P \|^2_{L^\infty(\Gamma_h)} \leq ch^2.$$
Some calculations then lead to the following lemma about the comparison of Sobolev norms on discrete and continuous surfaces, [8].

**Lemma 5.2.** For \( t \in [0, T] \) let \( \eta_h : \Gamma_h(t) \to \mathbb{R} \) with lift \( \eta^I_h : \Gamma(t) \to \mathbb{R} \). Then for the corresponding plane simplex, \( E \subset \Gamma_h(t) \), and curvilinear simplex, \( e = p(E, t) \subset \Gamma(t) \), the following estimates hold if the norms exist. There is a constant \( c > 0 \) independent of \( h \) and \( t \) such that

\[
\frac{1}{c} \| \eta_h \|_{L^2(E)} \leq \| \eta^I_h \|_{L^2(e)} \leq c \| \eta_h \|_{L^2(E)},
\]

\[
\frac{1}{c} \| \nabla \eta_h \|_{L^2(E)} \leq \| \nabla \eta^I_h \|_{L^2(e)} \leq c \| \nabla \eta_h \|_{L^2(E)},
\]

\[
\| \nabla \eta^I_h \|_{L^2(E)} \leq c \| \nabla^2 \eta_h \|_{L^2(e)} + ch \| \nabla \_I_h \|_{L^2(e)}.
\]

5.2. **Finite element interpolation estimates.** An interpolant is constructed in the obvious way. For \( \eta \in C^0(\Gamma(t)) \) the pointwise linear interpolation \( \hat{I}_h \eta \in S_h \) is well defined. The vertices of \( \Gamma_h(t) \) lie on the smooth surface \( \Gamma(t) \) and so the nodal values of \( \eta \) are well defined for this interpolation, since \( n \leq 3 \). We then lift \( \hat{I}_h \eta \) onto \( \Gamma(t) \) by the process \(
I_h \eta = (\hat{I}_h \eta)^I
\) for which the following approximation lemma holds, [8].

**Lemma 5.3 (Interpolation).** For given \( \eta \in H^2(\Gamma(t)) \) there exists a unique \( I_h \eta \in S_h \) such that

\[
\| \eta - I_h \eta \|_{L^2(\Gamma(t))} + h \| \nabla \Gamma(\eta - I_h \eta) \|_{L^2(\Gamma(t))} \leq ch^2 \left( \| \nabla^2 \eta \|_{L^2(\Gamma(t))} + h \| \nabla \Gamma \eta \|_{L^2(\Gamma(t))} \right).
\]

5.3. **Material derivative and geometric perturbation errors.**

**Lemma 5.4.** Assume \( \Gamma(t) \) and \( \Gamma_h(t) \) are as above. Then

\[
\sup_{(0,T)} \| \partial_t^I \delta \|_{L^\infty(\Gamma_h)} \leq ch^2,
\]

\[
\sup_{(0,T)} \| \partial_t^I (\nu \cdot P_h \nu) \|_{L^\infty(\Gamma_h)} \leq ch,
\]

\[
\sup_{(0,T)} \| \partial_t^I \delta_h \|_{L^\infty(\Gamma_h)} \leq ch^2.
\]

**Proof.** It is sufficient to consider a single element \( E(t) \subset \Gamma_h(t) \). In order to facilitate calculations we consider an orthogonal transformation \( C(t) : \mathbb{R}^{n+1} \to \mathbb{R}^{n+1} \) such that \( E(t) = C(t) \hat{E}(t) \) where \( \hat{E} \subset \mathbb{R}^n \times \{ y_0(t) \} \). Using the equation

\[
x = p(x, t) + d(x, t) \nu(x, t)
\]

for \( x \in \mathcal{N}(t) \), we set \( \hat{p}(y, t) := C^*(t)p(C(t)y, t) \) and observe that for \( \hat{e}(t) := \hat{p}(\hat{E}, t) \) we have \( C(t)\hat{e}(t) = e(t) \). We set \( d(y, t) := d(C(t)y, t) \) and observe that \( \nu(y, t) := \nabla \hat{d}(y, t) = C^*(t) \nu(C(t)y, t) \). Observing that for \( z \in e(t) \), \( \hat{z} \in \hat{e}(t) \) and \( x = C(t)y \in \mathcal{N}(t) \) we have \( |y - \hat{z}| = |x - z| \) so that in our new coordinate system we have the relation

\[
y = \hat{p}(y, t) + \hat{d}(y, t) \nu(y, t)
\]

where \( \hat{p}(y, t) \in \hat{e} \) and \( \hat{d}(y, t) \) is the distance function to \( \hat{e}(t) \) and \( \nu(y, t) \) is normal to \( \hat{e}(t) \). Denoting by \( \tilde{v} \) the velocity field in the transformed coordinates we observe that

\[
\tilde{v}_3(Y_k, t) = \frac{dy_0}{dt}(t)
\]
where \( \{Y_k(t)\}_{k=1}^{n+1} \) are the vertices of the simplex \( \bar{E}(t) \).

Let us treat the case \( n = 2 \) in the following. We use the original variables \( x \) etc. in order to make the presentation simpler. First we observe that (5.7) holds. This comes from the fact that \( \partial_h^*d = 0 \) in the vertices of the triangle \( E \). Then the interpolant \( I\partial_h^*d \) vanishes identically and the common interpolation on \( E \) gives the estimate
\[
\|\partial_h^*d\|_{L^\infty(E)} = \|\partial_h^*d - I\partial_h^*d\|_{L^\infty(E)} \leq \delta h^2 \|\partial_h^*d\|_{H^2(L^\infty(E))} \leq ch^2.
\]

With a similar argument we get the estimates
\[
\|\partial_h^*\nu_j\|_{L^\infty(E)} \leq ch \ (j = 1, 2).
\]

Thus we have proved the estimates (5.7) and (5.8).

We prove (5.9) for \( n = 2 \) by estimating
\[
\partial_h^*|p_{x_1}^\perp \wedge p_{x_2}^\perp| = \nu \cdot (\partial_h^*p_{x_1}^\perp \wedge p_{x_2}^\perp + p_{x_1} \wedge \partial_h^*p_{x_2}^\perp).
\]

From (5.11) respectively (5.10) we deduce
\[
p_{x_j} = e_j - \nu_j \nu - d\nu_{x_j} \ (j = 1, 2)
\]

with the \( j \)th standard basis vector \( e_j \in \mathbb{R}^3 \). Then
\[
\partial_h^*p_{x_j} = -\nu\partial_h^*\nu_j - \nu_j\partial_h^*\nu - \nu_2\partial_h^*\nu_{x_j} = -\nu\partial_h^*\nu_j - \nu_j\partial_h^*\nu + O(h^2),
\]
because \( |\partial_h^*d| + |d| = O(h^2) \) by (5.7). With this we calculate the material derivative of the surface element:
\[
\partial_h^*|p_{x_1}^\perp \wedge p_{x_2}^\perp| = \nu \cdot (\partial_h^*p_{x_1}^\perp \wedge p_{x_2}^\perp + p_{x_1} \wedge \partial_h^*p_{x_2}^\perp)
\]
\[
= \nu \cdot (-\nu\partial_h^*\nu_1 - \nu_1\partial_h^*\nu + O(h^2)) \wedge (e_2 - \nu_2\nu + O(h^2))
\]
\[
+ (e_1 - \nu_1\nu + O(h^2)) \wedge (-\nu\partial_h^*\nu_2 - \nu_2\partial_h^*\nu + O(h^2))
\]
\[
= \nu \cdot (-\nu\partial_h^*\nu \wedge e_2 - \nu_1\nu \wedge \partial_h^*\nu + O(h^2))
\]
\[
= -\nu\partial_h^*\nu \wedge (e_2 \wedge \partial_h^*\nu) + O(h^2)
\]
\[
= \nu \cdot \partial_h^*\nu \wedge (\nu_2 e_1 - \nu_1 e_1) + O(h^2)
\]
\[
= - (\nu_1 \partial_h^*\nu_1 + \nu_2 \partial_h^*\nu_2) \nu_3 + O(h^2).
\]

Since from (5.12) we know that \( |\nu_j| + |\partial_h^*\nu_j| = O(h) \) for \( j = 1, 2 \), the estimate (5.9) follows. Note that from the last step we also get that \( \partial_h^*\nu_3 = O(h^2) \). \( \square \)

We begin with the bounding of the geometric perturbation errors in the bilinear forms.

**Lemma 5.5.** For any \( (W_h, \phi_h) \in S_h \times S_h \) with corresponding lifts \( (w_h, \varphi_h) \in S_h^l \times S_h^l \) the following bounds hold:
\[
\begin{align*}
(5.13) \quad |m(w_h, \varphi_h) - m_h(W_h, \phi_h)| & \leq ch^2 ||w_h||_{L^2(\Gamma(t))} ||\varphi_h||_{L^2(\Gamma(t))}, \\
(5.14) \quad |a(w_h, \varphi_h) - a_h(W_h, \phi_h)| & \leq ch^2 ||\nabla w_h||_{L^2(\Gamma(t))} ||\nabla \varphi_h||_{L^2(\Gamma(t))}, \\
(5.15) \quad |g(v_h; w_h, \varphi_h) - g_h(V_h; W_h, \phi_h)| & \leq ch^2 ||w_h||_{H^1(\Gamma(t))} ||\varphi_h||_{H^1(\Gamma(t))}.
\end{align*}
\]

**Proof.** The bound (5.13) follows by noting
\[
|m(w_h, \varphi_h) - m_h(W_h, \phi_h)|
\]
\[
= |\int_{\Gamma(t)} (1 - \frac{1}{\delta_h^l}) w_h \varphi_h| \leq ||1 - \frac{1}{\delta_h^l}||_{L^\infty(\Gamma_h)} ||w_h||_{L^2(\Gamma)} ||\varphi_h||_{L^2(\Gamma)}
\]

and using Lemma 5.4.
In order to prove (5.14) it is convenient to introduce the notation
\[ Q_h = \frac{1}{\delta_h} (A^{-1})^{-1}(I - d\mathcal{H})PP_hA^{-1}P^h(I - d\mathcal{H}) \]
on \Gamma_h(t) and its lifted version, \( Q'_h \) on \( t \). Using Remark 4.1 we may write on 
\[ A^{-1}\nabla_{\Gamma_h} W_h \cdot \nabla_{\Gamma_h} \phi_h = A^{-1}P_h (P - d\mathcal{H})P\nabla_{\Gamma} w_h(p, \cdot) \cdot P_h (P - d\mathcal{H}) P\nabla_{\Gamma} \varphi_h(p, \cdot) = \delta_h A^{-1}Q_h \nabla_{\Gamma} w_h(p, \cdot) \cdot \nabla_{\Gamma} \varphi_h(p, \cdot). \]
We use the geometry estimates from Lemma 5.1 and the fact that \( AP = PA = A \) and get the estimate
\[ |A^{-1} - \delta_h A^{-1}Q_h| \leq |PA^{-1}P - PP_hPAP^{-1}PP_hP| + ch^2 \leq ch^2. \]
Hence the bound (5.14) follows from
\[ a(w_h, \varphi_h) - a_h(W_h, \phi_h) = \int_{\Gamma(t)} A\nabla_{\Gamma} w_h \nabla_{\Gamma} \varphi_h - \int_{\Gamma_h(t)} \delta_h A^{-1}Q_h \nabla_{\Gamma} w_h(p, \cdot) \nabla_{\Gamma} \varphi_h(p, \cdot). \]
For the bound (5.15) we use Lemma 5.4. The transport formula gives for related simplices \( e \subset \Gamma \) and \( E \subset \Gamma_h, \)
\[ \nabla_{\Gamma} \cdot v_h = \frac{d}{dt}|e|, \quad \nabla_{\Gamma_h} \cdot V_h = \frac{d}{dt}|E|. \]
Since \( |e| = \int_E \delta_h \) we get
\[ \frac{d}{dt}|e| = \int_E \partial^*_h \delta_h + \int_E \delta_h \nabla_{\Gamma_h} \cdot V_h = \int_E \partial^*_h \delta_h + \int_E (\delta_h - 1) \nabla_{\Gamma_h} \cdot V_h + \frac{d}{dt}|E|, \]
so that by Lemma 5.4 and (5.16)
\[ \int_e \nabla_{\Gamma} \cdot v_h - \int_E \nabla_{\Gamma_h} \cdot V_h \leq \| \partial^*_h \delta_h \|_{L^\infty(E)} |E| + \| \delta_h - 1 \|_{L^\infty(E)} |E| \leq ch^2 |E|. \]
We use this estimate for the proof of (5.15) as follows:
\[ \int_e w_h \varphi_h \nabla_{\Gamma} \cdot v_h - \int_E W_h \phi_h \nabla_{\Gamma_h} \cdot V_h = \int_e w_h \varphi_h \nabla_{\Gamma} \cdot v_h - \int_E W_h \phi_h \frac{1}{|E|} \int_E \nabla_{\Gamma_h} \cdot V_h \]
\[ \leq \int_e w_h \varphi_h \nabla_{\Gamma} \cdot v_h - \int_e \left( w_h \varphi_h \frac{1}{\delta_h |E|} \int_e \nabla_{\Gamma} \cdot v_h \right) + ch^2 \int_e |w_h| |\varphi_h|. \]
Since we know from Lemma 5.1 that \( ||e| - |E|| \leq ch^2 \) we can continue the estimate by
\[ \leq \int_e w_h \varphi_h \left( \nabla_{\Gamma} \cdot v_h - \frac{1}{|e|} \int_e \nabla_{\Gamma} \cdot v_h \right) + ch^2 \left( \frac{1}{|e|} \int_e |\nabla_{\Gamma} \cdot v_h| + 1 \right) \int_e |w_h| |\varphi_h| \]
\[ \leq \int_e \left( w_h \varphi_h - \frac{1}{|e|} \int_e w_h \varphi_h \right) \left( \nabla_{\Gamma} \cdot v_h - \frac{1}{|e|} \int_e \nabla_{\Gamma} \cdot v_h \right) + ch^2 \int_e |w_h| |\varphi_h|. \]
We use Poincaré’s inequality for functions with mean value zero on $e$, which is easily proved by transformation to $E$, and get

$$
\int_e w_h \varphi_h \nabla \Gamma \cdot v_h - \int_E W_h \varphi_h \nabla \Gamma_h \cdot V_h
\leq ch^2 \| \nabla \Gamma (w_h \varphi_h) \|_{L^2(e)} \| \nabla \Gamma \cdot v_h \|_{L^2(e)} + ch^2 \| w_h \|_{L^2(e)} \| \varphi_h \|_{L^2(e)}.
$$

The second derivatives of $v_h$ on $e$ are easily estimated by a constant, when one uses the definition (4.7) together with the smoothness of the surface $\Gamma$, the smoothness of $v$ and the fact that

$$
| (\nabla \Gamma)_i (\nabla \Gamma)_j I_h v | \leq c | \nabla \Gamma I_h v |
$$

since $I_h v$ is the lift of a linear affine function on $E$. Summing up over the elements $e$ this finally proves the estimate (5.15) for the bilinear forms $g$ and $g_h$. \hfill \Box

For later use we estimate the difference between continuous and discrete material derivative.

**Lemma 5.6.** For the difference between the continuous velocity $v$ (2.10), and the discrete velocity on the smooth surface, $v_h$, (4.7), we have the estimates

$$
| v - v_h | + h | \nabla \Gamma (v - v_h) | \leq ch^2 \quad \text{on } \Gamma.
$$

**Proof.** For $x \in \Gamma_h$ we have from (4.7) that with $p = p(x, t) \in \Gamma(t)$,

$$
v(p, \cdot) - v_h(p, \cdot) = v(p, \cdot) - P(I - dH)V_h + d_v \nu + d_v t
$$

(5.19)

Here we have used Remark 4.4(ii), (2.13), (2.14) and $v_\nu = -d_t \nu$. This immediately gives

$$
| v - v_h | \leq ch^2
$$
on $\Gamma(t)$ with a constant which depends on a bound for the second derivatives of $v$.

For the $i$th component of the tangential gradient we have

$$(\nabla \Gamma)_i (v - v_h) = (\nabla \Gamma)_i P (v - I_h v) + P (\nabla \Gamma)_i (v - I_h v) + d (\nabla \Gamma)_i (dH I_h v + \nu_t),$$

where we have used that $\nabla \Gamma d = 0$. So,

$$
| \nabla \Gamma (v - v_h) | \leq c | v - I_h v | + c | \nabla \Gamma (v - I_h v) | + ch^2 \leq ch
$$

and the lemma is proved. \hfill \Box

The previous lemma allows us to estimate the difference between continuous and discrete material derivative.

**Corollary 5.7.**

$$
\| \partial^* z - \partial_h^* z \|_{L^2(\Gamma)} \leq ch^2 \| z \|_{H^1(\Gamma)} \quad z \in H^1(\Gamma),
$$

(5.21)

$$
\| \nabla \Gamma (\partial^* z - \partial_h^* z) \|_{L^2(\Gamma)} \leq ch \| z \|_{H^2(\Gamma)} \quad z \in H^2(\Gamma).
$$

**Proof.** The definitions of the material derivatives together with the fact that $v - v_h$ is a tangent vector (see (5.19)) give

$$
\partial^* z - \partial_h^* z = (v - v_h) \cdot \nabla z = (v - v_h) \cdot \nabla \Gamma z.
$$
We use Lemma 5.6 for the estimate (5.20) of the $L^2(\Gamma)$-norm of this quantity. We then may apply the tangential gradient to the previous equation and again use Lemma 5.6 to obtain a bound for the gradient
\[ \|\nabla (\partial^* z - \partial^*_h z)\|_{L^2(\Gamma)} \leq c h \|z\|_{H^1(\Gamma)} + c h^2 \|z\|_{H^2(\Gamma)}. \]

**Lemma 5.8.** Assume that $W_h(\cdot, t), \phi_h(\cdot, t) \in S_h(t)$ and $w_h = W^I_h, \varphi_h = \phi^I_h \in S^I_h$. Then

\[ (5.22) \quad |m(\partial^*_h w_h, \varphi_h) - m_h(\partial^*_h W_h, \phi_h)| \leq c h^2 \|\partial^*_h w_h\|_{L^2(\Gamma)} \|\varphi_h\|_{L^2(\Gamma)}. \]

**Proof.** From Lemma 4.1 we know that $\partial^*_h w_h = (\partial^*_h W_h)^I$ and consequently we have
\[ m(\partial^*_h w_h, \varphi_h) - m_h(\partial^*_h W_h, \phi_h) = m((\partial^*_h W_h)^I, \varphi_h) - m_h(\partial^*_h W_h, \phi_h) \leq c h^2 \|\partial^*_h w_h\|_{L^2(\Gamma)} \|\varphi_h\|_{L^2(\Gamma)}. \]
Here we use (5.13) from the Lemma 5.5.

6. Ritz projection and error analysis

It is convenient in the error analysis to use the Ritz projection $R_h : H^1(\Gamma) \to S^I_h$ defined by

**Definition 6.1.** For given $z \in H^1(\Gamma)$, $\int_{\Gamma} z = 0$, there is a unique $R_hz \in S^I_h$ such that
\[ a(R_hz, \varphi_h) = a(z, \varphi_h) \quad \forall \varphi_h \in S^I_h \]
and $\int_{\Gamma} R_hz = 0$.

### 6.1. Error in the Ritz projection.

**Theorem 6.1.** The error in the Ritz projection satisfies the bounds
\[ (6.2) \quad \|z - R_hz\|_{L^2(\Gamma)} + h \|\nabla_{\Gamma}(z - R_hz)\|_{L^2(\Gamma)} \leq c h^2 \|z\|_{H^2(\Gamma)}. \]

**Proof.** For this we use the interpolation estimates (5.3).
\[ c_0 \|\nabla_{\Gamma}(z - R_hz)\|^2_{L^2(\Gamma)} \leq c \|\nabla_{\Gamma}(z - R_hz)\|_{L^2(\Gamma)} \|\nabla_{\Gamma}(z - I_hz)\|_{L^2(\Gamma)} \leq c h \|\nabla_{\Gamma}(z - R_hz)\|_{L^2(\Gamma)} \|z\|_{H^2(\Gamma)}. \]

This implies
\[ \|\nabla_{\Gamma}(z - R_hz)\|_{L^2(\Gamma)} \leq c h \|z\|_{H^2(\Gamma)}. \]

The $L^2(\Gamma)$ estimate comes with the Aubin-Nitsche duality argument. Solve the problem $w \in H^2(\Gamma)$ with $\int_{\Gamma} w = 0,$
\[ -\nabla_{\Gamma} \cdot (A \nabla w) = z - R_hz. \]
Then $\|w\|_{H^2(\Gamma)} \leq c \|z - R_hz\|_{L^2(\Gamma)}$ and we get
\[ \|z - R_hz\|^2_{L^2(\Gamma)} = a(w, z - R_hz) = a(w - I_hz, z - R_hz) \leq c \|\nabla_{\Gamma}(w - I_hz)\|_{L^2(\Gamma)} \|\nabla_{\Gamma}(z - R_hz)\|_{L^2(\Gamma)} \leq c h^2 \|w\|_{H^2(\Gamma)} \|z\|_{H^2(\Gamma)} \leq c h^2 \|z - R_hz\|_{L^2(\Gamma)} \|z\|_{H^2(\Gamma)}. \]

Thus
\[ \|z - R_hz\|_{L^2(\Gamma)} \leq c h^2 \|z\|_{H^2(\Gamma)}, \]
and the theorem is proved.
6.2. Error in the material derivative of the Ritz projection. The estimate of the error for the material derivative of the Ritz projection requires more work, because the surface $\Gamma$ depends on time. Taking the time derivative of (6.1) with (6.2) and using the definition of the Ritz projection (6.1) we have that

\[ a(\partial_h^* z - \partial_h^* R_h z, \varphi_h) = -b(v_h; z - R_h z, \varphi_h) \forall \varphi_h \in S^l_h. \]

From the above equation we see that, in general, $\partial_h^* R_h z \neq R_h \partial_h^* z$. It follows that we need to prove the following bounds for the time derivative.

**Theorem 6.2.** The time derivative of the Ritz projection satisfies the bounds

\[ \| \partial_h^* z - \partial_h^* R_h z \|_{L^2(\Gamma)} + h \| \nabla_\Gamma (\partial_h^* z - \partial_h^* R_h z) \|_{L^2(\Gamma)} \leq c h^2 \left( \| z \|_{H^2(\Gamma)} + \| \partial_h^* z \|_{H^2(\Gamma)} \right). \]

**Proof.** We estimate the term on the right-hand side of (6.3) using (6.1) to obtain

\[ a(\partial_h^* z - \partial_h^* R_h z, \varphi_h) \leq c h \| z \|_{H^2(\Gamma)} \| \nabla_\Gamma \varphi_h \|_{L^2(\Gamma)} \]

for all $\varphi_h \in S^l_h$. Thus we obtain

\[ c_0 \| \nabla_\Gamma (\partial_h^* z - \partial_h^* R_h z) \|_{L^2(\Gamma)} \leq a(\partial_h^* z - \partial_h^* R_h z, \partial_h^* z - \partial_h^* R_h z) \]

\[ = a(\partial_h^* z - \partial_h^* R_h z, \partial_h^* z - \partial_h^* z) + a(\partial_h^* z - \partial_h^* R_h z, \partial_h^* z - I_h \partial_h^* z) \]

\[ + a(\partial_h^* z - \partial_h^* R_h z, I_h \partial_h^* z - \partial_h^* R_h z) \]

\[ \leq c \| \nabla_\Gamma (\partial_h^* z - \partial_h^* R_h z) \|_{L^2(\Gamma)} \left( \| \nabla_\Gamma (\partial_h^* z - \partial_h^* z) \|_{L^2(\Gamma)} + \| \nabla_\Gamma (\partial_h^* z - I_h \partial_h^* z) \|_{L^2(\Gamma)} \right) \]

\[ + c h \| z \|_{H^2(\Gamma)} \| \nabla_\Gamma (I_h \partial_h^* z - \partial_h^* R_h z) \|_{L^2(\Gamma)} \]

using (6.5) on the last term. By Corollary 5.7 we have that

\[ \| \nabla_\Gamma (\partial_h^* z - \partial_h^* R_h z) \|_{L^2(\Gamma)} \leq c h \| z \|_{H^2(\Gamma)}, \]

from Lemma 5.3 we get

\[ \| \nabla_\Gamma (\partial_h^* z - I_h \partial_h^* z) \|_{L^2(\Gamma)} \leq c h \| \partial_h^* z \|_{H^2(\Gamma)}, \]

and with similar arguments,

\[ \| \nabla_\Gamma (I_h \partial_h^* z - \partial_h^* R_h z) \|_{L^2(\Gamma)} \]

\[ \leq c h \| \partial_h^* z \|_{H^2(\Gamma)} + c h \| z \|_{H^2(\Gamma)} + \| \nabla_\Gamma (\partial_h^* z - \partial_h^* R_h z) \|_{L^2(\Gamma)}. \]

We use the estimates (5.7), (6.8) and (6.9) in (6.6) and get the estimate

\[ \| \nabla_\Gamma (\partial_h^* z - \partial_h^* R_h z) \|_{L^2(\Gamma)} \]

\[ \leq c h \left( \| z \|_{H^2(\Gamma)} + \| \partial_h^* z \|_{H^2(\Gamma)} \right) \| \nabla_\Gamma (\partial_h^* z - \partial_h^* R_h z) \|_{L^2(\Gamma)} \]

\[ + c h \| \nabla_\Gamma (\partial_h^* z - \partial_h^* R_h z) \|_{L^2(\Gamma)} \]

Finally, for $h \leq h_0$,

\[ \| \nabla_\Gamma (\partial_h^* z - \partial_h^* R_h z) \|_{L^2(\Gamma)} \leq c h^2 \left( \| z \|_{H^2(\Gamma)} + \| \partial_h^* z \|_{H^2(\Gamma)} \right), \]

and this implies the gradient estimate in (6.4).
We still have to prove that the $L^2(\Gamma)$ error for the time derivative of the Ritz projection decays quadratically in the grid size. For this we again use the Aubin-Nitsche trick and solve the problem

$$-\nabla \cdot (A \nabla w) = \partial_h^* z - \partial_h^* R_h z - c_0 \text{ on } \Gamma, \int_{\Gamma} w = 0,$$

where $c_0 = \frac{1}{|\Gamma|} \int_{\Gamma} (\partial_h^* z - \partial_h^* R_h z)$. We note that from $\int_{\Gamma} z = \int_{\Gamma} R_h z = 0$ we have with Lemma 2.1 that

$$|\Gamma||c_0| = |\int_{\Gamma} (\partial_h^* z - \partial_h^* R_h z)| = |\int_{\Gamma} (z - R_h z) \nabla \cdot v_h| \leq c \|z - R_h z\|_{L^2(\Gamma)}$$

$$\leq ch^2 \|z\|_{H^2(\Gamma)},$$

where we used (6.2). Then for arbitrary $w_h \in S_h^l$,

$$\|\partial_h^* z - \partial_h^* R_h z\|_{L^2(\Gamma)}^2 - |\Gamma|c_0^2 = a(\partial_h^* z - \partial_h^* R_h z, w)$$

$$= a(\partial_h^* z - \partial_h^* R_h z, w - w_h) + a(\partial_h^* z - \partial_h^* R_h z, w_h)$$

$$\leq c \|\nabla (\partial_h^* z - \partial_h^* R_h z)\|_{L^2(\Gamma)} \|\nabla (w - w_h)\|_{L^2(\Gamma)} + a(\partial_h^* z - \partial_h^* R_h z, w_h).$$

For the last term on the right-hand side of this inequality we have with (6.3):

$$a(\partial_h^* z - \partial_h^* R_h z, w_h) = -b(v_h; z - R_h z, w_h).$$

For the bilinear form $b(v_h; \cdot, \cdot)$ we proceed as follows:

$$-b(v_h; z - R_h z, w_h) = b(v_h; z - R_h z, w - w_h) - b(v_h; z - R_h z, w)$$

$$\leq c \|\nabla (z - R_h z)\|_{L^2(\Gamma)} \|\nabla (w - w_h)\|_{L^2(\Gamma)} - b(v_h; z - R_h z, w)$$

$$\leq ch \|z\|_{H^2(\Gamma)} \|\nabla (w - w_h)\|_{L^2(\Gamma)} - b(v_h; z - R_h z, w).$$

Now with Lemma 5.6

$$b(v; z - R_h z, w) - b(v_h; z - R_h z, w)$$

$$\leq \int_{\Gamma} |B(v) - B(v_h)| \|\nabla \cdot (z - R_h z)\|_{\Gamma} |\nabla \cdot w|$$

$$\leq ch \|\nabla (z - R_h z)\|_{L^2(\Gamma)} \|\nabla \cdot w\|_{L^2(\Gamma)}$$

$$\leq ch^2 \|z\|_{H^2(\Gamma)} \|\nabla \cdot w\|_{L^2(\Gamma)}.$$
The remaining term is treated as follows:

\[ b(v; z - \mathcal{R}_h z, w) = \int_\Gamma \mathcal{B}(v) \nabla \Gamma (z - \mathcal{R}_h z) \cdot \nabla w \]

\[ = \sum_{i,j=1}^{n+1} \int_\Gamma \mathcal{B}(v)_{ij} (\nabla \Gamma)_j (z - \mathcal{R}_h z) (\nabla \Gamma)_i w \]

\[ = \sum_{i,j=1}^{n+1} \int_\Gamma (\nabla \Gamma)_j (\mathcal{B}(v)_{ij} (z - \mathcal{R}_h z) (\nabla \Gamma)_i w) \]

\[ - \int_\Gamma (z - \mathcal{R}_h z) \sum_{i,j=1}^{n+1} (\nabla \Gamma)_j (\mathcal{B}(v)_{ij} (\nabla \Gamma)_i w) \]

\[ = \int_\Gamma \sum_{i,j=1}^{n+1} H \nu_j B(v)_{ij} (z - \mathcal{R}_h z) (\nabla \Gamma)_i w \]

\[ - \int_\Gamma (z - \mathcal{R}_h z) \sum_{i,j=1}^{n+1} (\nabla \Gamma)_j (\mathcal{B}(v)_{ij} (\nabla \Gamma)_i w) . \]

This leads to the estimate

\[ b(v; z - \mathcal{R}_h z, w) \geq -c \| z - \mathcal{R}_h z \|_{L^2(\Gamma)} \| w \|_{H^2(\Gamma)} \geq -ch^2 \| z \|_{H^2(\Gamma)} \| w \|_{H^2(\Gamma)} . \]

Collecting terms and choosing \( w_h = I_h w \) we obtain

\[ \| \partial_h^* z - \partial_h^* \mathcal{R}_h z \|_{L^2(\Gamma)} \leq ch^2 \left( \| z \|_{H^2(\Gamma)} + \| \partial_h z \|_{H^2(\Gamma)} \right) \| \partial_h^* z - \partial_h^* \mathcal{R}_h z \|_{L^2(\Gamma)} . \]

This finally proves the estimate (6.4). □

7. Proof of the error bound

7.1. Error decomposition and error equation. It is convenient to introduce the error decomposition

\[ u - u_h = \rho + \theta , \quad \rho := u - \mathcal{R}_h u , \quad \theta := \mathcal{R}_h u - u_h \in S_h^l . \]

We begin by rewriting the finite element equation (4.23) as

\[ \frac{d}{dt} m(u_h, \varphi_h) + a(u_h, \varphi_h) - m(u_h, \partial_h^* \varphi_h) = \frac{d}{dt} (m(u_h, \varphi_h) - m_h(U_h, \phi_h)) \]

\[ + (a(u_h, \varphi_h) - a_h(U_h, \phi_h)) + (m_h(U_h, \partial_h^* \phi_h) - m_h(u_h, \partial_h^* \varphi_h)) , \]

and using the transport formulae (4.17), (4.21) we have that \( u_h \) satisfies

\[ (7.1) \quad \frac{d}{dt} m(u_h, \varphi_h) + a(u_h, \varphi_h) - m(u_h, \partial_h^* \varphi_h) = F_1(\varphi_h) \forall \varphi_h \in S_h^l \]

where with \( \phi_h^l = \varphi_h \in S_h^l , \)

\[ (7.2) \quad F_1(\varphi_h) = (m(\partial_h^* u_h, \varphi_h) - m_h(\partial_h^* U_h, \phi_h)) \]

\[ + (g(v_h; u_h, \varphi_h) - g_h(V_h; U_h, \phi_h)) + (a(u_h, \varphi_h) - a_h(U_h, \phi_h)) . \]

On the other hand, using the definition (6.1) of the Ritz projection and the equation (3.3) for the solution \( u \) we obtain

\[ (7.3) \quad \frac{d}{dt} m(\mathcal{R}_h u, \varphi_h) + a(\mathcal{R}_h u, \varphi_h) - m(\mathcal{R}_h u, \partial_h^* \varphi_h) = F_2(\varphi_h) \quad \forall \varphi_h \in S_h^l \]
where
\begin{equation}
F_2(\varphi_h) = m(\rho, \partial_t^* \varphi_h) - \frac{d}{dt} m(\rho, \varphi_h) + m(u, \partial_t^* \varphi_h - \partial_t^* \varphi_h).
\end{equation}

It follows by subtraction of (7.1) from (7.3) that \( \theta \) satisfies the finite element error equation
\begin{equation}
\frac{d}{dt} m(\theta, \varphi_h) + a(\theta, \varphi_h) - m(\theta, \partial_t^* \varphi_h) = F_2(\varphi_h) - F_1(\varphi_h) \quad \forall \varphi_h \in S_h^1.
\end{equation}

This error equation is the basis for the error estimate which we prove in the next section.

7.2. **Proof of Theorem 4.4** We begin with estimating the terms \( F_1 \) and \( F_2 \) on the right-hand side of (7.5). Applying Lemma 5.3 and Lemma 5.8 yields the estimate
\begin{equation}
|F_1(\varphi_h)| \leq c h^2 \| \partial_t^* u_h \|_{L^2(\Gamma)} \| \varphi_h \|_{L^2(\Gamma)} + c h^2 \| \nabla \Gamma u_h \|_{L^2(\Gamma)} \| \nabla \Gamma \varphi_h \|_{L^2(\Gamma)}.
\end{equation}

For \( F_2 \) we first observe that from (3.9) we have
\begin{equation}
F_2(\varphi_h) = -m(\partial_t^* \rho, \varphi_h) - g(v_h; \rho, \varphi_h) + m(u, \partial_t^* \varphi_h - \partial_t^* \varphi_h),
\end{equation}
and consequently from Theorem 6.7, Theorem 5.2 and Corollary 5.7
\begin{equation}
\frac{d}{dt} m(\theta, \partial_t^* \theta) = \frac{1}{2} \frac{d}{dt} m(\theta, \theta) - \frac{1}{2} g(v_h; \theta, \theta),
\end{equation}
and arrive at
\begin{equation}
\frac{1}{2} \frac{d}{dt} m(\theta, \theta) + a(\theta, \theta) + g(v_h; \theta, \theta) = F_1(\theta) - F_2(\theta).
\end{equation}

We use the estimates (7.6), (7.7) and the ellipticity condition (3.3). Upon integrating in time we obtain
\begin{equation}
\frac{1}{2} \| \theta \|^2_{L^2(\Gamma)} + c_0 \int_0^t \| \nabla \Gamma \theta \|^2_{L^2(\Gamma)} dt \leq \frac{1}{2} \| \theta_0 \|^2_{L^2(\Gamma_0)} + c h^2 \int_0^t \| u_h \|_{H^1(\Gamma)} \| \theta \|_{H^1(\Gamma)} dt + c h^2 \int_0^t \| \partial_t^* u_h \|_{L^2(\Gamma)} \| \theta \|_{L^2(\Gamma)} dt + c \int_0^t \| \theta \|^2_{L^2(\Gamma)} dt.
\end{equation}

We use Young’s inequality for \( \varepsilon > 0 \) to arrive at
\begin{equation}
\frac{1}{2} \| \theta \|^2_{L^2(\Gamma)} + (c_0 - \varepsilon) \int_0^t \| \nabla \Gamma \theta \|^2_{L^2(\Gamma)} dt \leq \frac{1}{2} \| \theta_0 \|^2_{L^2(\Gamma_0)} + c \int_0^t \| \theta \|^2_{L^2(\Gamma)} dt + c \| u_h \|_{H^1(\Gamma)} \| \partial_t^* u_h \|_{L^2(\Gamma)} + \| \theta \|_{H^2(\Gamma)} dt.
\end{equation}
and a Gronwall argument then leads to

\[
(7.8) \quad \sup_{(0,T)} \| \theta \|^2_{L^2(\Gamma)} + \int_0^T \| \nabla \Gamma \theta \|^2_{L^2(\Gamma)} dt \leq c \| \theta_0 \|^2_{L^2(\Gamma_0)} + C h^4,
\]

where the quantity

\[
C = \int_0^T \| u_h \|^2_{H^1(\Gamma)} + \| \partial^\bullet u_h \|^2_{L^2(\Gamma)} + \| u \|^2_{H^2(\Gamma)} + \| \partial^\bullet u \|^2_{H^2(\Gamma)} dt
\]

still has to be estimated independently of the grid size \( h \), but this follows from the a priori estimates for the discrete solution in Lemma 4.3. Thus, finally, we have the estimate (7.8) with a constant \( C \) which only depends on norms of the continuous solution \( u \). Theorem 4.4 now follows from

\[
\| u - u_h \|^2_{L^2(\Gamma)} \leq \| \rho \|^2_{L^2(\Gamma)} + \| \theta \|^2_{L^2(\Gamma)}
\]

together with the estimates for the Ritz projection in Theorem 6.1.
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