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Abstract. In this paper, we provide a projection-based analysis of the $h$-version of the hybridizable discontinuous Galerkin methods for convection-diffusion equations on semimatching nonconforming meshes made of simplexes; the degrees of the piecewise polynomials are allowed to vary from element to element. We show that, for approximations of degree $k$ on all elements, the order of convergence of the error in the diffusive flux is $k+1$ and that of a projection of the error in the scalar unknown is 1 for $k = 0$ and $k+2$ for $k > 0$. We also show that, for the variable-degree case, the projection of the error in the scalar variable is $h$ times the projection of the error in the vector variable, provided a simple condition is satisfied for the choice of the degree of the approximation on the elements with hanging nodes. These results hold for any (bounded) irregularity index of the nonconformity of the mesh. Moreover, our analysis can be extended to hypercubes.

1. Introduction

In this paper, we continue our work [6] on a priori error analysis of variable-degree hybridizable discontinuous Galerkin (HDG) methods on nonconforming meshes for the model convection-diffusion problem

\((1.1a)\quad c \mathbf{q} + \nabla u = 0 \quad \text{in } \Omega,\)

\((1.1b)\quad \nabla \cdot (\mathbf{q} + u \mathbf{v}) = f \quad \text{in } \Omega,\)

\((1.1c)\quad u = g \quad \text{on } \partial \Omega.\)

Here $\Omega$ is a polyhedral domain in $\mathbb{R}^d$, $f \in L^2(\Omega)$, and $c = c(x)$ is a symmetric $d \times d$ matrix function that is uniformly positive definite on $\Omega$ with components in $L^\infty(\Omega)$. We take the velocity $\mathbf{v} \in W^{1,\infty}(\Omega)$ to be divergence-free.

Whereas in [6] we showed that the nonconformity of the meshes could degrade both the optimal convergence of the vector variable and the superconvergence of the projection of the error in the scalar variable (without degrading the optimality of its convergence), here we show that if the so-called semimatching nonconforming meshes are used and the polynomial degrees are suitably chosen on the elements having hanging nodes, both the optimal convergence of the vector variable as well as the superconvergence of the projection of the error in the scalar variable are not degraded. This holds for semimatching nonconforming meshes with any (bounded)
irregularity index (the maximum difference of refinement levels between adjacent elements in the mesh).

Let us put our result in proper context. The HDG methods were introduced in the framework of diffusion problems in [10] in order to ensure that the only globally-coupled degrees of freedom are those of the approximate trace of the scalar variable on the boundaries of the elements. This distinctive feature renders them as efficiently implementable as the hybridized version of the traditional mixed methods [18, 3] of the corresponding index. Moreover, they can be more accurate than all DG methods considered in the unified analysis performed in [1]. This is the case of the so-called local DG-hybridizable (LDG-II) method which, for simplicity, will be referred to as the HDG method.

Indeed, these HDG methods were shown [7, 11, 12] to provide optimally convergent approximate fluxes and to have superconvergent approximations for the scalar variable similar to those exhibited by the classical mixed methods [18, 3, 4]. This was established for the first time for a special HDG method in [7] and then extended to a wide class of HDG methods in [12]. More recently, a projection-based approach to their analysis was proposed in [11] for simplicial elements and in [15] for much more general elements, which also provides optimally convergent approximate fluxes and superconvergent approximations for the scalar variable. Thus, for conforming meshes of simplexes and if polynomials of degree \( k \geq 0 \) are used for all the components of the flux and for the scalar variable, the HDG methods converge with order \( k + 1 \) in the flux and superconverge with order \( k + 1 + \min\{1, k\} \) in a projection of the scalar variable, whereas all the DG methods considered in [1] converge only with order \( k \) in the flux and with order \( k + 1 \) in the scalar variable. These orders of convergence cannot improve when convection is added; see for example [2, 16]. However, for a special LDG method for pure diffusion defined on Cartesian meshes, the order of convergence of the flux does increase to \( k + 1/2 \); see [13].

We are interested in extending the above-mentioned projection-based analysis to explore how the convergence properties of the HDG methods are affected when we (i) include convection, (ii) allow the polynomial degree to vary from element to element, and (iii) allow the use of nonconforming meshes. This has not been done so far. Note that, since the superconvergence of the scalar variable does not take place in the convection-dominated regime (see the numerical experiments in [17, 8]), we are only interested in the diffusion-dominated regime. The motivation for the incorporation of the last two properties comes from the fact that DG methods and, in particular, HDG methods, are extremely well-suited for adaptivity.

In [6] we showed that, when going from conforming meshes to general nonconforming meshes, the order of convergence of the flux can degrade from \( k + 1 \) to \( k + 1/2 \), and that the order of superconvergence of a projection of the scalar variable can decay from \( k + 1 + \min\{k, 1\} \) to \( k + 1 \). Here we show that, when nonconforming semimatching meshes are used (and the degree of the approximation on the elements with hanging nodes is suitably chosen) this degradation does not take place. In the case of uniform-degree, we summarize the orders of convergence given by our main result in Table 1.

The paper is organized as follows. In Section 2 we describe the semimatching nonconforming meshes we are going to consider, define the HDG method and state and discuss our main result, Theorem 2.1. In Section 3 we display the main steps of its proof and defer to Section 4 the technical and long proof of its key estimate.
Table 1. Comparison of the convergence orders in the $L^2(\Omega)$-norm for DG and HDG methods with uniform degree $k \geq 0$ in terms of the conformity properties of the meshes.

<table>
<thead>
<tr>
<th>method</th>
<th>conformity of the meshes $T_h$</th>
<th>order (flux)</th>
<th>order (scalar)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DG</td>
<td>conforming [1]</td>
<td>$k$</td>
<td>$k + 1$</td>
</tr>
<tr>
<td>LDG</td>
<td>conforming Cartesian meshes [13]</td>
<td>$k + 1/2$</td>
<td>$k + 1$</td>
</tr>
<tr>
<td>LDG</td>
<td>nonconforming [5]</td>
<td>$k$</td>
<td>$k + 1$</td>
</tr>
<tr>
<td>HDG</td>
<td>conforming [11]</td>
<td>$k$</td>
<td>$k + 1 + \min{k, 1}$ projection of the scalar variable</td>
</tr>
<tr>
<td>HDG</td>
<td>nonconforming [6]</td>
<td>$k + 1/2$</td>
<td>$k + 1$</td>
</tr>
<tr>
<td>HDG</td>
<td>nonconforming semimatching</td>
<td>$k + 1$</td>
<td>$k + 1 + \min{k, 1}$ projection of the scalar variable</td>
</tr>
</tbody>
</table>

We end in Section 5 by sketching the extension of our results to HDG methods defined on squares and cubes, and (for the purely diffusive case) to mixed methods.

2. Main Results

In this section, we state and discuss our main results. First, we describe in detail the structure of the nonconforming meshes we are going to consider. We then define the HDG method. Finally, we provide upper bounds of the $L^2$-norm of a suitably defined projection of the errors.

2.1. The semimatching nonconforming meshes. The semimatching nonconforming meshes $T_h$ of $\Omega$ we are going to consider here are defined in terms of any family of sequentially refined conforming triangulations of $\Omega$, $\{T_h^\ell\}_{\ell \geq 1}$. We assume that they are such that, for every level index $\ell \geq 1$,

(2.1a) $T_h^\ell$ is made of simplexes $K$ such that $\frac{h_K}{\rho_K} \leq \sigma$,

(2.1b) $T_h^{\ell+1}$ is a refinement of $T_h^\ell$ such that no element of $T_h^\ell$ is unrefined,

(2.1c) $\forall K \in T_h^\ell : \max_{K' \in T_h^{\ell+1}, K' \subset K} h_{K'} \leq \kappa \min_{K' \in T_h^{\ell+1}, K' \subset K} h_{K'}$,

(2.1d) $\forall K \in T_h^\ell : \max_{K' \in T_h^{\ell+1}, K' \subset K} h_{K'} \leq \eta^n h_K$.

The simplexes $K$ and their faces $F$ are assumed to be open sets in $\mathbb{R}^d$ and $\mathbb{R}^{d-1}$, respectively. As usual, $h_K$ denotes the diameter of $K$ and $\rho_K$ the radius of the biggest ball included in $K$. Note that the first property states that the simplexes of each of the triangulations $T_h^\ell$ are (uniformly) shape-regular. The third property states that their successive refinements are locally uniform. The last property states that their $n$th refinement is made of simplexes whose diameters are of the order of $\eta^n$ times the original diameter; here we assume that $\eta \in (0, 1)$. The shape-regularity constant $\sigma$, the local uniformity constant $\kappa$, and local refinement factor $\eta$ will appear in our error estimate.
Let us give examples of families of meshes with different refinement factors $\eta$. Take $\Omega$ to be the unit square and take $T^1_h$ to be the triangulation obtained by dividing $\Omega$ into two identical triangles. Now define $T^{\ell+1}_h$ as the refinement of $T^\ell_h$ obtained by bisecting its triangles into two right-angled triangles; in this case, $\eta = 1/\sqrt{2}$. If the refinement is obtained by four congruent triangles, we have that $\eta = 1/2$. See another example in Figure 1.
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**Figure 1.** An example of a family of triangulations $\{T^\ell_h\}_{\ell \geq 1}$ for which $\eta = 1/2$.

We can now define the triangulations we are going to consider. We say that $T_h$ is a semimatching nonconforming mesh if it is a collection of simplexes $\{K\}$ from $\{T^\ell_h\}_{\ell \geq 1}$. That is, for each element $K \in T_h$ there is a set $\{K^\ell_K\}_{\ell=1}^{\ell_K}$ such that

\[(2.2a) \quad K^\ell_K \in T^\ell_h, \text{ for } \ell = 1, \ldots, \ell_K,\]
\[(2.2b) \quad K^\ell_K \supset K, \text{ for } \ell = 1, \ldots, \ell_K,\]
\[(2.2c) \quad K^\ell_K = K.\]

We call $K^\ell_K$ the $\ell$th ancestor of $K$, with its $\ell_K$th ancestor being itself. See an example in Figure 2.

The notation associated to the meshes is the following. We set $\partial T_h := \{\partial K : K \in T_h\}$. The set of faces of the simplex $K$ is denoted by $\mathcal{F}(K)$ and the set of faces $F$ of the triangulation $T_h$ by $\mathcal{E}_h$. Since hanging nodes are permitted, $\mathcal{E}_h$ should be understood as the set containing the smallest common $(d-1)$-dimensional interfaces of neighboring elements of $T_h$. A face $F \in \mathcal{E}_h$ is called a boundary face if it is the face of a simplex $K \in T_h$ lying on the boundary of $\Omega$. Every other face $F \in \mathcal{E}_h$ is called an interior face and is of the form $F = \partial K^+ \cap \partial K^-$ where $K^\pm \in T_h$. In addition, we call $\ell_K$ the refinement level for $K$.

### 2.2. The HDG method

We can now define the HDG method we are going to study. Given a mesh $T_h$, we define the following finite element spaces:

\[(2.3a) \quad V_h = \{r \in L^2(T_h) : r|_K \in P_{k(K)}(K) \quad \forall K \in T_h\},\]
\[(2.3b) \quad W_h = \{w \in L^2(T_h) : w|_K \in P_{k(K)}(K) \quad \forall K \in T_h\},\]
\[(2.3c) \quad M_h = \{\mu \in L^2(\mathcal{E}_h) : \mu|_F \in P_{k(F)}(F) \quad \forall F \in \mathcal{E}_h\}.,\]
where $P_k(D) = [P(D)]^d$ and $P_k(D)$ is the space of polynomials on the domain $D$ of total degree at most $k$. Here, following [10], we take

\begin{align}
(2.3d) \quad k(F) &= k(K) \quad \text{if } F = \partial K \cap \partial \Omega, \\
(2.3e) \quad k(F) &= \max\{k(K^+), k(K^-)\} \quad \text{if } F = \partial K^+ \cap \partial K^-.
\end{align}

However, we further require that

\begin{equation}
(2.3f) \quad k(K^+) \geq k(K^-) \quad \text{whenever } \ell_{K^+} \geq \ell_{K^-}.
\end{equation}

Note that the last condition is not necessary for the HDG method to be well defined; indeed, it is not required in [10]. We are adding it here because it seems to be needed for technical reasons in order to ensure optimal convergence orders in the approximate flux and superconvergence of the projection of the error in the scalar variable. Examples of triangulations satisfying and not satisfying this last condition are given in Figure 3.
The HDG method seeks the approximations \( u_h \) in \( W_h \), \( q_h \) in \( V_h \), and \( \hat{u}_h \) in \( M_h \) by requiring that

\[
\begin{align}
(2.4a) & \quad (c q_h, r)_{T_h} - (u_h \cdot \nabla r, q_h)_{T_h} + \langle \hat{u}_h, r \cdot n \rangle_{\partial T_h} = 0, \\
(2.4b) & \quad - (q_h + u_h v, \nabla w)_{T_h} + 
\langle \langle q_h + \hat{u}_h v \rangle \cdot n, w \rangle_{\partial T_h} = (f, w)_{T_h}, \\
(2.4c) & \quad (\mu, \hat{u}_h)_{\partial \Omega} = (\mu, g)_{\partial \Omega}, \\
(2.4d) & \quad \langle \mu, (\hat{q}_h + \hat{u}_h v) \cdot n \rangle_{\partial T_h \setminus \partial \Omega} = 0,
\end{align}
\]

hold for all \( r \in V_h \), \( w \in W_h \) and \( \mu \in M_h \), where the numerical trace for the total flux \( \hat{q}_h + \hat{u}_h v \) is given by

\[
(2.4e) \quad q_h + \hat{u}_h v = \hat{q}_h + \hat{u}_h v + \tau (u_h - \hat{u}_h) n \quad \text{on } \partial T_h.
\]

For the method to be well defined, the stabilization function \( \tau \) has to be suitably defined. As shown in [6], the following assumptions are sufficient to guarantee this:

A1. For any simplex \( K \in T_h \), \( \min(\tau - \frac{1}{2} v \cdot n) \mid_{\partial K} \geq \gamma_0 > 0 \).

A2. On any face \( F \in \mathcal{E}_h \), \( \tau \) is a constant.

Here, \( n \) denotes the unit outward normal to \( K \).

Finally, we introduce a new approximation to \( u \), \( u^*_h \), defined on each element \( K \) as the element of \( P_{k(K)+1}(K) \) that satisfies

\[
\begin{align}
(\nabla u^*_h, \nabla \omega)_K &= -(c q_h, \nabla \omega)_K \quad \forall \omega \in P_{k(K)+1}(K), \\
(u^*_h, 1)_K &= (u_h, 1)_K.
\end{align}
\]

2.3. The a priori error estimates. The estimates we obtain are upper bounds on \( L^2 \)-norms of a projection of the errors in both the vector variable and the scalar variable. We begin by introducing such a projection. We also introduce its dual which is required since we are using a duality argument to estimate the error in the scalar variable.

2.3.1. The projection. The projection

\[
\Pi_h(q, u) = (\Pi_V q, \Pi_W u) \in V_h \times W_h
\]

is used to render the structure of the equations for the projection of the errors,

\[
\begin{align}
(2.5a) & \quad \epsilon^u_h := \Pi_W u - u_h, \\
(2.5b) & \quad \epsilon^q_h := \Pi_V q - q_h, \\
(2.5c) & \quad \epsilon^\tilde{q}_h := P_M u - \hat{u}_h, \\
(2.5d) & \quad (\epsilon^q_h + \epsilon^\tilde{q}_h) \cdot n := P_M ((q + uv) \cdot n) - (\hat{q}_h + \hat{u}_h v) \cdot n,
\end{align}
\]

as close as possible as those defining the HDG method itself. Here, \( P_M \) is the \( L^2 \)-projection from \( L^2(\partial T_h) \) into the finite element space

\[
\Omega_h := \{ m \in L^2(\partial T_h) : m \mid_F \in P_{k(F)}(F) \quad \text{for all faces } F \text{ of } K \in T_h \}.
\]

Note that, in general, \( P_M \eta \) is double-valued on the internal faces. However, if the function \( \eta \) is single-valued on internal faces, \( P_M \eta \) is also single-valued therein and we are going to assume, by slightly abusing the notation, that \( P_M \eta \) lies on \( M_h \).
It is defined as follows. On $K$, the projection $\Pi_K(q, u) = (\Pi_V q, \Pi_W u)$ is the element of $P(\Pi_K)(K) \times P(\Pi_K)(K)$ which solves the equations

$$
(\Pi_V q - q) + (\Pi_W u - u) = 0 \quad \forall \, \tau \in P(\Pi_K)_{-1}(K),
$$
$$
(\Pi_W u - u, w) = 0 \quad \forall \, w \in P(\Pi_K)_{-1}(K),
$$
$$
\langle (\Pi_V q - q + (P_M u - u) v) \cdot n + \tau(\Pi_W u - u), \mu \rangle_F = 0 \quad \forall \, \mu \in P(\Pi_K)(F),
$$

for all faces $F$ of the simplex $K$.

2.3.2. The dual problem and the dual projection. To obtain the error in the scalar variable, we use the so-called dual problem which we introduce next. For any given $\Theta \in L^2(\Omega)$, we define $(\Phi, \Psi)$ to be the solution of

$$
c \Phi + \nabla \Psi = 0 \quad \text{in} \quad \Omega,
$$
$$
\nabla \cdot (\Phi - \Psi \nu) = \Theta \quad \text{in} \quad \Omega,
$$
$$
\Psi = 0 \quad \text{on} \quad \partial \Omega.
$$

As usual, we assume that the solution of the dual problem satisfies the following regularity estimate:

$$
\|\Phi\|_{H^1(\Omega)} + \|\Psi\|_{H^2(\Omega)} \leq C_R \|\Theta\|_\Omega.
$$

The projection $\Pi^*_K$ associated to the dual problem is defined as follows. On any simplex $K \in \mathcal{T}_h$, $\Pi^*_K(\Phi, \Psi) = (\Pi^*_V \Phi, \Pi^*_W \Psi)$ is the element of $P(\Pi_K)(K) \times P(\Pi_K)(K)$ determined by requiring that

$$
(\Pi^*_V \Phi - \Phi) - (\Pi^*_W \Psi - \Psi) v = 0 \quad \forall \, \tau \in P(\Pi_K)_{-1}(K),
$$
$$
(\Pi^*_W \Psi - \Psi, w) = 0 \quad \forall \, w \in P(\Pi_K)_{-1}(K),
$$
$$
\langle (\Pi^*_V \Phi - \Phi) \cdot n + (\tau - v \cdot n)(\Pi^*_W \Psi - \Psi), \mu \rangle_F = 0 \quad \forall \, \mu \in P(\Pi_K)(F),
$$

for all faces $F$ of the simplex $K$. An analysis of the approximation properties of this projection can be found in [6].

2.3.3. Estimates of the projection of the errors. The estimates of the projection of the errors are expressed in terms of norms we define next. The $L^2(D)$-norm is denoted by $\| \cdot \|_D$. We also set

$$
\|\mu\|_{\partial \mathcal{T}_h,w}^2 := \sum_{K \in \mathcal{T}_h} \sum_{F \in \mathcal{F}(K)} w_F \|\mu\|_{F \setminus \partial \Omega}^2,
$$

for any $\mu \in L^2(\partial \mathcal{T}_h)$. The positive function $w$ is a function on $\partial \mathcal{T}_h \setminus \partial \Omega$ defined as follows:

$$
w := h_F \text{ on } F \in \mathcal{F}(K) \text{ for } K \in \mathcal{T}_h,
$$

where $h_F$ denotes the diameter of the face $F$.

Let us emphasize that the variability from element to element of the polynomial degree as well as the nonconformity of the mesh are going to be captured by a single term involving the difference $(P_M - P_M)$ on $\partial \mathcal{T}_h$. The operator $P_M$ is the $L^2$-projection into the following space:

$$
M_h := \{ w \in L^2(\partial \mathcal{T}_h) : w |_F \in P(\Pi_K)(F) \text{ for all faces } F \text{ of } K \in \mathcal{T}_h \}.
$$

Note that the functions in $M_h$ are usually double-valued on the internal faces and that $P_M = P_M$ whenever $k(K) = k$ for all simplexes $K$ of the conforming mesh $\mathcal{T}_h$.  

Theorem 2.1. Suppose that the assumptions A1 and A2 on the stabilization function \( \tau \) are satisfied. Then
\[
\| \epsilon_h^k \| \leq C_q (\| q - \Pi v q \| + \| Z_P \|_{\partial T_h,w}),
\]
where \( Z_P := (P_M - P_M^*)(Z \cdot n + Z) \), where \( Z := q + (u - P_M u) v \) and \( Z := \tau u \). Moreover, if the elliptic regularity inequality (2.9) holds, then
\[
\| \epsilon_h^k \| \leq C_u h_{\min K \in T_h}^{k(K) + 1} \| q - \Pi v q \| + \| v \|_{W^{1,\infty}(\Omega)} \| \Pi W u - u \| + \| Z_P \|_{\partial T_h,w}).
\]
The constants \( C_q \) and \( C_u \) depend on \( c \), on the constants \( c, \kappa, \eta, \sigma \) describing the properties of the triangulations (2.11), and on \( \ell_{\max} := \max \{ \ell_K : K \in T_h \} \) and \( \ell_{\min} := \min \{ \ell_K : K \in T_h \} \). The constant \( C_u \) also depends on \( C_R, \gamma_0, \| v \|_{W^{1,\infty}(\Omega)} \) and remains bounded when \( \max_{K \in T_h} \tau K h_K \) remains bounded.

Let us briefly discuss this result. First, note that, in the case of conforming meshes and uniform-degree \( (P_M - P_M = 0) \) and for zero (or constant) convective velocities \( v \), we immediately recover the error estimates obtained in [11]; see also [15]. Thus, when we take the stabilization function \( \tau \) in such a way that the errors of the projection converge optimally, for example, when \( \tau \) and \( \tau^{-1} \) are uniformly bounded (see [11, 15]), we get an order of convergence of \( k + 1 \) for the error in the vector variable and an order of convergence of \( k + 1 + \min \{ k, 1 \} \) for the projection of the error in the scalar variable.

Furthermore, when we take nonconforming semimatching meshes and nonconstant convective velocities \( v \), the above orders of convergence remain the same. Indeed, we have (see the Appendix) that
\[
\| Z_P \|_{\partial K,w} \leq C h_{\ell(K)}^{k(K) + 1} D_K(q, u),
\]
where \( D_K(q, u) := |q|_{H^{k+1}(K)} + (h|v|_{W^{1,\infty}(K)} + \| \tau \|_{L^{\infty}(\partial K)} \| u \|_{H^{k+1}(K)}) \). In other words, the optimality of the convergence of the vector variable and the superconvergence of the projection of the error of the scalar variable remain unchanged with the use of the semimatching nonconforming meshes \( T_h \).

Finally, it is not difficult to get that, when \( k(K) \geq 1 \) for all \( K \in T_h \), we have
\[
\| u - u_h^* \| \leq \| \epsilon_h^k \| + C h (\| q - q_h \| + \inf_{\omega \in W_h^*} \| \nabla (u - \omega) \|)
\]
where \( C \) only depends on the shape-regularity constant \( \sigma \) and
\[
W_h^* := \{ w \in L^2(\tau_h) : w|_K \in P_{k(K)+1}(K), \forall K \in T_h \}.
\]
So, as a consequence of the above result, we can write that
\[
\| u - u_h^* \| \leq C h (\| q - \Pi v q \| + \| v \|_{W^{1,\infty}(\Omega)} \| \Pi W u - u \|
\]
\[
+ \| Z_P \|_{\partial T_h,w} + \inf_{\omega \in W_h^*} \| \nabla (u - \omega) \|),
\]
and so, in the uniform degree case, \( u_h^* \) converges to \( u \) with order \( k + 2 \) for smooth enough solutions.

3. Main steps of the proof of Theorem 2.1

In this section, we give a sketch of the proof of Theorem 2.1 in order to make as clear as possible the main underlying ideas. The detailed proof of the key estimate is very technical and long, and is thus provided in the next section.
Step 1: Preliminaries. We begin by gathering several simple results already proven in [6].

Proposition 3.1 (The equations of the projection of the errors). Suppose that the assumption A2 on the stabilization function \( \tau \) is satisfied. Then we have

\[
\begin{align*}
(3.1a) & \quad (c e_h^q, r)_{\mathcal{T}_h} - (e_h^u, \nabla \cdot r)_{\mathcal{T}_h} + (e_h^\tilde{u}, r \cdot n)_{\partial \mathcal{T}_h} = (c (\Pi V q - q), r)_{\mathcal{T}_h}, \\
(3.1b) & \quad - (e_h^q + e_h^u v, \nabla w)_{\mathcal{T}_h} + ((e_h^q + e_h^\tilde{u} v) \cdot n + \tau (e_h^u - e_h^\tilde{u}), w)_{\partial \mathcal{T}_h} = 0, \\
(3.1c) & \quad \langle \mu, e_h^\tilde{u} \rangle_{\partial \Omega} = 0, \\
(3.1d) & \quad \langle \mu, (e_h^q + e_h^\tilde{u} v) \cdot n + \tau (e_h^u - e_h^\tilde{u}) \rangle_{\partial \mathcal{T}_h \setminus \partial \Omega} = \langle \mu, Z_P \rangle_{\partial \mathcal{T}_h \setminus \partial \Omega},
\end{align*}
\]

for all \( r \in V_h, w \in W_h, \) and \( \mu \in M_h. \) Here \( Z_P \) is defined in Theorem 2.1.

Using the above equations, we obtain the following results by using standard energy and duality arguments.

Lemma 3.2 (The energy identity). Suppose that the assumption A2 on the stabilization function \( \tau \) is satisfied. Then we have

\[
(3.2) \quad (c e_h^q, e_h^q)_{\mathcal{T}_h} + \| \sqrt{\gamma} (e_h^u - e_h^\tilde{u}) \|^2_{\partial \mathcal{T}_h} = (c (\Pi V q - q), e_h^q)_{\mathcal{T}_h} + \Lambda_P(Z \cdot n + Z).
\]

Here \( \gamma := \tau - \frac{1}{2} \nabla \cdot n \) and

\[
\Lambda_P(z) := \langle e_h^u - e_h^\tilde{u}, (P_M - P_M z) \rangle_{\partial \mathcal{T}_h} \quad \forall \, z \in L^2(\partial \mathcal{T}_h),
\]

where \( Z \) and \( Z \) are defined in Theorem 2.1.

Lemma 3.3 (The duality argument). Suppose that the assumption A2 on the stabilization function \( \tau \) is satisfied. Then, for any function \( \Theta \) in \( L^2(\Omega) \), we have

\[
(e_h^\tilde{u}, \Theta)_{\mathcal{T}_h} = T_q + T_v + T_1^P + T_2^P + T_3^P,
\]

where

\[
\begin{align*}
T_q & := (c(q - q_h), \Pi V \Phi - \Phi)_{\mathcal{T}_h} + (q - \Pi V q, \nabla (\Psi_h - \Psi))_{\mathcal{T}_h}, \\
T_v & := (\delta v (u - \Pi W u), \nabla \Psi_h), \\
T_1^P & := \langle (P_M - P_M \Psi), Z_P \rangle_{\partial \mathcal{T}_h}, \\
T_2^P & := \Lambda_P(\zeta), \\
T_3^P & := \Lambda_P(\zeta \cdot n),
\end{align*}
\]

for any \( \Psi_h \in W_h. \) Here \( \zeta := \Phi \) and \( \zeta := (\tau - v \cdot n)(\Psi - \Pi W \Psi). \)

We have introduced the auxiliary function \( \delta v := v - v_0, \) where \( v \in W_1^{1,\infty}(\Omega) \) is the divergence-free convective velocity. The function \( v_0 \) is defined on the simplex \( K \in \mathcal{T}_h \) as the element of \( P_0(K) \) such that

\[
(3.2) \quad \langle (v - v_0) \cdot n, 1 \rangle_F = 0,
\]

for all faces \( F \) of \( K. \) Note that \( v_0 \) is well defined because \( v \) is divergence-free.
Step 2: Estimate of the functional $\Lambda(z)$. It is important to emphasize that the only difference between the analysis we are carrying out here and that of the HDG method for general nonconforming meshes done in Part I, resides in the manner we estimate the terms involving the linear functional $\Lambda_P$, namely, the terms $\Lambda_P(\mathbf{Z} \cdot \mathbf{n} + \mathbf{Z})$, $T_P^2 = \Lambda_P(\zeta)$ and $T_P^3 = \Lambda_P(\zeta \cdot \mathbf{n})$.

In fact, in [6], we estimated $\Lambda_P(z)$ by simply applying a weighted Cauchy-Schwarz inequality:

$$|\Lambda_P(z)| \leq \|r(\epsilon_h^\mathbf{q} - \epsilon_h^\mathbf{q})\|_{\partial\mathcal{T}_h} \|r^{-1}(P_M - P_M)z\|_{\partial\mathcal{T}_h},$$

where the weight function $r$ was taken to be equal to $\sqrt{\gamma}$ for the estimate of the term $\Lambda_P(\mathbf{Z} \cdot \mathbf{n} + \mathbf{Z})$, and equal to one for the terms $T_P^2 = \Lambda_P(\zeta)$ and $T_P^3 = \Lambda_P(\zeta \cdot \mathbf{n})$. However, by taking advantage of the structure of the semimatching meshes and of the definition of the polynomial degrees on the elements having hanging nodes, we can improve the above estimate and can eliminate the potentially ensuing loss of convergence for general nonconforming meshes uncovered in [6]. This is the main contribution of this paper. The new estimate is contained in the following result.

**Lemma 3.4.** For all $z \in L^2(\partial\mathcal{T}_h)$, we have

$$|\Lambda_P(z)| \leq C \|c\|_{L^\infty(\Omega)} C_{\Lambda} \|q - q_h\|_{\Omega} \|(P_M - P_M)z\|_{\partial\mathcal{T}_h}.$$  

Here $C$ is a constant depending on the shape-regularity constant $\sigma$, and

$$C_{\Lambda}^2 := \left(\frac{\kappa c}{1 - \eta} + 1\right) \sigma (\ell_{\max} - \ell_{\min} + 1) (d + 1),$$

where $c$, $\kappa$, $\eta$, $\sigma$ are the constants describing the properties of the triangulations (2.4),

$$\ell_{\max} := \max\{\ell_K : K \in \mathcal{T}_h\} \text{ and } \ell_{\min} := \min\{\ell_K : K \in \mathcal{T}_h\}.$$  

The next section is devoted to a detailed proof of this result. Here, let us just note that this result states, roughly speaking, that we can take the weighting function $r$ to be $w^{-1/2} \sim h^{-1/2}$ which is what prevents the loss of convergence properties. Indeed, in the general case treated in [6], the weighting functions $r$ could only be taken to be of order one.

Step 3: Estimate of $\epsilon_h^\mathbf{q}$. By using the energy identity of Lemma 3.2 and the above result, we can easily obtain the estimate for $\epsilon_h^\mathbf{q}$ in Theorem 2.1.

**Lemma 3.5.** Suppose that the assumptions A1 and A2 on the stabilization function $\tau$ are satisfied. Then, we have

$$\|\epsilon_h^\mathbf{q}\|_{\Omega} \leq \sqrt{3} \|c\|_{L^\infty(\Omega)} c^{-1}\|v\|_{L^\infty(\Omega)} \|q - \Pi v q\|_{\Omega} + C_{\Lambda} \|Z_P\|_{\partial\mathcal{T}_h},$$

where the constant $C$ depends only on the shape-regularity constant $\sigma$.

**Proof.** If we apply the estimate of Lemma 3.4 to the right-hand side of the energy identity of Lemma 3.2 we obtain

$$(c \epsilon_h^\mathbf{q}, \epsilon_h^\mathbf{q})_{\partial\mathcal{T}_h} + \|\sqrt{\gamma}(\epsilon_h^\mathbf{q} - \epsilon_h^\mathbf{q})\|_{\partial\mathcal{T}_h}^2 \leq (c(\Pi v q - q), \epsilon_h^\mathbf{q})_{\partial\mathcal{T}_h} + C \|c\|_{L^\infty(\Omega)} C_{\Lambda} \|q - q_h\|_{\Omega} \|Z_P\|_{\partial\mathcal{T}_h}.$$  

The estimate now follows after a few simple manipulations. ☐
Step 4: A first estimate of $\epsilon_h^\nu$. Next, we begin to prove the estimate for the projection of the error of the scalar variable, $\epsilon_h^\nu$.

A first estimate of $\epsilon_h^\nu$ is the following.

**Lemma 3.6.** Suppose that the assumptions $A1$ and $A2$ on the stabilization function $\tau$ are satisfied. Then, we have

$$
\|\epsilon_h^\nu\|_\Omega \leq C_1 \|\mathbf{q} - H\nu\mathbf{v}\|_\Omega + C_2 \|u - H\nu u\|_\Omega + C_3 \|Z_P\|_{\partial T_h, w}.
$$

Here

$$
C_1 := C(H_u + C_A H_P^2 + C_A H_P^3),
$$

$$
C_2 := H\nu,
$$

$$
C_3 := H_P^1 + C C_A (H_u + C_A H_P^2 + C_A H_P^3),
$$

where the constant $C$ depends only on the shape-regularity constant $\sigma$ and $\sigma$ and

$$
H_u := \max \left\{ \|c\|_{L^\infty(\Omega)} \sup_{\Theta \in L^2(\Omega) \setminus \{0\}} \frac{\|\Pi_\nu^* \Phi - \Phi\|_\Omega}{\|\Theta\|_\Omega}, \sup_{\Theta \in L^2(\Omega) \setminus \{0\}} \frac{\|\nabla (\Psi_h - \Theta)\|_{T_h}}{\|\Theta\|_\Omega} \right\},
$$

$$
H\nu := \|\delta\nu\|_{L^\infty(\Omega)} \sup_{\Theta \in L^2(\Omega) \setminus \{0\}} \frac{\|\nabla \Psi_h\|_{T_h}}{\|\Theta\|_\Omega},
$$

$$
H_P^1 := \sup_{\Theta \in L^2(\Omega) \setminus \{0\}} \frac{\|(P_M - P_M)\Psi\|_{\partial T_h, w^{-1}}}{\|\Theta\|_\Omega},
$$

$$
H_P^2 := \|c\|_{L^\infty(\Omega)} \sup_{\Theta \in L^2(\Omega) \setminus \{0\}} \frac{\|(P_M - P_M)\zeta\|_{\partial T_h, w}}{\|\Theta\|_\Omega},
$$

$$
H_P^3 := \|c\|_{L^\infty(\Omega)} \sup_{\Theta \in L^2(\Omega) \setminus \{0\}} \frac{\|(P_M - P_M)\zeta \cdot n\|_{\partial T_h, w}}{\|\Theta\|_\Omega},
$$

for any $\Psi_h \in W_h$.

**Proof.** To prove this result, we only have to estimate each of the five terms of the right-hand side of the identity of Lemma 3.3. Thus, after applying the Cauchy-Schwarz inequality and Lemma 3.4, it is not difficult to see that we get

$$
|T_4| \leq H_u \|\Theta\|_\Omega (\|\mathbf{q} - \mathbf{q}_h\|_\Omega + \|\mathbf{q} - H\nu\mathbf{v}\|_\Omega),
$$

$$
|T_5| \leq H\nu \|\Theta\|_\Omega \|u - H\nu u\|_\Omega,
$$

$$
|T_P^1| \leq H_P^1 \|\Theta\|_\Omega \|Z_P\|_{\partial T_h, w},
$$

$$
|T_P^2| \leq C_A H_P^2 \|\Theta\|_\Omega \|\mathbf{q} - \mathbf{q}_h\|_\Omega,
$$

$$
|T_P^3| \leq C_A H_P^3 \|\Theta\|_\Omega \|\mathbf{q} - \mathbf{q}_h\|_\Omega.
$$

We then obtain that

$$
\|\epsilon_h^\nu\| \leq H_u (\|\mathbf{q} - \mathbf{q}_h\|_\Omega + \|\mathbf{q} - H\nu\mathbf{v}\|_\Omega) + H\nu \|u - H\nu u\|_\Omega + H_P^1 \|Z_P\|_{\partial T_h, w} + C_A (H_P^2 + H_P^3) \|\mathbf{q} - \mathbf{q}_h\|_\Omega,
$$

and the estimate easily follows after using the first estimate of Theorem 2.1. The proof is complete. \qed
Step 5: Estimate of the quantities $H$. Next, we estimate the auxiliary quantities $H_q$, $H_v$, $H^1_P$, $H^2_P$, and $H^3_P$. To describe the estimates, we need to introduce the constants

\[
\gamma^\max_K := \max \{ \min \left( \frac{\tau}{2}, \frac{1}{2} \mathbf{v} \cdot \mathbf{n} \right) | F : F \text{ is a face of } K \} \\
(\mathbf{v})_K^\max := \max \{ |(\mathbf{v} \cdot \mathbf{n})|_{\partial K} \} \\
(\mathbf{v})_K^* := \max \{ |(\mathbf{v} \cdot \mathbf{n})|_{\partial K \setminus F^*} \},
\]

where $F^*$ is a face of $K$ at which $|(\mathbf{v} \cdot \mathbf{n})|_{\partial K}$ attains its maximum. We also need the quantities $C_{\mathbf{v},K}^{i,*}$:

\[
C_{\mathbf{v},K}^{1,*} := 1 + \frac{h |\mathbf{v}|_{W^{1,\infty}(K)}}{\gamma^\max_K}, \\
C_{\mathbf{v},K}^{2,*} := (\mathbf{v})_K^* + \frac{h |\mathbf{v}|_{W^{1,\infty}(K)}((\mathbf{v})_K^\max + |\mathbf{v}|_{W^{1,\infty}(K)} h)}{\gamma^\max_K}.
\]

Finally, we are also going to need the set

\[
\mathcal{T}_{P,h} := \{ K \in \mathcal{T}_h : (P_M - P_M) \neq 0 \text{ on some face } F \text{ of } K \},
\]

which is nothing but the set of elements $K \in \mathcal{T}_h$ that either have a hanging node in one of their faces or have a neighboring element with higher polynomial degree.

Lemma 3.7. Suppose that the assumptions A1 and A2 on the stabilization function $\tau$ are satisfied. Suppose also that the elliptic regularity inequality (2.9) holds. Then we have that

\[
H_q \leq C \|c\|_{L^\infty(\Omega)} (1 + \max_{K \in \mathcal{T}_h} (C_{\mathbf{v},K}^{1,*} + C_{\mathbf{v},K}^{2,*} h_K)) C_R \max_{K \in \mathcal{T}_h} h_K^\min \{1,k(K)\}, \\
H_v \leq C |\mathbf{v}|_{W^{1,\infty}(\Omega)} h, \\
H^1_P \leq C C_R \max_{K \in \mathcal{T}_{P,h}} h_K^\min \{1,k(K)\}, \\
H^2_P \leq C C_R \max_{K \in \mathcal{T}_{P,h}} \tau_K h_K^{1+\min \{1,k(K)\}}, \\
H^3_P \leq C C_R \max_{K \in \mathcal{T}_{P,h}} h_K,
\]

where the constant $C$ depends only on the shape-regularity constant $\sigma$.

The proof of this lemma is essentially the same as in [6] (Proposition 2.3) and thus omitted.

Step 6: The final estimate of $\epsilon_h^n$. To obtain the estimate of $\epsilon_h^n$ of Theorem 2.1 we only need to insert the estimates of Lemma 3.7 into the estimate of Lemma 3.6. This concludes the proof of Theorem 2.1.

4. Proof of the key estimate, Lemma 3.4

In this section, we provide a detailed proof of Lemma 3.4 which contains the key estimate of the linear functional $\Lambda_P(z)$. To do that, we proceed in several steps. In the first two steps, we express $\Lambda_P(z)$ solely in terms of $z$ and $\epsilon_h^n$. In the third step, we exploit the structure of the semimatching meshes and the definition of the polynomial degrees on the elements having hanging nodes, to express the term involving $\epsilon_h^0$ in terms of suitably defined integrals of $\epsilon_h^0$. In the fourth step, we
establish a relation between those linear functionals of $\epsilon_h^q$ and the error in the flux $q - q_h$. We do that by using the first error equation, namely,
\[
\langle \epsilon_h^q, \mathbf{r} \cdot \mathbf{n} \rangle_{\partial \Omega_h} = (c(q - q_h), \mathbf{r})_{T_h} + (\epsilon_h^n, \nabla \cdot \mathbf{r})_{T_h} \quad \forall \mathbf{r} \in \mathbf{V}_h,
\]
and construct special divergence-free test functions $\mathbf{r}$ in order to eliminate the projection of the error $\epsilon_h^q$. In the last step, we conclude.

Step 1: A first estimate of $\Lambda_P(z)$. We start by estimating $\Lambda_P(z)$ solely in terms of $z$ and $\epsilon_h^\mu$.

**Lemma 4.1.** For all $z \in L^2(\partial \Omega_h)$, we have that
\[
|\Lambda_P(z)| \leq \|(P_M - P_M)e_h^q\|_{\partial \Omega_h,w^{-1}} \|(P_M - P_M)z\|_{\partial \Omega_h,w}.
\]

**Proof.** We have
\[
\Lambda_P(z) = \langle \epsilon_h^u - \epsilon_h^q, (P_M - P_M)z \rangle_{\partial \Omega_h} = \sum_{K \in \mathcal{T}_h} \sum_{F \in \mathcal{F}(K)} \langle \epsilon_h^u - \epsilon_h^q, (P_M - P_M)z \rangle_F
\]
\[
= - \sum_{K \in \mathcal{T}_h} \sum_{F \in \mathcal{F}(K)} \langle (P_M - P_M)e_h^q, (P_M - P_M)z \rangle_F,
\]
since $(P_M - P_M)e_h^u = 0$ on $F$. This implies that
\[
|\Lambda_P(z)| \leq \sum_{K \in \mathcal{T}_h} \sum_{F \in \mathcal{F}(K)} \left| \langle (P_M - P_M)e_h^q, (P_M - P_M)z \rangle_F \right|
\]
\[
\leq \sum_{K \in \mathcal{T}_h} \sum_{F \in \mathcal{F}(K)} \|(P_M - P_M)e_h^q\|_{F,w^{-1}} \|(P_M - P_M)z\|_{F,w},
\]
and the result follows. This completes the proof. \qed

In an effort to eventually bound $\|(P_M - P_M)e_h^q\|_{\partial \Omega_h,w^{-1}}$, in the next three steps, we focus on the study of the term $\|(P_M - P_M)e_h^q\|_{F,w^{-1}}$ for $F \in \mathcal{F}(K)$ with a particular $K \in \mathcal{T}_h$. For simplicity, we slightly abuse the notation and use $P_M - P_M$ to denote $(P_M - P_M)|_F$.

Step 2: An expression for $\|(P_M - P_M)e_h^q\|_{F,w^{-1}}^2$. Now, let us rewrite the expression involving the error in the numerical trace $\epsilon_h^q$ in a more suitable manner.

**Lemma 4.2.** For $F \in \mathcal{F}(K)$ where $K \in \mathcal{T}_h$, we have
\[
\|(P_M - P_M)e_h^q\|_{F,w^{-1}}^2 = w^{-1}_F \langle \epsilon_h^q, (P_M - P_M)e_h^q \rangle_F \partial \Omega.
\]

**Proof.** To prove this result, let us begin by recalling that $P_M$ is the $L^2$-projection into the space of polynomials of degree $k(K)$ defined on $F$, $P_k(\bar{K}_h)^{\text{pol}}$; see (2.12). Recall also that the restriction of $P_M$ on $F$ is the $L^2$-projection into the space \{${\mu}|_F : \mu \in M_{k_h}$\}. Thus, we have that
\[
\|(P_M - P_M)e_h^q\|_{F,w^{-1}}^2 = \langle w^{-1}_F(P_M - P_M)e_h^q, (P_M - P_M)e_h^q \rangle_F
\]
\[
= w^{-1}_F \langle (P_M - P_M)e_h^q, (P_M - P_M)e_h^q \rangle_F.
\]
by definition of the weight function \( w \), \( \{ 2.11 \} \). Now, by definition of the projections \( P_M \) and \( P_M^\ast \), we get
\[
\|(P_M - P_M^\ast)\epsilon_h^\tilde{w}\|^2_{F,w^{-1}} = w_F^{-1} \langle \epsilon_h, (P_M - P_M^\ast)^2 \epsilon_h^\tilde{w} \rangle_F
= w_F^{-1} \langle \epsilon_h, (P_M - P_M^\ast)\epsilon_h^\tilde{w} \rangle_{F \setminus \partial \Omega},
\]
since \((P_M - P_M^\ast)^2 = (P_M - P_M^\ast)\) because \( \{ \mu | F, \mu \in M_h \} \supset P_{k(K)}(F) \) by \( \{ 2.3c \} \), and since \((P_M - P_M^\ast) = 0 \) when \( F \subset \partial \Omega \) because in that case \( \{ \mu | F, \mu \in M_h \} = P_{k(K)}(F) \) by \( \{ 2.3d \} \). This completes the proof. \( \square \)

**Step 3: A representation of** \( \langle \epsilon_h^\tilde{w}, (P_M - P_M^\ast)\epsilon_h^\tilde{w} \rangle_{F \setminus \partial \Omega} \). We see that we have to estimate the term \( \| \langle \epsilon_h, \delta \rangle_F \|_{\partial \Omega} \) for \( \delta \) of the form of \( (P_M - P_M^\ast)\epsilon_h^\tilde{w} \). The idea is to use the first error equation \( \{ 3.1a \} \) to relate \( \langle \epsilon_h, \delta \rangle_F \) with the error in \( q \). For this purpose, we need an admissible \( r \) that is divergence-free and coincides with \( \delta \) on \( F \).

This is a highly nontrivial task due to the nonconformity of the meshes. Next, we are going to rewrite the quantity \( \langle \epsilon_h^\tilde{w}, (P_M - P_M^\ast)\epsilon_h^\tilde{w} \rangle_{F \setminus \partial \Omega} \) to facilitate this process.

From now on, until the last step of this proof, we fix the simplex \( K \in \mathcal{T}_h \) and its face \( F \in \mathcal{T}(K) \setminus \partial \Omega \), and set \( \ell := \ell_K \).

To state this rewriting, we need to introduce some notation. We first define the set of elements adjacent to \( K \) through \( \mathcal{T}_h(F,K) \), the set of their ancestors (including themselves), and the set of ancestors of ancestors (excluding themselves).

To be exact, we set
\[
\begin{align*}
\mathcal{T}_h(F,K) & := \{ K' \in \mathcal{T}_h : K \cap K' = \emptyset, F \cap \partial K' \neq \emptyset \}, \\
\mathcal{T}_h^m(F,K) & := \{ K' \in \mathcal{T}_h(F,K) \}, \\
\mathcal{T}_h^m(F,K) & := \{ K' \in \mathcal{T}_h(F,K) \}.
\end{align*}
\]

We also define the set of all elements, on level \( m \) of the conforming family of meshes, that are adjacent to \( K \) through \( F \).
\[
\mathcal{T}_h^m(F,K) := \{ K \in \mathcal{T}_h^m : K \cap K = \emptyset, F \cap \partial K \neq \emptyset \}.
\]

Note that there is only one simplex in \( \mathcal{T}_h^m(F,K) \) which we are going to denote by \( K_F \). The above sets are illustrated in Figure [4].

Finally, we set \( \delta \ell_F := \max \{ \ell(F') : K' \in \mathcal{T}_h(F,K) \} - \ell \). We know that \( \mathcal{T}_h(F,K) \) is not the empty set since \( F \in \mathcal{T}(K) \setminus \partial \Omega \), as noted at the beginning of this step. If \( \delta \ell_F \geq 0 \), for any given function \( \delta \in L^2(F) \), we define the function \( P^m \delta \) on \( F \) as follows. For every \( K \in \mathcal{T}_h^m(F,K) \), we set \( P^m \delta \) on \( F \cap \partial K \) to be the average of \( \delta \) therein; elsewhere, we set \( P^m \delta \) to be zero. That is,
\[
P^m \delta := \begin{cases} 1 \mathcal{T}(F \cap \partial K) \int_{F \cap \partial K} \partial K \delta & \text{in } F \cap \partial K, \text{ when } K \in \mathcal{T}_h^m(F,K), \\
0 & \text{elsewhere in } F. \end{cases}
\]

With this notation, we have the following representation result. It decomposes \((P_M - P_M^\ast)\epsilon_h^\tilde{w}\) into a sequence of piecewise constant functions on \( F \) and one high-order residual term in such a way that it is possible to find the test function \( r \) with the properties stated at the beginning of this step.

**Lemma 4.3.** We have, for \( \delta = (P_M - P_M^\ast)\tilde{\delta} \) with \( \tilde{\delta} \in L^2(F) \), that
\[
\langle \epsilon_h^\tilde{w}, \delta \rangle_F = \begin{cases} 0 & \text{if } \delta \ell_F < 0, \\
\sum_{m=\ell+1}^{\ell+\delta \ell_F} \langle \epsilon_h^\tilde{w}, \delta^{0,m} \rangle_F + \langle \epsilon_h^\tilde{w}, \delta^\perp \rangle_F, & \text{otherwise}, \end{cases}
\]
where
\[
\delta^{0,\ell} := P^{\ell} \delta,
\]
\[
\delta^{0,m} := P^{m} (\Id - P^{m-1}) \ldots (\Id - P^{\ell}) \delta, \quad m = \ell + 1, \ldots, \ell + \delta \ell_F,
\]
\[
\delta^{\perp} := \delta^{\perp,\ell+\delta \ell_F} \quad \text{with} \quad \delta^{\perp,m} := (\Id - P^{m}) (\Id - P^{m-1}) \ldots (\Id - P^{\ell}) \delta.
\]
Moreover, on $\tilde{F} := F \cap \partial \tilde{K}$, where $\tilde{K} \in \mathbb{T}_h^{m-1}(F, K)$, we have that

\[ \delta^{0,m}\big|_{\tilde{F} \cap \partial K} \in P_0(\tilde{F} \cap \partial K), \quad \forall K \in \mathbb{T}_h^m(F, K) : K \subset \tilde{K}, \]

\[ \langle \delta^{0,m}, 1 \rangle_{\tilde{F}} = 0. \]

Elsewhere, $\delta^{0,m} = 0$. Also, for any $K' \in \mathcal{T}_h(F, K)$, we have, with $F' := F \cap \partial K'$, that

\[ \delta^\bot|_{F'} \in P_k(K')(F'), \]

\[ \langle \delta^\bot, 1 \rangle_{F'} = 0. \]

Finally, we have that

\[ \|\delta\|^2_N = \sum_{m=\ell+1}^{\ell+\delta_F} \|\delta^{0,m}\|^2_N + \|\delta^\bot\|^2_N. \]

**Proof.** Let us begin by showing that, if $\delta_F < 0$, then $\delta = 0$ on $F$. We know there is a simplex $K'$ in $\mathcal{T}_h \cap \mathbb{T}_h^{\ell+\delta_F}$ such that $F = \partial K \cap \partial K'$ by the construction of the mesh $\mathcal{T}_h$. By definition of the space $M_h$, we have that, by (2.3c), $k(K) \geq k(K')$ because $\ell \geq \ell + \delta_F$. This implies that $P_M - P_{M_\ell} = 0$ on $F$ and so, that $\delta = 0$ on $F$.

If $\delta_F \geq 0$, we proceed as follows. For any function $\delta \in L^2(F)$, we can write

\[ \delta = P^{\ell}\delta + (I - P^{\ell})\delta \]

\[ = \delta^{0,\ell} + \delta^\bot, \ell \]

\[ = \delta^{0,\ell} + P^{\ell+1}\delta^\bot, \ell + (I - P^{\ell+1})\delta^\bot, \ell \]

\[ = \delta^{0,\ell} + \delta^{0,\ell+1} + \delta^\bot, \ell+1 \]

\[ = \sum_{m=\ell}^{\ell+\delta_F} \delta^{0,m} + \delta^\bot. \]

This $L^2(F)$-orthogonal decomposition immediately leads to:

\[ \|\delta\|^2_N = \sum_{m=\ell}^{\ell+\delta_F} \|\delta^{0,m}\|^2_N + \|\delta^\bot\|^2_N. \]

It remains to show that $\delta^{0,\ell} = 0$ in order to prove the final identity of the lemma. But, by the definition of the projections $P_M$ and $P_{M_\ell}$, we have that

\[ \delta^{0,\ell} = \frac{1}{|F|} \langle (P_M - P_{M_\ell})\delta_\ell, 1 \rangle_F = \frac{1}{|F|} \langle \delta_\ell, 1 \rangle_F (P_M - P_{M_\ell})1 \rangle_F = 0. \]

Let us now prove the properties of $\delta^{0,m}$ for $m > \ell$. By the definition of $P^m$, we only have to show the integral identity. So

\[ \langle \delta^{0,m}, 1 \rangle_{\tilde{F}} = \langle \delta^\bot, m-2, (I - P^{m-1})P^m 1 \rangle_{\tilde{F}} = \langle \delta^\bot, m-2, (I - P^{m-1})1 \rangle_{\tilde{F}} = 0. \]

Note that $\delta^\bot, m-2$ is well defined since $m > \ell$.

It remains to prove the properties of $\delta^\bot$. Pick any $K' \in \mathcal{T}_h(F, K)$. Then $K' \in \mathbb{T}_h^m(F, K)$ and this implies that $P^m = 0$ on $F'$ for $n > m$. As a consequence, we have that $\delta^\bot = (I - P^m)\cdots (I - P^\ell)\delta$ and the result follows.

This completes the proof. \qed
Step 4: Estimate of $(\epsilon_h^0, \delta^{0,m})_F$ and $(\epsilon_h^0, \delta^\perp)_F$. As suggested by the representation result we just proved, we next obtain estimates of $(\epsilon_h^0, \delta^{0,m})_F$ and $(\epsilon_h^0, \delta^\perp)_F$

This crucial result is given by the next lemma.

**Lemma 4.4.** We have that

\[
|\langle \epsilon_h^0, \delta^{0,m}\rangle_F| \leq C \|c\|_{L^\infty(\Omega)} \left( \kappa \eta^{m-1-\delta} h_{K_F} \right)^{1/2} \|q_h - q\|_{K_F} \|\delta^{0,m}\|_F,
\]

\[
|\langle \epsilon_h^0, \delta^\perp\rangle_F| \leq C \|c\|_{L^\infty(\Omega)} h_{K_F}^{1/2} \|q_h - q\|_{K_F} \|\delta^\perp\|_F.
\]

The constant $C$ depends only on the shape-regularity constant $\sigma$.

In order to facilitate the reading of rather technical proof, we postpone the proof of this result. Thus in Step 6, we provide a detailed proof of the first estimate, and in Step 7, a proof of the second estimate.

Step 5: Conclusion. We are now ready to conclude the proof of Lemma 3.4. We begin by noting that, as stated at the beginning of Step 3, the function $\delta$ in the analysis carried out in Steps 3 and 4 is of the form $(P_M - P_M^\ast)\epsilon_h^0$. Thus, by Lemma 4.2 and by the representation Lemma 4.3 we have

\[
\|\delta\|_F^2 = |\langle \epsilon_h^0, \delta\rangle_F| \leq \left( \sum_{m=\ell+1}^{\ell+\delta_F} |\langle \epsilon_h^0, \delta^{0,m}\rangle_F| + |\langle \epsilon_h^0, \delta^\perp\rangle_F| \right).
\]

If we now use the estimates of Lemma 4.4, we get that

\[
\|\delta\|_F^2 \leq C \|c\|_{L^\infty(\Omega)} \left( \sum_{m=\ell+1}^{\ell+\delta_F} \kappa \eta^{m-1-\delta} \right)^{1/2} \|\delta^{0,m}\|_F + \|\delta^\perp\|_F \sqrt{h_{K_F}} \|q_h - q\|_{K_F}.
\]

Next, we multiply both sides by $w_F^{-1/2}$, apply the Cauchy-Schwarz inequality and use the last identity of the representation Lemma 4.3 to obtain

\[
w_F^{-1/2}\|\delta\|_F^2 \leq C \|c\|_{L^\infty(\Omega)} \left( \sum_{m=\ell+1}^{\ell+\delta_F} \kappa \eta^{m-1-\delta} + 1 \right)^{1/2} \frac{h_{K_F}}{w_F} \|q_h - q\|_{K_F} \|\delta\|_F
\]

\[
\leq C \|c\|_{L^\infty(\Omega)} \left( \frac{\kappa}{1 - \eta} + 1 \right)^{1/2} \left( \frac{h_{K_F}}{w_F} \right)^{1/2} \|q_h - q\|_{K_F} \|\delta\|_F,
\]

by the fact that we are assuming $\eta \in (0,1)$. Next, we note that, by definition of $w_F$, \[2.11\], $h_{K_F}/w_F = h_{K_F}/h_F \leq \sigma$, by the shape-regularity assumption \[2.1a\]. This implies that

\[
w_F^{-1/2}\|\delta\|_F \leq C \|c\|_{L^\infty(\Omega)} \left( \frac{\kappa}{1 - \eta} + 1 \right)^{1/2} \sigma^{1/2} \|q_h - q\|_{K_F},
\]
and so,

\[
\Theta := \|(P_M - P_M)\ell^\circ_h\|^2_{\partial T_h,w^{-1}} \\
= \sum_{\ell = \ell_{\min}}^{\ell_{\max}} \sum_{K \in \mathcal{J}_h \cap \mathcal{T}_h^f} \sum_{F \in \mathcal{F}(K)} w_F^{-1} ||\delta||_F^2 \\
\leq C \|c\|_{2,\infty}^2 (\Omega) \left( \frac{\kappa}{1 - \eta} + 1 \right) \sigma \sum_{\ell = \ell_{\min}}^{\ell_{\max}} \sum_{K \in \mathcal{J}_h \cap \mathcal{T}_h^f} \sum_{F \in \mathcal{F}(K)} \|\mathbf{q}_h - \mathbf{q}\|_{K_F}^2 \\
\leq C \|c\|_{2,\infty}^2 (\Omega) \left( \frac{\kappa}{1 - \eta} + 1 \right) \sigma (\ell_{\max} - \ell_{\min} + 1) (d + 1) \|\mathbf{q}_h - \mathbf{q}\|_\Omega^2 \\
= C \|c\|_{2,\infty}^2 (\Omega) C_\Lambda^2 \|\mathbf{q}_h - \mathbf{q}\|_\Omega^2.
\]

The estimate of \(|\Lambda_P(z)|\) now follows by inserting the above estimate in the estimate of Lemma 4.4 namely, in the inequality

\[
|\Lambda_P(z)| \leq \|(P_M - P_M)\ell^\circ_h\|_{\partial T_h,w^{-1}} \|(P_M - P_M)z\|_{\partial T_h,w}.
\]

Thus, to complete the proof of Lemma 3.4 we only have to prove Lemma 4.4. We do that in the remainder of the section.

**Step 6: Proof of Lemma 4.4 estimate of \((\ell^\circ_h, \delta^{0,m})_F\).** To obtain the estimate of this quantity, we are going to use the following auxiliary result.

**Lemma 4.5.** Let \(\overline{K}\) be any element in \(\mathcal{T}^{-1}(F, K); \) set \(\overline{F} := F \cap \partial \overline{K}\). Then there is a function \(r^{0,m} : \overline{K} \to \mathbb{R}^d\) such that

1. \(r^{0,m}|_K \in V(K)\) \(\forall K \in \mathcal{T}^m_h : K \subset \overline{K}\),
2. \(r^{0,m} \in H(div, \overline{K})\),
3. \(r^{0,m} \cdot \mathbf{n} = \delta^{0,m} \chi_{\overline{F}}\) on \(\partial \overline{K}\),
4. \(\nabla \cdot r^{0,m} = 0\) on \(\overline{K}\),
5. \(\|r^{0,m}\|_{\overline{K}} \leq C \kappa^{1/2} h^{1/2}_{\overline{K}} \|\delta^{0,m}\|_{\overline{F}}\).

Here \(\kappa\) is the local uniformity constant of assumption (2.1c) on the meshes and the constant \(C\) depends only on the shape-regularity constant \(\sigma\).

**Proof.** To prove this result, we proceed as follows. First, note that \(\overline{K}\) is partitioned into a set of elements \(K \in \mathcal{T}^m_h\). For every such \(K \in \mathcal{T}^m_h\), we define \(r|_K\) to be the element of \(RT_0(K) := P_0(K) + x P_0(K)\) such that \(r \cdot \mathbf{n} = \delta^{0,m} \chi_{\partial K} \chi_{\partial \overline{K}}\) on \(\partial K\). This can be done because, by property (1.2a) of the representation result Lemma 4.3 \(\delta^{0,m}\) is constant on \(\overline{F} \cap \partial K\).

Next, we introduce the solution \(\phi\) of the auxiliary problem

\[-\Delta \phi = \nabla \cdot r\text{ in }\overline{K}, \quad \mathbf{n} \cdot \nabla \phi = 0\text{ on }\partial \overline{K}, \quad \text{and } (\phi, 1)_{\overline{K}} = 0.\]

Note that \(\phi\) is well defined because of property (4.2b) of the representation result Lemma 4.3. Finally, we set \(r^{0,m} := r + \Pi^RT_0 \nabla \phi\), where \(\Pi^RT_0\) is the Raviart-Thomas projection onto the space \(RT_0(K)\) on each element \(K \in \mathcal{T}^m_h\) such that \(K \subset \overline{K}\).

Let us prove that this is the function we seek. Property (iii) holds by construction. Property (ii) also holds by construction since both \(r\) and \(\Pi^RT_0 \nabla \phi\) lie on \(H(div, \overline{K})\). Property (iv) follows from the definition of \(\phi\) and from the so-called
com mutativity property of the Raviart-Thomas projection. Property (i) follows from the simple fact that a divergence free function in $RT_0(K)$ must be constant, thus in $V(K)$: on each element $K \in T^n_{h^m} : K \subset \tilde{K}$, $r^{0,m}$ is divergence free (property (iv)) and is in $RT_0(K)$ since both $r$ and $\Pi^{RT}_0 \nabla \phi$ lie in $RT_0(K)$.

It remains to prove property (v). We have that
\[
\|r^{0,m}\|_{\tilde{K}} \leq \|r\|_{\tilde{K}} + \|(\text{Id} - \Pi^{RT}_0) \nabla \phi\|_{\tilde{K}} + \|\nabla \phi\|_{\tilde{K}} \\
\leq \|r\|_{\tilde{K}} + C \left( \max_{K \in T^n_{h^m} : K \subset \tilde{K}} h_K \right) \|\nabla \phi\|_{H^1(\tilde{K})} + \|\nabla \phi\|_{\tilde{K}},
\]
by the approximation properties of the Raviart-Thomas projection.

Now, from the definition of $\phi$, we get that
\[
\|\nabla \phi\|^2_{\tilde{K}} = - (r, \nabla \phi)_{\tilde{K}} + \langle \phi, r \cdot n \rangle_{\partial \tilde{K}} \\
= - (r, \nabla \phi)_{\tilde{K}} + \langle \phi, \delta^{0,m} \rangle_{\partial \tilde{K}} \\
\leq \|r\|_{\tilde{K}} \|\nabla \phi\|_{\tilde{K}} + \|\phi\|_{\partial \tilde{K}} \|\delta^{0,m}\|_{\tilde{F}} \\
\leq \|r\|_{\tilde{K}} \|\nabla \phi\|_{\tilde{K}} + Ch^{1/2}_{\tilde{K}} \|\nabla \phi\|_{\tilde{K}} \|\delta^{0,m}\|_{\tilde{F}},
\]
by the trace inequality and the fact that the average of $\phi$ of $\tilde{K}$ is equal to zero. This implies that
\[
\|\nabla \phi\|_{\tilde{K}} \leq \|r\|_{\tilde{K}} + Ch^{1/2}_{\tilde{K}} \|\delta^{0,m}\|_{\tilde{F}}.
\]
Also, note that, since the normal component of $\nabla \phi$ is zero on $\partial \tilde{K}$, we have that
\[
|\nabla \phi|_{H^1(\tilde{K})} = \|\Delta \phi\|_{\tilde{K}} = \|\nabla \cdot r\|_{\tilde{K}},
\]
by definition of $\phi$. We thus get that
\[
\|r^{0,m}\|_{\tilde{K}} \leq 2 \|r\|_{\tilde{K}} + C \left( \max_{K \in T^n_{h^m} : K \subset \tilde{K}} h_K \right) \|\nabla \cdot r\|_{\tilde{K}} + Ch^{1/2}_{\tilde{K}} \|\delta^{0,m}\|_{\tilde{F}}.
\]
Finally, a simple computation gives that
\[
\|r\|_{\tilde{K}} \leq C \left( \max_{K \in T^n_{h^m} : K \subset \tilde{K}} h_{\tilde{K}}^{1/2} \right) \|\delta^{0,m}\|_{\tilde{F}} \\
\leq Ch^{1/2}_{\tilde{K}} \|\delta^{0,m}\|_{\tilde{F}},
\]
and that
\[
\|\nabla \cdot r\|_{\tilde{K}} \leq C \left( \max_{K \in T^n_{h^m} : K \subset \tilde{K}} h_{\tilde{K}}^{-1/2} \right) \|\delta^{0,m}\|_{\tilde{F}} \\
\leq C \left( \max_{K \in T^n_{h^m} : K \subset \tilde{K}} h_K \right)^{-1} \kappa^{1/2} h_{\tilde{K}}^{1/2} \|\delta^{0,m}\|_{\tilde{F}},
\]
by the local uniformity assumption on the meshes (2.1c). This implies that
\[
\|r^{0,m}\|_{\tilde{K}} \leq C \kappa^{1/2} h^{1/2}_{\tilde{K}} \|\delta^{0,m}\|_{\tilde{F}}.
\]
This completes the proof.

The estimate we seek is the following.

**Lemma 4.6.** Let $\tilde{K}$ be the $(m-1)$-face of $K$ and $\tilde{F} := F \cap \partial \tilde{K}$. We have that
\[
|\langle \epsilon_h, \delta^{0,m} \rangle_{\tilde{F}}| \leq C \|c\|_{L^\infty(\tilde{K})} \kappa^{1/2} \|q_h - q\|_{\tilde{K}} h_{\tilde{K}}^{1/2} \|\delta^{0,m}\|_{\tilde{F}}.
\]
The constant $C$ depends only on the shape-regularity constant $\sigma$. 

Proof. Let $r^{0,m}$ be the auxiliary function of the previous lemma. Then
\[ \langle \epsilon_h, \delta^{0,m} \rangle_{\tilde{K}} = (\tilde{\epsilon}_h, r^{0,m} \cdot n)_{\partial \tilde{K}} \]
by property (iii) of Lemma 4.5
\[ = (c(q_h - q), r^{0,m})_{\tilde{K}} + (\epsilon_h, \nabla \cdot r^{0,m})_{\tilde{K}}, \]
by the first error equation (3.1a) with $r := r^{0,m}$, which is an allowed choice of test function $r$ by properties (i) and (ii) of Lemma 4.5 By property (iv) of Lemma 4.5 this implies that
\[ \langle \epsilon_h, \delta^{0,m} \rangle_{\tilde{K}} = (c(q_h - q), r^{0,m})_{\tilde{K}}, \]
and the result follows by property (v) of Lemma 4.5 This completes the proof. □

Corollary 4.7. We have that
\[ |\langle \epsilon_h, \delta^{0,m} \rangle_{F}| \leq C \|c\|_{L^\infty(\Omega)} (\kappa c \eta^{m-1-\ell} h_{K_F})^{1/2} \|q_h - q\|_{K_F} \|\delta^{0,m}\|_F. \]
The constant $C$ depends only on the shape-regularity constant $\sigma$.

Proof. By the fact that $F$ can be covered by the set of $F \cap \partial \tilde{K}$, with $\tilde{K} \in \tilde{T}_h^{m-1}(F, K)$,
\[ |\langle \epsilon_h, \delta^{0,m} \rangle_{F}| \leq \sum_{\tilde{K} \in \tilde{T}_h^{m-1}(F, K)} |\langle \epsilon_h, \delta^{0,m} \rangle_{F \cap \partial \tilde{K}}|, \]
and by the previous lemma
\[ |\langle \epsilon_h, \delta^{0,m} \rangle_{F}| \leq C \|c\|_{L^\infty(\Omega)} \sum_{\tilde{K} \in \tilde{T}_h^{m-1}(F, K)} (\kappa h_{\tilde{K}})^{1/2} \|q_h - q\|_{\tilde{K}} \|\delta^{0,m}\|_{\tilde{K}} \]
\[ \leq C \|c\|_{L^\infty(\Omega)} \max_{\tilde{K} \in \tilde{T}_h^{m-1}(F, K)} (\kappa h_{\tilde{K}})^{1/2} \|q_h - q\|_{K_F} \|\delta^{0,m}\|_F \]
\[ \leq C \|c\|_{L^\infty(\Omega)} (\kappa c \eta^{m-1-\ell} h_{K_F})^{1/2} \|q_h - q\|_{K_F} \|\delta^{0,m}\|_F, \]
by the local uniformity assumption (2.1c) and the local refinement assumption (2.1d) on the meshes. This completes the proof. □

Step 7: Proof of Lemma 4.4, estimate of $\langle \tilde{\epsilon}_h, \delta^{\perp} \rangle_{F}$. To estimate this quantity, we proceed as in the previous step. So, we begin by obtaining the following auxiliary result.

Lemma 4.8. Let $K'$ be any element in $T_h(F, K)$; set $F' := F \cap \partial K'$. Then there is a function $r^{\perp} : K' \to \mathbb{R}^d$ such that
\[ (i) \quad r^{\perp} \in \mathcal{V}(K'), \]
\[ (ii) \quad r^{\perp} \cdot n = \delta^{\perp} \chi_{F'} \text{ on } \partial K', \]
\[ (iii) \quad \nabla \cdot r^{\perp} = 0 \text{ on } K', \]
\[ (iv) \quad \|r^{\perp}\|_{K'} \leq C h_{K'}^{1/2} \|\delta^{\perp}\|_{F'}. \]
The constant $C$ depends only on the shape-regularity constant $\sigma$.

Proof. If $k(K') = 0$, then $\delta^{\perp} = 0$ by properties (4.3a) and (4.3b), and the result holds with $r^{\perp} := 0$. Let us now assume that $k(K') \geq 1$. By the definition of the BDM projection (see [4]) there is a unique function $r^{\perp} \in P_{k(K')}(K')$ such that
\[ \langle r^{\perp} \cdot n, \mu \rangle_{F''} = \langle \delta^{\perp}, \mu \rangle_{F'' \cap \Gamma} \quad \forall \mu \in P_{k(K')}(F'') \quad \text{for all faces } F'' \text{ of } K', \]
\[ \langle r^{\perp}, \nabla w \rangle_{K'} = \langle \delta^{\perp}, w - \tilde{w} \rangle_{F'} \quad \forall w \in P_{k(K')-1}(K'), \]
\[ \langle r^{\perp}, \eta \rangle_{K'} = 0 \quad \forall \eta \in \Phi_{k(K')}, \]
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Lemma 4.9. Let $K'$ be any simplex in $\mathcal{T}_h(F, K)$; set $F' := F \cap \partial K'$. Then we have
\[
| \langle \bar{\epsilon}_h, \delta^\perp \rangle_{F'} | \leq C \| c \|_{L^\infty(\Omega)} h^{1/2}_{K'} \| q_h - q \|_{K'} \| \delta^\perp \|_{F'}.
\]
The constant $C$ depends only on the shape-regularity constant $\sigma$.

Proof. Let $r^\perp$ be the auxiliary function of the previous lemma. Then, by property (ii) of Lemma 4.8,
\[
\langle \bar{\epsilon}_h, \delta^\perp \rangle_{F'} = \langle \hat{\epsilon}_h, r^\perp \cdot n \rangle_{\partial K'}
\]
by the first error equation (3.1a) with $r := r^\perp$, which we can do by property (i) of Lemma 4.8. By property (iii) of Lemma 4.8 this implies that
\[
\langle \bar{\epsilon}_h, \delta^\perp \rangle_{F'} = (c (q_h - q), r^\perp)_{K'} + \langle \hat{\epsilon}_h, \nabla \cdot r^\perp \rangle_{K'},
\]
and the result follows by property (iv) of Lemma 4.8. This completes the proof. □

Corollary 4.10. We have that
\[
| \langle \bar{\epsilon}_h, \delta^\perp \rangle_F | \leq C \| c \|_{L^\infty(\Omega)} h^{1/2}_{K'} \| q_h - q \|_{K_F} \| \delta^\perp \|_F.
\]
The constant $C$ depends only on the shape-regularity constant $\sigma$.

Proof. By the fact that $F$ can be covered by the set of $F \cap \partial K'$, with $K' \in \mathcal{T}_h(F, K),
\[
| \langle \bar{\epsilon}_h, \delta^\perp \rangle_F | \leq \sum_{K' \in \mathcal{T}_h(F, K)} | \langle \bar{\epsilon}_h, \delta^\perp \rangle_{F \cap \partial K'} |,
\]
and by the previous lemma,
\[
| \langle \bar{\epsilon}_h, \delta^\perp \rangle_F | \leq C \| c \|_{L^\infty(\Omega)} \sum_{K' \in \mathcal{T}_h(F, K)} h^{1/2}_{K'} \| q_h - q \|_{K'} \| \delta^\perp \|_{F'}
\]
\[
\leq C \| c \|_{L^\infty(\Omega)} h^{1/2}_{K_F} \| q_h - q \|_{K_F} \| \delta^\perp \|_F.
\]
This completes the proof. □

The proof of Lemma 3.4 is now complete.
5. Extensions and concluding remarks

Note that the same techniques presented in this paper can be used to analyze the hybridized Raviart-Thomas (RT) and the Brezzi-Douglas-Marini mixed methods for pure diffusion equations on the semimatching nonconforming meshes under consideration. A priori error estimates for the RT method were obtained in [9] for the variable-degree version of this method but only for conforming meshes.

Our analysis can also be easily extended to include the six HDG methods (and mixed methods) on $d$-dimensional rectangles (for $d = 2, 3$) considered in [15]. In fact, the only step that needs to be modified when the elements are $d$-dimensional rectangles is the key Lemma 4.4. Therefore, to prove this extension, we only need to ensure that the key Lemma 4.4 also holds in the case of $d$-dimensional rectangles. This is done by slightly modifying the proofs of Lemmas 4.5 and 4.8 as we are going to show below.

For the sake of completeness, let us describe the above-mentioned methods. We use $V(K)$, $W(K)$ and $M(F)$ to denote the local spaces. That is, the finite element spaces defined by (2.3) becomes

$$
V_h = \{ v | v \in L^2(\mathcal{T}_h) : v|_K \in V(K) \quad \forall K \in \mathcal{T}_h \},
$$

$$
W_h = \{ w | w \in L^2(\mathcal{T}_h) : w|_K \in W(K) \quad \forall K \in \mathcal{T}_h \},
$$

$$
M_h = \{ \mu | \mu \in L^2(\mathcal{E}_h) : \mu|_F \in M(F) \quad \forall F \in \mathcal{E}_h \}.
$$

We use $P_k(K)$ to denote the space of polynomials of total degree $k$ on $K$, $\hat{P}_k(K)$ the space of homogeneous polynomials of degree $k$. $P_k(K)$ denotes the space $[P_k(K)]^d$ and $\Phi_k(K)$ denotes the subspace of functions in $P_k(K)$ which are divergence-free and whose normal component on $\partial K$ is zero. We are ready to display three methods in Table 2 that have $M(F) = P_k(F)$. The mixed methods BDFM$_{[k+1]}$ and BDM$_{[k]}$ are well known and HDG$_Q^{[k]}$ was newly discovered in [15].

When $M(F) = Q_k(F)$, we display three methods in Table 3. The mixed method RT$_{[k]}$ is well known, TNT$_{[k]}$ and HDG$_Q^{[k]}$ were newly discovered in [15]. Here, $P_{\ell_1,\ell_2}(K)$ for $d = 2$ and $P_{\ell_1,\ell_2,\ell_3}(K)$ for $d = 3$ denote the space of polynomials of degree $\ell_i$ on the $i$th variable for $i = 1, \ldots, d$. The space of polynomials of degree $k$ in each variable is denoted by $Q_k(K)$ and its corresponding vector space by $Q_k(K)$. Moreover, we set

$$
\mathbf{H}^k(K) := \{ ((x^2 - x)x^{k-1}(aL_k(y) + b), (y^2 - y)y^{k-1}(cL_k(z) + d),
$$

$$
(z^2 - z)z^{k-1}(eL_k(x) + f)) : (a, b, c, d, e, f) \in \mathbb{R}^6 \},
$$

$$
\mathbf{H}^k_M(K) := \mathbf{H}^k(K) \oplus \{ ((x^2 - x)x^{k-1}L_k(y)L_k(z), 0, 0) \},
$$

where $L_k(x)$ denotes the scaled Legendre polynomial of degree $i$ on the interval $[0, 1]$.

Let us now show how to modify the proofs of Lemmas 4.5 and 4.8 in the case in which the elements are $d$-dimensional rectangles.

Modification of the proof of Lemma 4.5. To do this, we only need to replace $RT_0(K)$ by

$$
RT_{[0]}(K) = \begin{cases} 
P_{1,0} \times P_{0,1} & \text{for } d = 2, \\
P_{1,0} \times P_{0,1,0} \times P_{0,0,1} & \text{for } d = 3.
\end{cases}
$$
Table 2. Methods for which $M(F) = P_k(F), k \geq 0$.

<table>
<thead>
<tr>
<th>Method</th>
<th>$K$ is a square</th>
<th>$K$ is a cube</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$V(K)$</td>
<td>$W(K)$</td>
</tr>
<tr>
<td>BDFM$_{[k+1]}$</td>
<td>$P_{k+1}(K) \setminus {y^{k+1}} \times (P_{k+1}(K) \setminus {x^{k+1}})$</td>
<td>$P_k(K)$</td>
</tr>
<tr>
<td>HDG$_{[p]}$</td>
<td>$P_k(K)$</td>
<td>$P_k(K)$</td>
</tr>
<tr>
<td>$k \geq 1$</td>
<td>$\nabla \times (xyP_k(K))$</td>
<td>$\nabla \times (xyP_k(K))$</td>
</tr>
</tbody>
</table>

Table 3. Methods for which $M(F) = Q_k(F), k \geq 0$.

<table>
<thead>
<tr>
<th>Method</th>
<th>$K$ is a square</th>
<th>$K$ is a cube</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$V(K)$</td>
<td>$W(K)$</td>
</tr>
<tr>
<td>RT$_{[k]}$</td>
<td>$P_{k+1,k+1}(K)$ $\times P_{k,k+1}(K)$</td>
<td>$Q_k(K)$</td>
</tr>
<tr>
<td>TNT$_{[k]}$</td>
<td>$Q_k(K)$ $\oplus {(x^{k+1}, 0), (0, y^{k+1})}$ $\oplus {(x^{k+1}, y^{k}), 0}$</td>
<td>$Q_k(K)$</td>
</tr>
<tr>
<td>HDG$_{[Q]}$</td>
<td>$Q_k(K)$ $\oplus {(x^{k+1}, 0), (0, y^{k+1})}$</td>
<td>$Q_k(K)$</td>
</tr>
</tbody>
</table>

and $\Pi^{RT}_{[0]}$. To verify that $\mathbf{r}^{0,m}$ is the function that we seek, the only different (and tedious) part is to check the fact that divergence free functions in $RT_{[0]}(K)$ are in $V(K)$ for all the elements listed in Table 2 and Table 3. This is indeed the case.

Modification of the proof of Lemma 4.8. For the three methods in Table 2 using $M(F) = P_k(F)$, no change is needed since $P_{k(K')} (K') \subset V(K')$. For the other three methods in Table 3 using $M(F) = Q_k(F)$, we simply need to change the projection above defining $\mathbf{r}^\perp$ to the the following so-called TNT projection, see [14, 15]. That is, $\mathbf{r}^\perp$ is defined to be the unique function in $Q_{k(K')} (K')$ such that

$$\langle \mathbf{r}^\perp \cdot \mathbf{n}, \mu \rangle_{F''} = \langle \delta^\perp, \mu \rangle_{F'' \cap F'} \quad \forall \mu \in Q_{k(K')} (F'') \quad \text{for all faces } F'' \text{ of } K',$$

$$\langle \mathbf{r}^\perp, \nabla w \rangle_{K'} = \langle \delta^\perp, w - \mathbf{w} \rangle_{F'} \quad \forall w \in Q_{k(K')} (K'),$$

$$\langle \mathbf{r}^\perp, \eta \rangle_{K'} = 0 \quad \forall \eta \in \Phi^Q_{k(K')} ,$$

where $\Phi^Q_{k(K')}$ is the subset of divergence-free functions in $Q_{k(K')} (K')$ that have zero normal component on $\partial K'$.
APPENDIX A. ESTIMATE OF $Z_P$

Here, we prove the estimate (2.13). To do that, we begin by noting that, by definition (see Theorem 2.1) we have that

$$Z_P = (P_M - P_M)(q \cdot n + \tau u + (u - P_M)u) \cdot n)$$

by the assumption $A2$ on $\tau$. Now, pick any $K \in \mathcal{T}_P h$ and let $\Pi_k$ and $\Pi_k$ be the $L^2(K)$-projections into $\mathcal{P}_k(K)$ and $\mathcal{P}_k$, respectively. Then we have, for $k := k(K) \leq k(F)$ for any $F \in \mathcal{F}(K)$, that

$$Z_P = (P_M - P_M)((q - \Pi_k q) \cdot n) + \tau(P_M - P_M)(u - \Pi_k u)$$

and thus

$$Z_P = (P_M - P_M)((q - \Pi_k q) \cdot n) + \tau(P_M - P_M)(u - \Pi_k u)$$

since we have that $k = k(K) \leq k(F)$ for any $F \subset \partial K$. Finally,

$$Z_P = (P_M - P_M)((q - \Pi_k q) \cdot n) + \tau(P_M - P_M)(u - \Pi_k u)$$

since $(P_M - P_M)(u - P_Mu) = 0$ and since $v_0$ is a constant on each face $F \in \mathcal{F}(K)$; see (3.2). This readily implies that

$$\|Z_P\|_{\partial K} \leq 2\|\Pi_k q - q\|_{\partial K} + 2\|\tau\|_{L^\infty(\partial K)} + h\|v\|_{W^{1,\infty}(K)}\|\Pi_k u - u\|_{\partial K}$$

by Lemma 3.9 of [16]. Finally, invoking the definition of $w$, (2.11b), gives

$$\|Z_P\|_{\partial K, w} \leq C \ h^{k(K) + \frac{1}{2}} D_K(q, u).$$

This completes the proof of the estimate (2.13).
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