ON THE GENERALIZED FISCHER-BURMEISTER MERIT FUNCTION FOR THE SECOND-ORDER CONE COMPLEMENTARITY PROBLEM
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Abstract. It has been an open question whether the family of merit functions \( \psi_p (p > 1) \), the generalized Fischer-Burmeister (FB) merit function, associated to the second-order cone is smooth or not. In this paper we answer it partly, and show that \( \psi_p \) is smooth for \( p \in (1, 4) \), and we provide the condition for its coerciveness. Numerical results are reported to illustrate the influence of \( p \) on the performance of the merit function method based on \( \psi_p \).

1. Introduction

Given two continuously differentiable mappings \( F, G : \mathbb{R}^n \to \mathbb{R}^n \), we consider the second-order cone complementarity problem (SOCCP): to seek a \( \zeta \in \mathbb{R}^n \) such that
\[
F(\zeta) \in \mathcal{K}, \quad G(\zeta) \in \mathcal{K}, \quad \langle F(\zeta), G(\zeta) \rangle = 0,
\]
where \( \langle \cdot, \cdot \rangle \) denotes the Euclidean inner product that induces the norm \( \| \cdot \| \), and \( \mathcal{K} \) is the Cartesian product of a group of second-order cones (SOCs). In other words,
\[
\mathcal{K} = \mathcal{K}^{n_1} \times \mathcal{K}^{n_2} \times \cdots \times \mathcal{K}^{n_m},
\]
where \( n_1, \ldots, n_m \geq 1 \), \( n_1 + \cdots + n_m = n \), and \( \mathcal{K}^{n_i} \) is the SOC in \( \mathbb{R}^{n_i} \) defined by
\[
\mathcal{K}^{n_i} := \{(x_{i1}, x_{i2}) \in \mathbb{R} \times \mathbb{R}^{n_i-1} \mid x_{i1} \geq \|x_{i2}\|\}.
\]

As an extension of the nonlinear complementarity problem (NCP) over the nonnegative orthant cone \( \mathbb{R}^n_+ \) (see [13]), the SOCCP has important applications in engineering problems [21] and robust Nash equilibria [19]. In particular, it also
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arises from the suitable reformulation for the Karush-Kuhn-Tucker (KKT) optimality conditions of the nonlinear second-order cone programming (SOCP):

$$\begin{align*}
\text{minimize} & \quad f(x) \\
\text{subject to} & \quad Ax = b, \quad x \in K,
\end{align*}$$

where $f: \mathbb{R}^n \to \mathbb{R}$ is a twice continuously differentiable function, $A$ is an $m \times n$ real matrix with full row rank, and $b \in \mathbb{R}^m$. It is well known that the SOCP has very wide applications in engineering design, control, management science, and so on; see [1, 25] and the references therein.

In the past several years, there have been various methods proposed for SOCPs and SOCCPs. They include the interior-point methods [2, 26, 28, 31, 33], the smoothing Newton methods [11, 15, 18], the semismooth Newton methods [22, 34], and the merit function methods [4, 12]. The merit function method aims to seek a smooth (continuously differentiable) function $\psi: \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}_+^{+}$ satisfying

$$\psi(x, y) = 0 \iff x \in K, \quad y \in K, \quad \langle x, y \rangle = 0,$$

so that the SOCCP can be reformulated as an unconstrained minimization problem

$$\min_{\zeta \in \mathbb{R}^n} \Psi(\zeta) := \psi(F(\zeta), G(\zeta))$$

in the sense that $\zeta^*$ is a solution to (1) if and only if it solves (5) with zero optimal value. We call such $\psi$ a merit function associated with $K$. Note that the smooth merit functions also play a key role in the globalization of semismooth and smoothing Newton methods.

This paper is concerned with the generalized Fischer-Burmeister (FB) merit function

$$\psi_p(x, y) := \frac{1}{2}\|\phi_p(x, y)\|^2,$$

where $p$ is a fixed real number from $(1, +\infty)$, and $\phi_p: \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n$ is defined by

$$\phi_p(x, y) := \sqrt{|x|^p + |y|^p} - (x + y)$$

with $|x|^p$ being the vector-valued function (or Löwner function) associated with $|t|^p$ ($t \in \mathbb{R}$) (see Section 2 for the definition). Clearly, when $p = 2$, $\psi_p$ reduces to the FB merit function

$$\psi_{FB}(x, y) := \frac{1}{2}\|\phi_{FB}(x, y)\|^2,$$

where $\phi_{FB}: \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n$ is the FB SOC complementarity function defined by

$$\phi_{FB}(x, y) := \sqrt{x^2 + y^2} - (x + y),$$

with $x^2 = x \circ x$ being the Jordan product of $x$ with itself, and $\sqrt{x}$ with $x \in K$ being the unique vector such that $\sqrt{x} \circ \sqrt{x} = x$. The function $\psi_{FB}$ is shown to be a smooth merit function with globally Lipschitz continuous derivative [10, 12]. Such a desirable property is also proved for the FB matrix-valued merit function [30, 32].

In this paper, we study the favorable properties of $\psi_p$. The motivations for us to study this family of merit functions are as follows. In the setting of NCPs, $\psi_p$ is shown to share all favorable properties as the FB merit function holds (see [9, 8]), and the performance profile in [5] indicates that the semismooth Newton method based on $\phi_p$ with a smaller $p$ has better performance than a larger $p$. Thus, it is very natural to ask whether $\psi_p$ has the desirable properties of the FB merit function or not in the setting of SOCCPs, and what performance the merit function method

and the Newton-type methods based on $\phi_p$ display with respect to $p$. This work is the first step in resolving these questions. Although there are some papers \cite{key-3, key-6, key-12} to study the smoothness of merit functions for the SOCCPs, the analysis techniques therein are not applicable for the general function $\psi_p$. We wish that the analysis technique of this paper would be helpful in handling general Löwner operators.

The main contribution of this paper is to show that $\psi_p$ with $p \in (1, 4)$ is a smooth merit function associated with $\mathcal{K}$, and to establish the coerciveness of $\Psi_p(\zeta) := \psi_p(F(\zeta), G(\zeta))$ under the uniform Jordan $P$-property and the linear growth of $F$.

Throughout this paper, we will focus on the case of $\mathcal{K} = \mathcal{K}^n$, and all the analysis can be carried over to the general case where $\mathcal{K}$ is the Cartesian product of $\mathcal{K}^n$. To this end, for any given $x \in \mathbb{R}^n$ with $n > 1$, we write $x = (x_1, x_2)$ where $x_1$ is the first component of $x$, and $x_2$ is the column vector consisting of the rest components of $x$; and let $\overline{x}_2 = \frac{x_2}{\|x_2\|}$ whenever $x_2 \neq 0$, and otherwise let $\overline{x}_2$ be an arbitrary vector in $\mathbb{R}^{n-1}$ with $\|\overline{x}_2\| = 1$. We denote $\text{int}\mathcal{K}^n$, $\text{bd}\mathcal{K}^n$, and $\text{bd}^+\mathcal{K}^n$ by the interior, the boundary, and the boundary excluding the origin, respectively, of $\mathcal{K}^n$. For any $x, y \in \mathbb{R}^n$, $x \geq_{\mathcal{K}^n} y$ means $x - y \in \mathcal{K}^n$; and $x >_{\mathcal{K}^n} y$ means $x - y \in \text{int}\mathcal{K}^n$. For a real symmetric matrix $A$, we write $A \succeq 0$ (respectively, $A > 0$) to mean that $A$ is positive semidefinite (respectively, positive definite). For a differentiable mapping $F : \mathbb{R}^n \to \mathbb{R}^m$, $\nabla F(x)$ denotes the transposed Jacobian of $F$ at $x$. For nonnegative $\alpha$ and $\beta$, $\alpha = O(\beta)$ means $\alpha \leq C\beta$ for some $C > 0$ independent of $\alpha$ and $\beta$. The notation $I$ always represents an identity matrix of appropriate dimension.

2. Preliminaries

The Jordan product of any two vectors $x$ and $y$ associated with $\mathcal{K}^n$ (see \cite{key-14}) is defined as

$$x \circ y := ((x, y), y_1x_2 + x_1y_2).$$

The Jordan product, unlike scalar or matrix multiplication, is not associative, which is a main source of complication in the analysis of SOCCP. The identity element under this product is $e = (1, 0, \ldots, 0)^T \in \mathbb{R}^n$. For any given $x \in \mathbb{R}^n$, define $L_x : \mathbb{R}^n \to \mathbb{R}^n$ by

$$L_xy := \begin{bmatrix} x_1 & x_2 \end{bmatrix} y = x \circ y \quad \forall y \in \mathbb{R}^n.$$ 

Recall from \cite{key-14} that each $x \in \mathbb{R}^n$ has a spectral factorization associated with $\mathcal{K}^n$:

$$x = \lambda_1(x)u_1^{(1)} + \lambda_2(x)u_2^{(2)},$$

where $\lambda_i(x)$ and $u_i^{(i)}$ for $i = 1, 2$ are the spectral values of $x$ and the corresponding spectral vectors, respectively, defined by

$$\lambda_i(x) := x_1 + (-1)^i\|x_2\| \quad \text{and} \quad u_i^{(i)} := \frac{1}{2} \left( 1, (-1)^i\overline{x}_2 \right).$$

The factorization is unique when $x_2 \neq 0$. The following lemma states the relation between the spectral factorization of $x$ and the eigenvalue decomposition of $L_x$.

**Lemma 2.1** (\cite{key-14, key-15}). For any given $x \in \mathbb{R}^n$, let $\lambda_1(x), \lambda_2(x)$ be the spectral values of $x$, and let $u_1^{(1)}, u_2^{(2)}$ be the corresponding spectral vectors. Then, we have

$$L_x = U_x \text{diag}(\lambda_2(x), x_1, \ldots, x_1, \lambda_1(x)) U_x^T$$
with \( U_x = [\sqrt[2]{u_x^{(2)}} \ u_x^{(3)} \ \cdots \ u_x^{(n)} \ \sqrt[2]{u_x^{(1)}}] \in \mathbb{R}^{n \times n} \) being an orthogonal matrix, where \( u_x^{(i)} = (0, \overline{v_i}) \) for \( i = 3, \ldots, n \) with \( \overline{v_1}, \ldots, \overline{v_n} \) being any unit vectors to span the linear subspace orthogonal to \( x_2 \).

By Lemma 2.1 clearly, \( L_x \geq 0 \) if (if and only if) \( x \succeq_{\mathcal{K}^n} 0 \), \( L_x > 0 \) iff \( x \succ_{\mathcal{K}^n} 0 \), and \( L_x \) is invertible iff \( x_1 \neq 0 \) and \( \det(x) := x_1^2 - \|x_2\|^2 \neq 0 \). Also, if \( L_x \) is invertible,

\[
L_x^{-1} = \frac{1}{\det(x)} \begin{bmatrix}
    x_1 & -x_2 \\
    -x_2 & \frac{\det(x)}{x_1} I + \frac{1}{x_1} x_2 x_2^T
\end{bmatrix}.
\]

Given a scalar function \( g : \mathbb{R} \to \mathbb{R} \), define a vector function \( g^{soc} : \mathbb{R}^n \to \mathbb{R}^n \) by

\[
g^{soc}(x) := g(\lambda_1(x))u_x^{(1)} + g(\lambda_2(x))u_x^{(2)}.
\]

If \( g \) is defined on a subset of \( \mathbb{R} \), then \( g^{soc} \) is defined on the corresponding subset of \( \mathbb{R}^n \). The definition of \( g^{soc} \) is unambiguous whether \( x_2 \neq 0 \) or \( x_2 = 0 \). In this paper, we often use the vector-valued functions associated with \( |t|^p \) (\( t \in \mathbb{R} \)) and \( \sqrt[p]{t} \) (\( t \geq 0 \)), respectively, written as

\[
|x|^p := |\lambda_1(x)|^p u_x^{(1)} + |\lambda_2(x)|^p u_x^{(2)} \quad \forall x \in \mathbb{R}^n,
\]

\[
\sqrt[p]{x} := \sqrt[p]{\lambda_1(x)} u_x^{(1)} + \sqrt[p]{\lambda_2(x)} u_x^{(2)} \quad \forall x \in \mathcal{K}^n.
\]

The two functions show that \( \phi_p \) in (7) is well defined for any \( x, y \in \mathbb{R}^n \).

We next present four lemmas that will often be used in the subsequent analysis.

**Lemma 2.2** ([23, 24]). For any given \( 0 \leq \rho \leq 1 \), \( \xi^\rho \succeq_{\mathcal{K}^n} \eta^\rho \) when \( \xi \succeq_{\mathcal{K}^n} \eta \succeq_{\mathcal{K}^n} 0 \).

**Lemma 2.3.** For any nonnegative real numbers \( a \) and \( b \), the following results hold:

(a): \( (a + b)^\rho \geq a^\rho + b^\rho \) if \( \rho > 1 \), and the equality holds iff \( ab = 0 \);

(b): \( (a + b)^\rho \leq a^\rho + b^\rho \) if \( 0 < \rho < 1 \), and the equality holds iff \( ab = 0 \).

**Proof.** Without loss of generality, we assume that \( a \leq b \) and \( b > 0 \). Consider the function \( h(t) = (t + 1)^\rho - (t^\rho + 1) \) (\( t \geq 0 \)). It is easy to verify that \( h \) is increasing on \( [0, +\infty) \) when \( \rho > 1 \). Hence, \( h(a/b) \succeq h(0) = 0 \), i.e., \( (a + b)^\rho \succeq a^\rho + b^\rho \). Also, \( h(a/b) = h(0) \) if and only if \( a/b = 0 \). That is, \( (a + b)^\rho = a^\rho + b^\rho \) if and only if \( ab = 0 \). This proves part (a). Note that \( h \) is decreasing on \( [0, +\infty) \) when \( 0 < \rho < 1 \), and a similar argument leads to part (b). \( \square \)

**Lemma 2.4.** For any \( \xi, \eta \in \mathcal{K}^n \), if \( \xi + \eta \in \text{bd}\mathcal{K}^n \), then one of the following cases must hold: (i) \( \xi = 0, \eta \in \text{bd}\mathcal{K}^n \); (ii) \( \xi \in \text{bd}\mathcal{K}^n, \eta = 0 \); (iii) \( \xi = \gamma \eta \) for some \( \gamma > 0 \) with \( \eta \in \text{bd}^+\mathcal{K}^n \).

**Proof.** From \( \xi, \eta \in \mathcal{K}^n \) and \( \xi + \eta \in \text{bd}\mathcal{K}^n \), we immediately obtain that

\[
\|\xi_2\| + \|\eta_2\| \leq \|\xi_2 + \eta_2\| = \xi_1 + \eta_1 \geq \|\xi_2\| + \|\eta_2\|.
\]

This shows that \( \xi_2 = 0 \), or \( \eta_2 = 0 \), or \( \xi_2 = \gamma \eta_2 \neq 0 \) for some \( \gamma > 0 \). Substituting \( \xi_2 = 0 \), or \( \eta_2 = 0 \), or \( \xi_2 = \gamma \eta_2 \) into \( \|\xi_2 + \eta_2\| = \xi_1 + \eta_1 \) yields the result. \( \square \)

To close this section, we show that \( \phi_p \) in (7) is an SOC complementarity function, and then its squared norm \( \psi_p \) is a merit function associated with \( \mathcal{K}^n \).

**Lemma 2.5.** Let \( \phi_p \) be defined by (7). Then, for any \( x, y \in \mathbb{R}^n \), it holds that

\[
\phi_p(x, y) = 0 \iff x \in \mathcal{K}^n, \ y \in \mathcal{K}^n, \ \langle x, y \rangle = 0.
\]
Proof. “⇐”. From Proposition 6, there exists a Jordan frame \( \{u^{(1)}, u^{(2)}\} \) such that \( x = \lambda_1 u^{(1)} + \lambda_2 u^{(2)} \) and \( y = \mu_1 u^{(1)} + \mu_2 u^{(2)} \) with \( \lambda_i, \mu_i \geq 0 \) for \( i = 1, 2 \). Then,
\[
(x + y)^p = (\lambda_1 + \mu_1)^p u^{(1)} + (\lambda_2 + \mu_2)^p u^{(2)},
\]
\[
x^p + y^p = (\lambda_1^p + \mu_1^p) u^{(1)} + (\lambda_2^p + \mu_2^p) u^{(2)}.
\]
Since \( 0 = 2 \langle x, y \rangle = \lambda_1 \mu_1 + \lambda_2 \mu_2 \) implies \( \lambda_1 \mu_1 = \lambda_2 \mu_2 = 0 \), from the last two equalities and Lemma 2.3(a) we obtain \( \phi_p(x, y) = 0 \), and then \( \phi_p(x, y) = 0 \).

“⇒”. Since \( \phi_p(x, y) = 0 \), we have \( x = \sqrt{|x|^p + |y|^p - y} \geq (2(x, y))^{\frac{1}{p}} \). Noting that \( x = \sqrt{|x|^p + |y|^p - y} \) and \( (x, y) = 0 \), we have \( \phi_p(x, y) = 0 \), and then
\[
(\lambda_1(x + y))^p + (\lambda_2(x + y))^p = (\lambda_1(x))^p + (\lambda_2(x))^p + (\lambda_1(y))^p + (\lambda_2(y))^p.
\]
Noting that \( h(t) = (t_0 + t)^p + (t_0 - t)^p \) for a fixed \( t_0 \geq 0 \) is increasing on \( [0, t_0] \), we also have
\[
[\lambda_1(x + y)]^p + [\lambda_2(x + y)]^p \geq (x_1 + y_1 - \|x_2\| + \|y_2\|)^p + (x_1 + y_1 + \|x_2\| - \|y_2\|)^p
\]
\[
(\lambda_1(x) + \lambda_2(y))^p + (\lambda_2(x) + \lambda_1(y))^p
\]
\[
\geq (\lambda_1(x))^p + (\lambda_2(y))^p + (\lambda_2(x))^p + (\lambda_1(y))^p,
\]
where the last inequality is due to Lemma 2.3(a) and \( x, y \in K^n \). The last two equations imply that all the inequalities on the right-hand side of (12) become equalities. Therefore,
\[
\|x_2 + y_2\| = \|x_2\| - \|y_2\|, \quad \lambda_1(x)\lambda_2(y) = 0, \quad \lambda_2(x)\lambda_1(y) = 0.
\]
Assume that \( x_2 \neq 0 \) and \( y_2 \neq 0 \). Since \( x, y \in K^n \), from the equalities in (13), we get \( x_1 = \|x_2\|, y_1 = \|y_2\| \), and \( x_2 = \gamma y_2 \) for some \( \gamma < 0 \), which implies \( \langle x, y \rangle = 0 \). When \( x_2 = 0 \) or \( y_2 = 0 \), using the continuity of the inner product yields \( \langle x, y \rangle = 0 \).

\section{3. Differentiability of \( \psi_p \)}

Unless otherwise stated, in the rest of this paper, we assume that \( p > 1 \) with \( q = (1 - p^{-1})^{-1} \), and \( g^{soc} \) is the vector-valued function associated with \( |t|^p \) (\( t \in \mathbb{R} \)), i.e., \( g^{soc}(x) = |x|^p \). For any \( x, y \in \mathbb{R}^n \), we define
\[
w = w(x, y) := |x|^p + |y|^p \quad \text{and} \quad z = z(x, y) := \sqrt{|x|^p + |y|^p}.
\]
By definitions of \( |x|^p \) and \( |y|^p \), clearly,
\[
w_1 := w_1(x, y) = \frac{|\lambda_2(x)|^p + |\lambda_1(x)|^p}{2} + \frac{|\lambda_2(y)|^p + |\lambda_1(y)|^p}{2},
\]
\[
w_2 := w_2(x, y) = \frac{|\lambda_2(x)|^p - |\lambda_1(x)|^p}{2} \overline{x}_2 + \frac{|\lambda_2(y)|^p - |\lambda_1(y)|^p}{2} \overline{y}_2,
\]
where \( \overline{x}_2 = \frac{x_2}{\|x_2\|} \) if \( x_2 \neq 0 \), and otherwise \( \overline{x}_2 \) is an arbitrary vector in \( \mathbb{R}^{n-1} \) with \( \|\overline{x}_2\| = 1 \), and \( \overline{y}_2 \) has a similar definition.

Noting that \( z(x, y) = \sqrt[2]{w(x, y)} \), we have
\[
z_1 = z_1(x, y) = \frac{\sqrt[2]{\lambda_2(w) + \lambda_1(w)}}{2},
\]
\[
z_2 = z_2(x, y) = \frac{\sqrt[2]{\lambda_2(w) - \lambda_1(w)}}{2} \overline{w}_2,
\]
where $\overline{w}_2 = \frac{w_2}{\|w_2\|}$ if $w_2 \neq 0$, and otherwise $\overline{w}_2$ is an arbitrary vector in $\mathbb{R}^{n-1}$ with $\|\overline{w}_2\| = 1$.

To study the differentiability of $\psi_p$, we need the following two crucial lemmas. The first one gives the properties of the points $(x, y)$ satisfying $w(x, y) \in \text{bd} \mathcal{K}_n$, and the second one provides a sufficient characterization for the continuously differentiable points of $z(x, y)$.

**Lemma 3.1.** For any $(x, y)$ with $w(x, y) \in \text{bd} \mathcal{K}_n$, we have the following equalities:

$$
\begin{align*}
  w_1(x, y) &= \|w_2(x, y)\| = 2^{p-1}(|x_1|^p + |y_1|^p), \\
  x_1^2 &= \|x_2\|^2, \quad y_1^2 = \|y_2\|^2, \quad x_1y_1 = x_2^T y_2, \quad x_1y_2 = y_1x_2.
\end{align*}
$$

(17)

If, in addition, $w_2(x, y) \neq 0$, the following equalities hold with $\overline{w}_2(x, y) = \frac{w_2(x, y)}{\|w_2(x, y)\|}$:

$$
\begin{align*}
  x_2^T \overline{w}_2(x, y) &= x_1, \quad x_1 \overline{w}_2(x, y) = x_2, \quad y_2^T \overline{w}_2(x, y) = y_1, \quad y_1 \overline{w}_2(x, y) = y_2.
\end{align*}
$$

(18)

**Proof.** Fix any $(x, y)$ with $w(x, y) \in \text{bd} \mathcal{K}_n$. Since $|x|^p, |y|^p \in \mathcal{K}_n$, applying Lemma 2.4 with $\xi = |x|^p$ and $\eta = |y|^p$, we have $|x|^p \in \text{bd} \mathcal{K}_n$ and $|y|^p \in \text{bd} \mathcal{K}_n$. This means that $\lambda_2(x)|x|^p, \lambda_1(x)|x|^p = 0$ and $\lambda_2(y)|y|^p, \lambda_1(y)|y|^p = 0$. So, $x_1^2 = \|x_2\|^2$ and $y_1^2 = \|y_2\|^2$.

Substituting this into $w_1(x, y)$, we readily obtain $w_1(x, y) = 2^{p-1}(|x_1|^p + |y_1|^p)$.

To prove other equalities in (17) and (18), we first consider the case where $x_1 + \|x_2\| = 0$ and $y_1 - \|y_2\| = 0$ with $x_2 \neq 0$ and $y_2 \neq 0$. Under this case,

$$
\begin{align*}
  w_1 &= \frac{\lambda_1(x)|x|^p + \lambda_2(y)|y|^p}{2} \left( \frac{\lambda_1(x)|x|^p}{\|x_2\|^2} x_2 - \frac{\lambda_2(y)|y|^p}{\|y_2\|^2} y_2 \right) = \|w_2\|,
\end{align*}
$$

which implies that $x_2^T y_2 = -\|x_2\||y_2\| = x_1y_1$. Together with $x_1^2 = \|x_2\|^2$ and $y_1^2 = \|y_2\|^2$, we have that $x_1y_2 = y_1x_2$. From the definition of $w_2$, it follows that

$$
\begin{align*}
  x_2^T w_2 &= -\frac{\lambda_1(x)|x|^p}{2} \|x_2\|^2 + \frac{\lambda_2(y)|y|^p}{2} \frac{x_1y_1}{\|y_2\|^2} = 2^{p-1} \left( |x_1|^p + |y_1|^p \right) x_1 = \|w_2\| x_1, \\
  x_1w_2 &= -\frac{\lambda_1(x)|x|^p}{2} \frac{x_1x_2}{\|x_2\|^2} + \frac{\lambda_2(y)|y|^p}{2} \frac{y_1x_2}{\|y_2\|^2} = 2^{p-1} \left( |x_1|^p + |y_1|^p \right) x_2 = \|w_2\| x_2.
\end{align*}
$$

Similarly, we also have $y_2^T w_2 = \|w_2\| y_1$ and $y_1^T w_2 = \|w_2\| y_2$. The above arguments show that equations (17) and (18) hold under the case where $x_1 = -\|x_2\|, y_1 = \|y_2\|$. Using the same arguments, we can prove that (17) and (18) hold under any one of the following cases: $x_1 = -\|x_2\|, y_1 = \|y_2\|$; or $x_1 = -\|x_2\|, y_1 = -\|y_2\|$.

**Lemma 3.2.** $z(x, y)$ is continuously differentiable at $(x, y)$ with $w(x, y) \in \text{int} \mathcal{K}_n$, and

$$
\begin{align*}
  \nabla z(x, y) &= \nabla g^{\text{soc}}(x) \nabla g^{\text{soc}}(z)^{-1}, \quad \text{and} \quad \nabla y z(x, y) = \nabla g^{\text{soc}}(y) \nabla g^{\text{soc}}(z)^{-1},
\end{align*}
$$

where $\nabla g^{\text{soc}}(z)^{-1} = (p \sqrt{\lambda_2(w)})^{-1} I$ if $w_2 = 0$, and otherwise

$$
\begin{align*}
  \nabla g^{\text{soc}}(z)^{-1} &= \frac{1}{2p} \begin{bmatrix}
\frac{1}{\sqrt{\lambda_2(w)}} & \frac{1}{\sqrt{\lambda_1(w)}} \\
\frac{\sqrt{\lambda_2(w)}}{\lambda_2(w)} & \frac{\sqrt{\lambda_1(w)}}{\lambda_1(w)}
\end{bmatrix} - \begin{bmatrix}
\frac{\sqrt{\lambda_2(w)}}{\lambda_2(w)} & \frac{\sqrt{\lambda_1(w)}}{\lambda_1(w)} \\
\frac{\sqrt{\lambda_1(w)}}{\lambda_2(w)} & \frac{\sqrt{\lambda_2(w)}}{\lambda_1(w)}
\end{bmatrix} \begin{bmatrix}
\frac{\sqrt{\lambda_2(w)}}{\lambda_2(w)} & \frac{\sqrt{\lambda_1(w)}}{\lambda_1(w)} \\
\frac{\sqrt{\lambda_1(w)}}{\lambda_2(w)} & \frac{\sqrt{\lambda_2(w)}}{\lambda_1(w)}
\end{bmatrix},
\end{align*}
$$

(19)

**Proof.** Since $|t|^p (t \in \mathbb{R})$ and $\sqrt{t} (t > 0)$ are continuously differentiable, by Proposition 5.2 or Proposition 5.3, the functions $g^{\text{soc}}(x)$ and $\sqrt{x}$ are continuously differentiable in $\mathbb{R}^n$ and $\text{int} \mathcal{K}_n$, respectively. This implies the first part of this
lemma. A simple calculation gives the expression of $\nabla z(x,y)$. By the formula in [15, Proposition 5.2],

$$\nabla g^{soc}(x) = \begin{cases} p \, \text{sign}(x_1)|x_1|^{p-1}I & \text{if } x_2 = 0; \\
\begin{bmatrix} b(x) \\ c(x)\bar{x}_2 \\ a(x) + (b(x) - a(x))\bar{x}_2\bar{x}_2^T \end{bmatrix} & \text{if } x_2 \neq 0,
\end{cases}$$

where

$$\bar{x}_2 = \frac{x_2}{\|x_2\|}, \quad a(x) = \frac{|\lambda_2(x)|^p - |\lambda_1(x)|^p}{\lambda_2(x) - \lambda_1(x)},$$

$$b(x) = \frac{p}{2} \left[ \text{sign}(\lambda_2(x))|\lambda_2(x)|^{p-1} + \text{sign}(\lambda_1(x))|\lambda_1(x)|^{p-1} \right],$$

$$c(x) = \frac{p}{2} \left[ \text{sign}(\lambda_2(x))|\lambda_2(x)|^{p-1} - \text{sign}(\lambda_1(x))|\lambda_1(x)|^{p-1} \right].$$

We next derive the formula of $\nabla g^{soc}(z)^{-1}$. When $w_2 = 0$, we have $\lambda_1(w) = \lambda_2(w) = w_1 > 0$, which by (16) implies $z_1 = \sqrt{w_1}$ and $z_2 = 0$. From formula (19), it then follows that $\nabla g^{soc}(z) = p|z_1|^{p-1}I = p\sqrt{w_1}I$. Consequently, $\nabla g^{soc}(z)^{-1} = \frac{1}{p\sqrt{w_1}}I$.

When $w_2 \neq 0$, since $\sqrt{\lambda_2(w)} > \sqrt{\lambda_1(w)}$, we have $z_2 \neq 0$ and $\bar{z}_2 = \frac{z_2}{\|z_2\|} = \bar{w}_2$ by (16). Using the expression of $\nabla g^{soc}(z)$, it is easy to verify that $b(z) + c(z)$ and $b(z) - c(z)$ are the eigenvalues of $\nabla g^{soc}(z)$ with $(1,\bar{w}_2)$ and $(1,-\bar{w}_2)$ being the corresponding eigenvectors, and $a(z)$ is the eigenvalue of multiplicity $n - 2$ with corresponding eigenvectors of the form $(0,\bar{v}_i)$, where $\bar{v}_1, \ldots, \bar{v}_{n-2}$ are any unit vectors in $\mathbb{R}^{n-1}$ that span the subspace orthogonal to $w_2$. Hence,

$$\nabla g^{soc}(z) = U\text{diag}(b(z) - c(z), a(z), \ldots, a(z), b(z) + c(z))U^T,$$

where $U = [u_1 \; u_2 \; \cdots \; u_{n-2} \; u_2] \in \mathbb{R}^{n \times n}$ is an orthogonal matrix with

$$u_1 = \begin{pmatrix} 1 \\ -\bar{w}_2 \end{pmatrix}, \quad u_2 = \begin{pmatrix} 1 \\ \bar{w}_2 \end{pmatrix}, \quad v_i = \begin{pmatrix} 0 \\ \bar{v}_i \end{pmatrix} \quad \text{for } i = 1, \ldots, n - 2.$$

By this, we know that $\nabla g^{soc}(z)^{-1}$ has the expression given as in the lemma. \hfill \square

Now we are in a position to prove the following main result of this section.

**Proposition 3.1.** The function $\psi_p$ for $p \in (1,4)$ is differentiable everywhere. Also, for any given $x,y \in \mathbb{R}^n$, if $w(x,y) = 0$, then $\nabla_x \psi_p(x,y) = \nabla_y \psi_p(x,y) = 0$; if $w(x,y) \in \text{int}K^n$, then

$$\nabla_x \psi_p(x,y) = \left( \nabla g^{soc}(x)\nabla g^{soc}(z)^{-1} - I \right) \phi_p(x,y),$$

$$\nabla_y \psi_p(x,y) = \left( \nabla g^{soc}(y)\nabla g^{soc}(z)^{-1} - I \right) \phi_p(x,y);$$

and if $w(x,y) \in \text{bd}^+K^n$, then

$$\nabla_x \psi_p(x,y) = \left( \frac{\text{sign}(x_1)|x_1|^{p-1}}{\sqrt{|x_1| + |y_1|^p}} - 1 \right) \frac{\phi_p(x,y)}{\sqrt{|x_1| + |y_1|^p}},$$

$$\nabla_y \psi_p(x,y) = \left( \frac{\text{sign}(y_1)|y_1|^{p-1}}{\sqrt{|x_1| + |y_1|^p}} - 1 \right) \frac{\phi_p(x,y)}{\sqrt{|x_1| + |y_1|^p}}.$$

**Proof.** Fix any $(x,y) \in \mathbb{R}^n \times \mathbb{R}^n$. If $w(x,y) \in \text{int}K^n$, the result is implied by Lemma 3.2 since $\phi_p(x,y) = z(x,y) - (x+y)$. In fact, in this case, $\psi_p$ is continuously differentiable at $(x,y)$. Hence, it suffices to consider the cases $w(x,y) = 0$ and $w(x,y) \in \text{bd}^+K^n$. In the following arguments, $x'$ and $y'$ are arbitrary vectors in
$\mathbb{R}^n$, and $\mu_1(x', y')$, $\mu_2(x', y')$ are the spectral values of $w(x', y')$ with $\xi^{(1)}, \xi^{(2)} \in \mathbb{R}^n$ being the corresponding spectral vectors.

**Case 1.** $w(x, y) = 0$. Note that $(x, y) = (0, 0)$ in this case. Hence, we only need to prove, for any $x', y' \in \mathbb{R}^n$,

\begin{equation}
\psi_p(x', y') - \psi_p(0, 0) = \frac{1}{2} \|z(x', y') - (x' + y')\| = O(\|z(x', y')\|),
\end{equation}

which shows that $\psi_p$ is differentiable at $(0, 0)$ with $\nabla_x \psi_p(0, 0) = \nabla_y \psi_p(0, 0) = 0$. Indeed,

\begin{equation}
\|z(x', y') - (x' + y')\| = \|\sqrt{\mu_1(x', y')} \xi^{(1)} + \sqrt{\mu_2(x', y')} \xi^{(2)} - (x' + y')\|
\end{equation}

\begin{equation*}
\leq \sqrt{2} \sqrt{\mu_2(x', y')} + \|x'\| + \|y'\|.
\end{equation*}

From the definition of $w_1(x, y)$ and $w_2(x, y)$, it is easy to obtain that

$$\mu_2(x', y') = w_1(x', y') + w_2(x', y') \leq |\lambda_2(x')|^p + |\lambda_1(x')|^p + 2|\lambda_2(y')|^p + |\lambda_1(y')|^p.$$  

Using the nondecreasing property of $\sqrt{t}$ and Lemma 2.3(b), it then follows that

$$\sqrt{\mu_2(x', y')} \leq (|\lambda_2(x')|^p + |\lambda_1(x')|^p + 2|\lambda_2(y')|^p + |\lambda_1(y')|^p)^{1/p}$$

$$\leq |\lambda_2(x')| + |\lambda_1(x')| + 2|\lambda_2(y')| + |\lambda_1(y')| \leq 2(\|x'\| + \|y'\|).$$

This, together with (24), implies that equation (23) holds.

**Case 2.** $w(x, y) \in \mathcal{B}^n$. Now $w_1(x, y) = \|w_2(x, y)\| \neq 0$, and one of $x_2$ and $y_2$ is nonzero by (18). We proceed with the arguments in three steps, as shown below.

**Step 1.** We prove that $w_1(x', y')$ and $w_2(x', y')$ are $[p]$ times differentiable at $(x', y') = (x, y)$, where $[p]$ denotes the maximum integer not greater than $p$. Since one of $x_2$ and $y_2$ is nonzero, we prove this result by considering three possible cases: (i) $x_2 \neq 0$, $y_2 \neq 0$; (ii) $x_2 = 0$, $y_2 \neq 0$; and (iii) $x_2 \neq 0$, $y_2 = 0$. For case (i), since $\frac{x_2^2}{\|x_2\|^2} \leq \lambda_2(x')$, $\lambda_1(x')$, $\lambda_2(y')$, and $\lambda_1(y')$ are infinite times differentiable at $(x, y)$, and $|\frac{t}{p}|$ is $[p]$ times continuously differentiable in $\mathbb{R}$, it follows that $w_1(x', y')$ and $w_2(x', y')$ are $[p]$ times differentiable at $(x, y)$. Now assume that case (ii) is satisfied. From the arguments in case (i), we know that

$$\frac{|\lambda_2(y')|^p + |\lambda_1(y')|^p}{2} \quad \text{and} \quad \frac{|\lambda_2(y')|^p - |\lambda_1(y')|^p}{2} \frac{y_2}{\|y_2\|}$$

are $[p]$ times differentiable at $(x, y)$. In addition, since $|\lambda_i(x')|^p \leq 2\|x'\|^{p-2}$ for $i = 1, 2$, and $x = 0$ in this case, we have that $|\lambda_2(x')|^p + |\lambda_1(x')|^p$ and $\frac{1}{2}(|\lambda_2(x')|^p - |\lambda_1(x')|^p)x_2$ are $[p]$ times differentiable at $x$ with the first $[p] - 1$ order derivatives being zero. Thus, $w_1(x', y')$ and $w_2(x', y')$ are $[p]$ times differentiable at $(x, y)$. By the symmetry of $x'$, $y'$ in $w(x', y')$ and the arguments in case (ii), the result also holds for case (iii).

**Step 2.** We show that $\psi_p$ is differentiable at $(x, y)$. By the definition of $\psi_p$, we have

$$2\psi_p(x', y') = \|x' + y'\|^2 + \|z(x', y')\|^2 - 2(z(x', y'), x' + y').$$

Since $\|x' + y'\|^2$ is differentiable, it suffices to argue that the last two terms on the right-hand side are differentiable at $(x, y)$. By formulas (23)-(24), it is not hard to
calculate that
\begin{equation}
2\|z(x', y')\|^2 = (\mu_2(x', y'))^{\frac{\alpha}{\beta}} + (\mu_1(x', y'))^{\frac{\alpha}{\beta}},
\end{equation}
\begin{equation}
2 \langle z(x', y'), x' + y' \rangle = \sqrt[\alpha]{\mu_2(x', y')} \left( x'_1 + y'_1 + \frac{(w_2(x', y'))^T(x'_2 + y'_2)}{\|w_2(x', y')\|} \right)
+ \sqrt[\alpha]{\mu_1(x', y')} \left( x'_1 + y'_1 - \frac{(w_2(x', y'))^T(x'_2 + y'_2)}{\|w_2(x', y')\|} \right).
\end{equation}

Since \( w_2(x, y) \neq 0 \), \( \mu_2(x, y) = \lambda_2(w) > 0 \), and \( w_1(x', y') \) and \( w_2(x', y') \) are differentiable at \((x, y)\), by Step 1 we have that \((\mu_2(x', y'))^{\frac{\alpha}{\beta}}\) and the first term on the right-hand side of (26) is differentiable at \((x, y)\). Thus, it suffices to prove that \((\mu_1(x', y'))^{\frac{\alpha}{\beta}}\) and the last term on the right-hand side of (26) are differentiable at \((x, y)\).

We first argue that \((\mu_1(x', y'))^{\frac{\alpha}{\beta}}\) is differentiable at \((x, y)\). Since \( w_2(x, y) \neq 0 \), and \( w_1(x', y') \) and \( w_2(x', y') \) are \( [p] \) times differentiable at \((x, y)\) by Step 1, the function \( \mu_1(x', y') \) is \([p] \) times differentiable at \((x, y)\). When \( p < 2 \), by the mean-value theorem and \( \mu_1(x, y) = \lambda_1(w) = 0 \), it follows that \( \mu_1(x', y') = O(\|x' - x\| + \|y' - y\|) \) for any \((x', y')\) sufficiently close to \((x, y)\), and therefore \((\mu_1(x', y'))^{\frac{\alpha}{\beta}} = O((\|x' - x\| + \|y' - y\|)^{\frac{\alpha}{\beta}})\). This shows that \((\mu_1(x', y'))^{\frac{\alpha}{\beta}}\) is differentiable at \((x, y)\) with zero derivative. When \( p \geq 2 \), \( \mu_1(x', y') \) is infinite times differentiable at \((x, y)\), and its first derivative equals zero by the result in the Appendix. From the second-order Taylor expansion of \( \mu_1(x', y') \) at \((x, y)\), it follows that \((\mu_1(x', y'))^{\frac{\alpha}{\beta}} = O((\|x' - x\| + \|y' - y\|)^{\frac{\alpha}{\beta}})\). This implies that \((\mu_1(x', y'))^{\frac{\alpha}{\beta}}\) is differentiable at \((x, y)\) with zero gradient when \( 2 \leq p < 4 \). Thus, we prove that \((\mu_1(x', y'))^{\frac{\alpha}{\beta}}\) is differentiable at \((x, y)\) with zero gradient when \( p \in (1, 4) \).

We next consider the last term on the right-hand side of (26). Observe that
\[
x'_1 + y'_1 - \frac{(w_2(x', y'))^T(x'_2 + y'_2)}{\|w_2(x', y')\|}
\]
is differentiable at \((x, y)\), and its function value at \((x, y)\) equals zero by (18). Hence, this term is \( O((\|x' - x\| + \|y' - y\|)^{\frac{\alpha}{\beta}}) \), which, along with \( \mu_1(x', y') = O((\|x' - x\| + \|y' - y\|)) \), means that the last term of (26) is \( O((\|x' - x\| + \|y' - y\|)^{1 + \frac{\alpha}{\beta}}) = o((\|x' - x\| + \|y' - y\|)) \). This shows that the last term of (26) is differentiable at \((x, y)\) with zero derivative.

Step 3. We derive the formula of \( \nabla_x \psi_p(x, y) \). From Step 2, we see that \( 2\nabla \psi_p(x, y) \) equals the difference between the gradient of \( \frac{\alpha}{\beta}(\mu_2(x', y'))^{\frac{\alpha}{\beta}} + \|x' + y'\|^2 \) and that of the first term on the right-hand side of (26), evaluated at \((x, y)\). By the Appendix, the gradients of \((\mu_2(x', y'))^{1/p}\) and \((\mu_2(x', y'))^{2/p}\) with respect to \( x' \), evaluated at \((x', y') = (x, y)\), are
\begin{equation}
\nabla_{x'}(\mu_2(x', y'))^{1/p}|_{(x', y')=(x, y)} = \left( \lambda_2(w) \right)^{\frac{1}{p}} - 2^{p-1} \frac{1}{\lambda_2(w)} - 1 \frac{1}{1 + \frac{\alpha}{\beta}},
\end{equation}
\begin{equation}
\nabla_{x'}(\mu_2(x', y'))^{2/p}|_{(x', y')=(x, y)} = \left( \lambda_2(w) \right)^{\frac{2}{p}} - 2^{p} \frac{1}{\lambda_2(w)} - 1 \frac{1}{1 + \frac{\alpha}{\beta}}.
\end{equation}
By the product and quotient rules for differentiation, the gradient of \( x_1' + y_1' + (w_2(x', y'))^2 (x_2' + y_2') \) with respect to \( x' \), evaluated at \((x', y') = (x, y)\), works out to be
\[
\left( \frac{1}{w_2} \right) + \nabla_{x'} w_2(x', y')(x', y') = (x, y) \left( \frac{x_2 + y_2}{\| w_2 \|} - \frac{w_2 w_2^T (x_2 + y_2)}{|w_2|^2} \right) = \left( \frac{1}{w_2} \right),
\]
where the equality uses (18). Along with (27), the gradient of the first term on the right-hand side of (26) with respect to \( x' \), evaluated at \((x', y') = (x, y)\), is
\[
(\lambda_2(w))^{\frac{1}{p}} \frac{1}{2p-1} (x_1 + y_1)^{2p-1} \text{sign}(x_1) |x_1|^{p-1} \left( \frac{1}{w_2} \right) - (\lambda_2(w))^{\frac{1}{p}} \left( \frac{1}{w_2} \right).
\]
In addition, the gradient of \( \| x' + y' \|^2 \) with respect to \( x' \), evaluated at \((x', y') = (x, y)\), is \(2(x + y)\). Together with equations (28)-(29), we obtain that
\[
2\nabla_{x'} \psi_p(x, y) = 2(x + y) + (\lambda_2(w))^{\frac{1}{p}} \frac{1}{2p-1} \text{sign}(x_1) |x_1|^{p-1} \left( \frac{1}{w_2} \right) - (\lambda_2(w))^{\frac{1}{p}} \left( \frac{1}{w_2} \right).
\]
Since \( \lambda_1(w) = 0 \), from (16) it follows that
\[
\phi_p(x, y) = z(x, y) - (x + y) = \frac{1}{2} (\lambda_2(w))^{\frac{1}{p}} \left( \frac{1}{w_2} \right) - (x + y).
\]
Combining the last two equations and using \( x_1 w_2 = x_2 \) and \( y_1 w_2 = y_2 \), we get
\[
2\nabla_{x'} \psi_p(x, y) = (\lambda_2(w))^{\frac{1}{p}} \frac{1}{2p-1} \text{sign}(x_1) |x_1|^{p-1} (\phi_p(x, y) + (x + y)) - (\lambda_2(w))^{\frac{1}{p}} \frac{1}{2p} \text{sign}(x_1) |x_1|^{p-1}(x + y) - 2\phi_p(x, y)
\]
\[= 2 \left[ \frac{\text{sign}(x_1) |x_1|^{p-1}}{(|x_1|^p + |y_1|^p)^{1/2}} - 1 \right] \phi_p(x, y),
\]
where the last equality is from \( \lambda_2(w) = 2w_1 = 2p(|x_1|^p + |y_1|^p) \). This proves the first equality in (22). By the symmetry of \( x \) and \( y \) in \( \psi_p \), the second equality in (22) also holds.

From the arguments in Step 2 of Case 2, we see that \( \psi_p \) will be differentiable for \( p \geq 4 \) if the first \((\frac{p}{2})\)-order derivatives of \( \mu_1(x', y') = w_1(x', y') - \|w_2(x', y')\| \), evaluated at \((x', y') = (x, y)\), are equal to zero. We are not clear whether this holds or not.

4. Smoothness of \( \psi_p \)

In the last section \( \psi_p \) for \( p \in (1, 4) \) is proved to be differentiable everywhere. A natural question is whether \( \nabla \psi_p \) is continuous or not. In this section we will provide an affirmative answer to it. For this purpose, we first establish three technical lemmas which hold for all \( p > 1 \).

**Lemma 4.1.** There exists a constant \( c_1 \) such that for all \((x, y)\) with \( w(x, y) \in \text{int} \mathcal{K}^n \),
\[
\| L_{|x|^{p-1}} L_{x_2}^{-1} \|_F \leq c_1 \quad \text{and} \quad \| L_{|y|^{p-1}} L_{y_2}^{-1} \|_F \leq c_1,
\]
where \( c \) is independent of \( x \) and \( y \), and \( \| . \|_F \) means the Frobenius norm.
Proof. Due to the symmetry of $x$ and $y$ in $z(x,y)$, it suffices to prove the first inequality. To this end, we first prove that for any $(x,y)$ with $w(x,y) \in \text{int}\mathcal{K}^n$, 

\begin{equation}
0 \leq \lambda \left( L|x|^p - L_{z|x|^p}^{-1} \right) \leq 1,
\end{equation}

where, for a matrix $A \in \mathbb{R}^{n \times n}$, $\lambda(A) \in \mathbb{R}^n$ denotes the vector of eigenvalues of $A$, and $1$ means a vector with all components being $1$. Indeed, since $z \succ \mathcal{K}^n 0$ and $|x|^{p-1} \succeq \mathcal{K}^n 0$, we have $L_z \succ 0$ and $L|x|^p - 1 \succeq 0$. Applying [20] Theorem 7.6.3] with $A = L_{z|x|^p}^{-1}$ and $B = L|x|^p - 1$ yields that $\lambda(L_{z|x|^p}^{-1} L|x|^p - 1) \succeq 0$, and then $\lambda(L|x|^p - 1 L_{z|x|^p}^{-1}) \succeq 0$. In addition, since $z^p \succeq \mathcal{K}^n |x|^p$, from Lemma 2.2 it follows that $(z^p)^{p-1} \succeq \mathcal{K}^n \left( |x|^p \right)^{p-1}$, i.e., $z^{p-1} \succeq \mathcal{K}^n |x|^{p-1}$. Then $L_{z|x|^p}^{-1} - L|x|^p - 1 \succeq 0$. Applying the result of Exercise 7 in [20] p. 468] with $A = L_{z|x|^p}^{-1}$ and $B = -L|x|^p - 1$, we have that $\lambda \left(-L_{z|x|^p}^{-1} L|x|^p - 1 \right) \succeq -1$. Consequently, $\lambda(L|x|^p - 1 L_{z|x|^p}^{-1}) \succeq 1$. Together with $\lambda(L|x|^p - 1 L_{z|x|^p}^{-1}) \succeq 0$, we prove that (31) holds.

Next we prove that there exists a constant $c_1 > 0$ such that for all $(x,y)$ satisfying $w(x,y) \in \text{int}\mathcal{K}^n$, $\|L|x|^p - 1 L_{z|x|^p}^{-1}\|_F \leq c_1$ if $c_1$ is independent of $x$ and $y$. Suppose on the contrary that such $c_1$ does not exist. Then, there exists a sequence $\{(x^k, y^k)\} \subset \mathbb{R}^n \times \mathbb{R}^n$ with $w(x^k, y^k) \in \text{int}\mathcal{K}^n$ such that $\|L|x|^p - 1 L_{z|x|^p}^{-1}\|_F$ is unbounded. We assume (taking a subsequence if necessary) that

\[\lim_{k \to \infty} \|L|x|^p - 1 L_{z|x|^p}^{-1}\|_F = +\infty.\]

For each $k$, let $A^k = L|x|^p - 1$ and $B^k = L_{z|x|^p}^{-1}$. Subsequencing if necessary, we may assume that

\[\lim_{k \to \infty} \frac{A^k}{\|A^k\|_F} = A^* \quad \text{and} \quad \lim_{k \to \infty} \frac{B^k}{\|B^k\|_F} = B^*.\]

In the following arguments, for any $A, B \in \mathbb{R}^{n \times n}$ with all eigenvalues in $\mathbb{R}$, we let $\lambda^k(A)$ and $\lambda^l(A)$ be the vectors obtained by rearranging the coordinates of $\lambda(A)$ in the decreasing and increasing orders, respectively. That is, if $\lambda^k(A) = (\lambda^k_1(A), \ldots, \lambda^k_n(A))$, then $\lambda^k_1(A) \geq \cdots \geq \lambda^k_n(A)$. Similarly, if $\lambda^l(A) = (\lambda^l_1(A), \ldots, \lambda^l_n(A))$, then $\lambda^l_1(A) \leq \cdots \leq \lambda^l_n(A)$. We write $\lambda(A) \prec \lambda(B)$ if $\sum_{j=1}^l \lambda^j_1(A) \leq \sum_{j=1}^l \lambda^j_1(B)$ for any $1 \leq l \leq n$ and $\sum_{j=1}^n \lambda^j_1(A) = \sum_{j=1}^n \lambda^j_1(B)$. Since $A^k \geq 0$ and $B^k \geq 0$ for each $k$, applying the result of [3] Problem III.6.14] gives that

\[\lambda^k \left( \frac{A^k}{\|A^k\|_F} \right) \cdot \lambda^l \left( \frac{B^k}{\|B^k\|_F} \right) \prec \lambda \left( \frac{A^k B^k}{\|A^k\|_F \|B^k\|_F} \right) \prec \lambda^k \left( \frac{A^k}{\|A^k\|_F} \right) \cdot \lambda^l \left( \frac{B^k}{\|B^k\|_F} \right),\]

where "\prec" denotes the componentwise product. Since $\lim_{k \to \infty} \|A^k\|_F \|B^k\|_F = +\infty$, taking the limit $k \to +\infty$ and using (31) and the continuity of $\lambda(\cdot)$, we get

\begin{equation}
\lambda^k(A^*) \cdot \lambda^l(B^*) \prec 0 \prec \lambda^k(A^*) \cdot \lambda^l(B^*). \tag{32}
\end{equation}

Since $A^* \succeq 0$ and $B^* \succeq 0$, each component of $\lambda^k(A^*)$ and $\lambda^l(B^*)$ is nonnegative, and the first relation of (32) then implies $\lambda^k(A^*) \cdot \lambda^l(B^*) = 0$. Note that for each
which, by the positive homogeneity of eigenvalue function, means that
\[ \lambda_1(A^*) \geq \lambda_2(A^*) = \cdots = \lambda_{n-1}(A^*) \geq \lambda_n(A^*) \geq 0, \]
\[ 0 \leq \lambda_1(B^*) \leq \lambda_2(B^*) = \cdots = \lambda_{n-1}(B^*) \leq \lambda_n(B^*). \]

Then, from \( \lambda_i(A^*) \cdot \lambda_i(B^*) = 0 \), we deduce that \( \lambda_1(B^*) = 0 \) and \( \lambda_2(A^*) > 0 \). (If not, we will have \( \lambda_1(A^*) = 0 \), which implies \( \lambda(A^*) = 0 \), and then \( A^* = 0 \) follows by the positive semidefiniteness of \( A^* \). This contradicts the fact that \( \|A^*\|_F = 1 \).)

Similarly, we can deduce that \( \lambda_2(B^*) > 0 \) and \( \lambda_1(A^*) = 0 \). Also, either of \( \lambda_2(A^*) \) and \( \lambda_2(B^*) \) is zero. Without loss of generality, we assume that \( \lambda_2(A^*) = 0 \). Thus, the above arguments show that
\[ \lambda_1(A^*) > \lambda_2(A^*) = 0 = \cdots = \lambda_2(A^*), \]
\[ \lambda_1(B^*) \geq \lambda_{n-1}(B^*) = \cdots = \lambda_2(B^*) \geq \lambda_1(B^*) = 0 \text{ and } \lambda_1(B^*) > 0. \]

However, from the second relation of (32) and the last two equations, we have that
\[ 0 = \sum_{j=1}^{n} \lambda_j(A^*)\lambda_j(B^*) = \lambda_1(A^*)\lambda_1(B^*) + (n-1)\lambda_2(A^*)\lambda_2(B^*) + \lambda_n(A^*)\lambda_1(B^*) = \lambda_1(A^*)\lambda_1(B^*) > 0, \]
which is clearly impossible. Thus, the constant \( c_1 \) satisfies the requirement. \( \square \)

Lemma 4.1 generalizes the result of [12, Lemma 4] for \( p = 2 \), where it is achieved by direct computation, but we here adopt a different proof technique. Combining Lemma 4.1 with the expressions of \( L_{|x|^{p-1}}L_{x_1}^{-1} \) and \( L_{|y|^{p-1}}L_{y_1}^{-1} \), we have the following result.

**Lemma 4.2.** For any \( x, y \) with \( w(x, y) \in \text{int} \mathcal{K}^n \), let \( \bar{x} = |x|^{p-1} \) and \( \bar{y} = |y|^{p-1} \). Then,
\[
\frac{x_1 + (-1)^i \bar{x}_i}{\sqrt[2]{\lambda_i(w)}} = O(1), \quad \frac{x_2 + (-1)^i \sqrt[2]{\bar{x}_i}}{\sqrt[2]{\lambda_i(w)}} = O(1),
\]
\[
\frac{y_1 + (-1)^i \bar{y}_i}{\sqrt[2]{\lambda_i(w)}} = O(1), \quad \frac{y_2 + (-1)^i \sqrt[2]{\bar{y}_i}}{\sqrt[2]{\lambda_i(w)}} = O(1)
\]
for \( i = 1, 2 \), where \( \bar{w} = \frac{u_2(x,y)}{\|w_2(x,y)\|} \), and \( O(1) \) denotes a uniformly bounded term.

**Proof.** Fix any \( (x, y) \) satisfying \( w \in \text{int} \mathcal{K}^n \). We write \( \lambda_1 = \lambda_1(w) \) and \( \lambda_2 = \lambda_2(w) \) for simplicity. From (15), we have \( \sqrt[2]{\lambda_2} \geq \sqrt[2]{w_1} \geq \sqrt[k]{\frac{|\lambda_1(x)|^{p} + |\lambda_1(x)|^p}{2}} \). Note that
\[
\sqrt[k]{\frac{|\lambda_1(x)|^{p} + |\lambda_1(x)|^p}{2}} \geq \left( \frac{\min(|\lambda_1(x)|, |\lambda_1(x)|)}{\sqrt[2]{2}} \right)^\frac{k}{2} \geq \left( \frac{\sqrt{\lambda_2(x)^2 + |\lambda_1(x)|^2}}{2^{\frac{1}{2}} + 1} \right)^\frac{p}{2} = \frac{\|x\|_1^p}{2^{\frac{1}{2} + 1}}
\]
for \( p > 2 \), and for \( 1 < p \leq 2 \),

\[
\sqrt{\frac{|\lambda_2(x)|^p + |\lambda_1(x)|^p}{2}} \geq \sqrt{\frac{|\lambda_2(x)|^2 + |\lambda_1(x)|^2}{2}} = 2^{\frac{p-1}{2p}} \|x\|_{\frac{p}{2}}.
\]

Therefore,

\[
(34) \quad \sqrt{\lambda_2} \geq \begin{cases} 
2^{-\frac{p+2}{2p}} \|x\|_{\frac{p}{2}} & \text{if } p > 2; \\
2^{\frac{p-2}{2p}} \|x\|_{\frac{p}{2}} & \text{if } p \in (1, 2].
\end{cases}
\]

Since \( \bar{x}_1 = \frac{1}{2}(|\lambda_2(x)|^{p-1} + |\lambda_1(x)|^{p-1}) \) and \( \bar{x}_2 = \frac{1}{2}(|\lambda_2(x)|^{p-1} - |\lambda_1(x)|^{p-1}) \), we have

\[
(35) \quad ||\bar{x}_2|| \leq \frac{1}{2}(|\lambda_2(x)|^{\frac{p}{2}} + |\lambda_1(x)|^{\frac{p}{2}}) \leq ||x||_{\frac{p}{2}}.
\]

Together with (34), we obtain the first two relations in (33) for \( i = 2 \). Notice that

\[
z^{p-1} = \sqrt{w} = \left( \frac{\sqrt{\lambda_2} + \sqrt{\lambda_1}}{2}, \frac{\sqrt{\lambda_2} - \sqrt{\lambda_1}}{2}, \sqrt{w_2} \right).
\]

By formula (10) and \( \bar{x} = |x|^{p-1} \), we calculate that \( L_{|x|^{p-1}} L_{x, y}^{-1} \) equals

\[
\begin{bmatrix}
\bar{x}_1 + \bar{x}_2 T \bar{w}_2 \\
\bar{x}_2 - \bar{x}_1 T \bar{w}_2 + \bar{w}_2 \bar{w}_2 T \\
\bar{x}_2 + \bar{x}_1 T \bar{w}_2 - \bar{w}_2 \bar{w}_2 T
\end{bmatrix} = \begin{bmatrix}
\bar{x}_1 T \bar{w}_2 \\
\bar{x}_2 T \bar{w}_2 \\
\bar{x}_2 T \bar{w}_2
\end{bmatrix}.
\]

Substituting the first two relations in (33) for \( i = 2 \) into the last equation and noting that

\[
\frac{\bar{x}_1 T \bar{w}_2}{\sqrt{\lambda_2}}, \quad \frac{\bar{x}_2 T \bar{w}_2}{\sqrt{\lambda_2} + \sqrt{\lambda_1}}, \quad \text{and} \quad \frac{\bar{x}_1}{\sqrt{\lambda_2} + \sqrt{\lambda_1}}
\]

are all uniformly bounded by equations (34)-(35), we obtain that

\[
L_{|x|^p} L_{x, y}^{-1} = \begin{bmatrix}
O(1) + \frac{\bar{x}_1 - \bar{x}_2 T \bar{w}_2}{2 \sqrt{\lambda_1}} & \frac{O(1) - \bar{x}_1 T \bar{w}_2}{2 \sqrt{\lambda_1}} & \bar{w}_2 T \\
\frac{O(1) + \bar{x}_2 - \bar{x}_1 T \bar{w}_2}{2 \sqrt{\lambda_1}} & \frac{O(1) - \bar{x}_2 T \bar{w}_2}{2 \sqrt{\lambda_1}} & \bar{w}_2 T \\
\frac{O(1) + \bar{x}_2 - \bar{x}_1 T \bar{w}_2}{2 \sqrt{\lambda_1}} & \frac{O(1) - \bar{x}_2 T \bar{w}_2}{2 \sqrt{\lambda_1}} & \bar{w}_2 T
\end{bmatrix}.
\]

This, by Lemma 4.1, implies that the first two relations in (33) hold for \( i = 1 \). By the symmetry of \( x \) and \( y \) in \( w(x, y) \), the last two relations in (33) also hold.

**Remark 4.1.** The first relation of (33) for \( i = 1 \) is equivalent to saying that

\[
(36) \quad \frac{|\lambda_2(x)|^{p-1}(1 - \bar{x}_2 T \bar{w}_2) + |\lambda_1(x)|^{p-1}(1 + \bar{x}_2 T \bar{w}_2)}{\sqrt{\lambda_1(w)}} = O(1),
\]
whereas the second relation for \( i = 1 \) is equivalent to saying that

\[
\left\| \frac{(|\lambda_2(x)|^{p-1} - |\lambda_1(x)|^{p-1})\varpi_2 - (|\lambda_2(x)|^{p-1} + |\lambda_1(x)|^{p-1})\varpi_2}{\sqrt{\lambda_1(w)}} \right\|^2 = \frac{|\lambda_2(x)|^{2p-2}(1 - \varpi_i^T\varpi_2) + |\lambda_1(x)|^{2p-2}(1 + \varpi_i^T\varpi_2)}{(\sqrt{\lambda_1(w)})^2} = O(1).
\]

Equations (36) and (37) play an important role in the proof of the following lemma.

**Lemma 4.3.** There exists a positive constant \( c_2 \) (independent of \( x \) and \( y \)) such that for all \((x, y)\) with \( w(x, y) \in \text{int}\mathbb{K}^n\),

\[
\| \nabla g^{soc}(x)\nabla g^{soc}(z)^{-1} \|_F \leq c_2 \quad \text{and} \quad \| \nabla g^{soc}(y)\nabla g^{soc}(z)^{-1} \|_F \leq c_2.
\]

**Proof.** By the symmetry of \( x \) and \( y \) in \( \nabla g^{soc}(z) \), it suffices to prove the first inequality. Fix any \((x, y)\) with \( w = w(x, y) \in \text{int}\mathbb{K}^n\). Suppose \( w_2 \neq 0 \) and \( x_2 \neq 0 \). By the expressions of \( \nabla g^{soc}(x) \) and \( \nabla g^{soc}(z)^{-1} \) given by Lemma 3.2, it is not hard to calculate that

\[
2p\nabla g^{soc}(x)\nabla g^{soc}(z)^{-1} = \begin{bmatrix} a_1(x, z) & a_2^T(x, z) \\ b_2(x, z) & A_1(x, z) \end{bmatrix},
\]

where

\[
a_1(x, z) = \frac{1}{\sqrt{\lambda_2(w)}}(b(x) + c(x)\varpi_2^T\varpi_2) + \frac{1}{\sqrt{\lambda_1(w)}}(b(x) - c(x)\varpi_2^T\varpi_2),
\]

\[
a_2(x, z) = \frac{1}{\sqrt{\lambda_2(w)}}(b(x) + c(x)\varpi_2^T\varpi_2)\varpi_2 - \frac{1}{\sqrt{\lambda_1(w)}}(b(x) - c(x)\varpi_2^T\varpi_2)\varpi_2 + \frac{2pc(x)}{\lambda_2(w)}\varpi_2 - \frac{2pc(x)}{\lambda_2(w)}\varpi_2, \]

\[
b_2(x, z) = \frac{1}{\sqrt{\lambda_2(w)}}[c(x)\varpi_2 + a(x)\varpi_2 - (b(x) - a(x))\varpi_2^T\varpi_2] + \frac{1}{\sqrt{\lambda_1(w)}}[c(x)\varpi_2 - a(x)\varpi_2 - (b(x) - a(x))\varpi_2^T\varpi_2],
\]

\[
A_1(x, z) = \frac{1}{\sqrt{\lambda_2(w)}}[c(x)\varpi_2\varpi_2^T + a(x)\varpi_2\varpi_2^T + (b(x) - a(x))\varpi_2^T\varpi_2\varpi_2^T] - \frac{1}{\sqrt{\lambda_1(w)}}[c(x)\varpi_2\varpi_2^T - a(x)\varpi_2\varpi_2^T - (b(x) - a(x))\varpi_2^T\varpi_2\varpi_2^T] + \frac{2p}{\lambda_2(w)}[a(x)(I - \varpi_2\varpi_2^T) + (b(x) - a(x))(\varpi_2\varpi_2^T - \varpi_2^T\varpi_2\varpi_2^T)].
\]

From the definitions of \( a(x) \), \( b(x) \) and \( c(x) \) in (20), it follows that

\[
\max(|b(x)|, |c(x)|) \leq \frac{P}{2}(|\lambda_2(x)|^{p-1} + |\lambda_1(x)|^{p-1}),
\]

(38) \[|a(x)| = p|\lambda_2(x)| + (1 - t_1)|\lambda_1(x)|^{p-1} \leq p \max(|\lambda_2(x)|^{p-1}, |\lambda_1(x)|^{p-1}) \]

for some \( t_1 \in (0, 1) \), where the equality is using the mean-value theorem. Therefore,\n
(39) \[|a(x)| \leq p\|x\|^\frac{p}{2}, \quad |b(x)| \leq p\|x\|^\frac{p}{2} \quad \text{and} \quad |c(x)| \leq p\|x\|^\frac{p}{2}.
\]

Noting that \( 0 \leq \lambda_1(w)/\lambda_2(w) < 1 \) and \( \sqrt{\lambda_1/w}/\lambda_2(w) \geq \lambda_1(w)/\lambda_2(w) \), we have

(40) \[a(z) = \frac{\lambda_2(w) - \lambda_1(w)}{\sqrt{\lambda_2(w)} - \sqrt{\lambda_1(w)}} = \frac{\lambda_2(w)}{\lambda_2(w) - \lambda_1(w)} \frac{1 - \lambda_1(w)/\lambda_2(w)}{1 - \sqrt{\lambda_1/w}/\lambda_2(w)} \geq \sqrt{\lambda_2(w)}.
\]
By (39), (40), and (32), we simplify $a_1(x, z), a_2(x, z), b_1(x, z)$, and $A_1(x, z)$ as

$$a_1(x, z) = O(1) + \frac{1}{\sqrt[4]{\lambda_1(w)}} (b(x) - c(x)x_2w_2),$$

(41)

$$a_2(x, z) = O(1) - \frac{1}{\sqrt[4]{\lambda_1(w)}} (b(x) - c(x)x_2w_2),$$

$$b_2(x, z) = O(1) + \frac{1}{\sqrt[4]{\lambda_1(w)}} \left[ (c(x) - b(x)x_2w_2)x_2w_2 + a(x)(x_2w_2 - w_2w_2) \right],$$

$$A_1(x, z) = O(1) - \frac{1}{\sqrt[4]{\lambda_1(w)}} \left[ (c(x) - b(x)x_2w_2)x_2w_2 + a(x)(x_2w_2 - w_2w_2) \right].$$

By the definitions of $b(x)$ and $c(x)$, it is easy to verify that

$$\|b(x) - c(x)x_2w_2\| \leq \frac{p}{2} \left[ |\lambda_2(x)|^{p-1}(1 - x_2w_2) + |\lambda_1(x)|^{p-1}(1 + x_2w_2) \right],$$

$$\|c(x) - b(x)x_2w_2\| \leq \frac{p}{2} \left[ |\lambda_2(x)|^{p-1}(1 - x_2w_2) + |\lambda_1(x)|^{p-1}(1 + x_2w_2) \right],$$

which, together with (36), implies that

(42) \[ \frac{b(x) - c(x)x_2w_2}{\sqrt[4]{\lambda_1(w)}} = O(1), \quad \frac{c(x) - b(x)x_2w_2}{\sqrt[4]{\lambda_1(w)}} = O(1). \]

In addition, it is easy to compute that

$$\|a(x)(x_2w_2 - w_2w_2)\| = a^2(x)(1 - x_2w_2)(1 + x_2w_2),$$

$$\|a(x)(x_2w_2 - w_2w_2)\| = a^2(x)(1 - x_2w_2)(1 + x_2w_2).$$

By equation (38), we have $a^2(x) \leq p^2 \max(|\lambda_2(x)|^{2p-2}, |\lambda_1(x)|^{2p-2})$. Using (37) and noting that $0 \leq 1 - x_2w_2 \leq 2$ and $0 \leq 1 + x_2w_2 \leq 2$, we may obtain that

(43) \[ \frac{a(x)(x_2w_2 - w_2w_2)}{\sqrt[4]{\lambda_1(w)}} = O(1), \quad \frac{a(x)(x_2w_2 - w_2w_2)}{\sqrt[4]{\lambda_1(w)}} = O(1). \]

By (41)-(43), $a_1(x, z), a_2(x, z), b_1(x, z)$, and $A_1(x, z)$ are all uniformly bounded, and hence there exists a constant $C_2 > C_2$ such that $\|\nabla g^{soc}(x) \nabla g^{soc}(z)\| \leq F \leq C_2$.

Suppose that $x_2 = 0$ or $w_2 = 0$. Then there exists a sequence $\{(x^k, y^k)\} \subset \mathbb{R}^n \times \mathbb{R}^n$ with $x^k_2 \neq 0$, $w_2(x^k, y^k) \neq 0$ and $w(x^k, y^k) \in \text{int}K^n$ for all $k$ such that $x^k \rightarrow x$ and $w^k \rightarrow w$ as $k \rightarrow \infty$. From the above result, $\|\nabla g^{soc}(x^k) \nabla g^{soc}(z^k)\| \leq C_2$ for all $k$. Noting that $\nabla g^{soc}(x)$ is continuous since $|t|_p$ is continuously differentiable, and $\nabla g^{soc}(z)^{-1}$ is continuous at any $(x, y) \in \text{int}K^n$, we get $\|\nabla g^{soc}(x) \nabla g^{soc}(z)^{-1}\| \leq C_2$. The proof is complete.

Now we are in a position to prove the continuity of the gradient function $\nabla \psi_p$.

**Proposition 4.1.** The function $\psi_p$ with $p \in (1, 4)$ is smooth everywhere on $\mathbb{R}^n \times \mathbb{R}^n$.

**Proof.** By Proposition 3.1 and the symmetry of $x$ and $y$ in $\nabla \psi_p$, it suffices to prove that $\nabla_x \psi_p$ is continuous at every $(x, y) \in \mathbb{R}^n \times \mathbb{R}^n$. Choose a point $(x, y) \in \mathbb{R}^n \times \mathbb{R}^n$ arbitrarily. When $w(x, y) \in \text{int}K^n$, the conclusion was shown in Proposition 3.1. We next consider the other two cases where $w(x, y) = 0$ and $w(x, y) \in \text{bd}^{+}K^n$.

**Case 1.** $w(x, y) = 0$. Now we have $(x, y) = (0, 0)$ and $\nabla_x \psi_p(0, 0) = 0$ by Proposition 3.1. It suffices to show that $\nabla_x \psi_p(x', y') \rightarrow 0$ as $(x', y') \rightarrow (0, 0)$. If $w(x', y') \in \text{int}K^n$, then $\nabla_x \psi_p(x', y')$ is given by (21); and if $w(x', y') \in \text{bd}^{+}K^n$, then
\( \nabla_x \psi_p(x', y') \) is given by [22]. Since \( \nabla g^{soc}(x') \nabla g^{soc}(z')^{-1} - I \) and \( \frac{\text{sign}(x') |x'|^{p-1}}{\sqrt{|x'|^p + |y'|^p}} \) are uniformly bounded, where the uniform boundedness of the former is due to Lemma 4.3 using the continuity of \( \phi_p \) and noting that \( \phi_p(0, 0) = 0 \) immediately yields that \( \nabla_x \psi_p(x', y') \to 0 \) as \( (x', y') \to (0, 0) \).

Case 2. \( w(x, y) \in \text{bd}^+ \mathcal{K}^n \). For any \((x', y')\) sufficiently close to \((x, y)\), in order to prove that \( \nabla_x \psi_p(x', y') \to \nabla_x \psi_p(x, y) \), we only need to consider the cases where \( w(x', y') \in \text{int} \mathcal{K}^n \) and \( w(x', y') \in \text{bd}^+ \mathcal{K}^n \). When \( w(x', y') \in \text{bd}^+ \mathcal{K}^n \), \( \nabla_x \psi_p(x', y') \) has an expression of [22] which is continuous at \((x, y)\) since \(|x|^p + |y|^p > 0\) by Lemma 3.1 and then \( \nabla_x \psi_p(x', y') \to \nabla_x \psi_p(x, y) \). We next concentrate on the case \( w(x', y') \in \text{int} \mathcal{K}^n \), for which case

\[
\nabla_x \psi_p(x', y') = \nabla g^{soc}(x') \nabla g^{soc}(z')^{-1} z' - \nabla g^{soc}(x') \nabla g^{soc}(z')^{-1} (x' + y') - \phi_p(x', y') .
\]

We next proceed with the arguments for the following two subcases: \( x_2 \neq 0 \) and \( x_2 = 0 \).

Subcase (2.1). \( x_2 \neq 0 \). By the expression of \( \nabla_x \psi_p(x, y) \) in [22], we have

\[
\nabla_x \psi_p(x, y) = \frac{\text{sign}(x_1) |x_1|^{p-1}}{\sqrt{|x_1|^p + |y_1|^p}} \phi_p(x, y) - \phi_p(x, y) \\
= \frac{\text{sign}(x_1) |x_1|^{p-1} \sqrt{|x_1|^p + |y_1|^p}}{\sqrt{|x_1|^p + |y_1|^p}} \left( \frac{1}{w_2} \right) \\
- \frac{\text{sign}(x_1) |x_1|^{p-1}}{\sqrt{|x_1|^p + |y_1|^p}} (x + y) - \phi_p(x, y),
\]

where the second equality is by \( z(x, y) = \sqrt{|x_1|^p + |y_1|^p} \left( \frac{1}{w_2} \right) \). Comparing it with [44], we see that to prove \( \nabla_x \psi_p(x', y') \to \nabla_x \psi_p(x, y) \) as \( (x', y') \to (x, y) \), it suffices to argue that, when \((x', y') \to (x, y)\),

\[
\nabla g^{soc}(x') \nabla g^{soc}(z')^{-1} z' \to \frac{\text{sign}(x_1) |x_1|^{p-1} \sqrt{|x_1|^p + |y_1|^p}}{\sqrt{|x_1|^p + |y_1|^p}} \left( \frac{1}{w_2} \right) 
\]

and

\[
\nabla g^{soc}(x') \nabla g^{soc}(z')^{-1} x' \to \frac{\text{sign}(x_1) |x_1|^{p-1}}{\sqrt{|x_1|^p + |y_1|^p}},
\]

\[
\nabla g^{soc}(x') \nabla g^{soc}(z')^{-1} y' \to \frac{\text{sign}(x_1) |x_1|^{p-1}}{\sqrt{|x_1|^p + |y_1|^p}} y.
\]
where \( z' = z(x', y') \), \( w' = w(x', y') \), and \( w_2' = \frac{w_2'}{\|w_2'\|} \). Note that \( \lambda_1(w') \to 0 \) and \( \lambda_2(w) \to 0 \) with \( \lambda_2(w) = \frac{w_2}{\|w_2\|} \) as \((x', y') \to (x, y)\). By Lemma 4.3, the last term on the right-hand side tends to 0, whereas by the continuity of \( \nabla g^{soc} \) the first term approaches \( \frac{1}{2p} \lambda_2(w) \frac{1}{p} - \frac{1}{q} \nabla g^{soc}(x) \left( \frac{1}{w_2} \right) \). Thus, together with \( \lambda_2(w) = 2w_1 = 2p(|x_1|^p + |y_1|^p) \), it holds that as \((x', y') \to (x, y)\),

\[
\nabla g^{soc}(x') \nabla g^{soc}(z')^{-1} z' \to p^{-1} 2^{\frac{p}{q}} (|x_1|^p + |y_1|^p) \frac{1}{p} - \frac{1}{q} \nabla g^{soc}(x) \left( \frac{1}{w_2} \right).
\]

In addition, using equations (47) and (19), we readily obtain that

\[
\nabla g^{soc}(x) = 2^{p-2} p \sign(x_1)|x_1|^{p-1} \left[ \frac{x_2}{x_1} \frac{2}{p} I + \left( 1 - \frac{2}{p} \right) \frac{x_2 x_2^T}{x_1^2} \right].
\]

This along with (48) means that as \((x', y') \to (x, y)\), \( \nabla g^{soc}(x') \nabla g^{soc}(z')^{-1} z' \) approaches

\[
\frac{1}{2} \sign(x_1)|x_1|^{p-1} (|x_1|^p + |y_1|^p) \frac{1}{p} - \frac{1}{q} \left[ \frac{x_2}{x_1} \frac{2}{p} I + \left( 1 - \frac{2}{p} \right) \frac{x_2 x_2^T}{x_1^2} \right] \left( \frac{1}{w_2} \right),
\]

\[
\sign(x_1)|x_1|^{p-1} (|x_1|^p + |y_1|^p) \frac{1}{p} - \frac{1}{q} \left( \frac{1}{w_2} \right)
\]

where the equality is using Lemma 3.1. This shows that equation (45) holds.

Next, we prove the second relation of (46), and an analogous argument can be used to prove the first relation. Let \((\zeta_1, \zeta_2) := \nabla g^{soc}(x') \nabla g^{soc}(z')^{-1} y'\). We only need to establish, when \((x', y') \to (x, y)\),

\[
\zeta_1 \to \frac{\sign(x_1)|x_1|^{p-1}}{\sqrt{|x_1|^p + |y_1|^p}} y_1 \quad \text{and} \quad \zeta_2 \to \frac{\sign(x_1)|x_1|^{p-1}}{\sqrt{|x_1|^p + |y_1|^p}} y_2.
\]

Note that \( x'_2 \neq 0 \) for \((x', y')\) sufficiently close to \((x, y)\). By equation (19) and the expression of \( \nabla g^{soc}(z')^{-1} \) in Lemma 3.2, a direct calculation yields that

\[
2p \zeta_1 = -\frac{1}{\sqrt{\lambda_2(w')}} \left[ b(x') + c(x')(x'_2)^T w'_2 \right] [y'_1 + (w'_2)^T y'_2]
\]

\[
+ \frac{1}{\sqrt{\lambda_1(w')}} \left[ b(x') - c(x')(x'_2)^T w'_2 \right] [y'_1 - (w'_2)^T y'_2]
\]

\[
+ \frac{2p}{a(z')} c(x') \left[ (x'_2)^T y'_2 - (x'_2)^T w'_2 (w'_2)^T y'_2 \right],
\]

where

\[
b(x') := \frac{1}{2} \sign(x_1)|x_1|^{p-1} (|x_1|^p + |y_1|^p) \frac{1}{p} - \frac{1}{q} \left[ \frac{x_2}{x_1} \frac{2}{p} I + \left( 1 - \frac{2}{p} \right) \frac{x_2 x_2^T}{x_1^2} \right] \left( \frac{1}{w_2} \right).
\]

\[
\frac{1}{2} \sign(x_1)|x_1|^{p-1} (|x_1|^p + |y_1|^p) \frac{1}{p} - \frac{1}{q} \left[ \frac{x_2}{x_1} \frac{2}{p} I + \left( 1 - \frac{2}{p} \right) \frac{x_2 x_2^T}{x_1^2} \right] \left( \frac{1}{w_2} \right)
\]

This shows that equation (45) holds.
where $a(x'), b(x')$ and $c(x')$ are defined as in (20) with $x$ replaced by $x'$. Since $\sqrt{\lambda_2(w')}$, $b(x'), c(x')$, $\bar{x}_2$ and $\bar{w}_2$ are continuous at $(x, y)$, it follows that

$\sqrt{\lambda_2(w')} \to \sqrt{2w_1} = 2^\frac{p}{2} (|x_1|^p + |y_1|)^\frac{1}{p},$

and $[b(x') + c(x')(\bar{x}_2)'^T \bar{w}_2'][y_1' + (\bar{w}_2)'^T T y_2'] \to (b(x) + c(x)\bar{x}_2^T \bar{w}_2)(y_1 + y_2^T \bar{w}_2)$ as $(x', y') \to (x, y)$. This, along with Lemma 3.1 and equation (47), implies that the first term on the right-hand side of (50) tends to $2p \frac{\text{sign}(x_1)}{|x_1|^p} y_1$. Since $\sqrt{\lambda_2(w')}$, $b(x'), c(x')$, $\bar{x}_2$ and $\bar{w}_2$ are continuous at $(x, y)$, it follows that

$\sqrt{\lambda_1(w')} \to \sqrt{2w_1} = 2^\frac{p}{2} (|x_1|^p + |y_1|)^\frac{1}{p},$

and $[b(x') - c(x')(\bar{x}_2)'^T \bar{w}_2]/\sqrt{\lambda_1(w')}$ and $2pc(x')/a(\bar{z})$ are uniformly bounded by the proof of Lemma 4.2, the last two terms of (50) tend to 0 as $(x', y') \to (x, y)$, and we prove the first relation in (49). We next prove the second relation of (49). From the above discussions, the first three terms on the right-hand side of (51), respectively, tend to

$\frac{1}{\sqrt{2w_1}} [c(x)\bar{x}_2 + a(x)\bar{w}_2 + (b(x) - a(x))\bar{x}_2^T \bar{w}_2 \bar{x}_2] y_1,$

$\frac{1}{\sqrt{2w_1}} [c(x)\bar{x}_2 + a(x)\bar{w}_2 + (b(x) - a(x))\bar{x}_2^T \bar{w}_2 \bar{x}_2] \bar{w}_2^T y_2,$

$\frac{2p}{a(\bar{z})} [a(x)(I - \bar{w}_2\bar{w}_2^T) + (b(x) - a(x))(\bar{x}_2\bar{x}_2^T - \bar{x}_2^T \bar{w}_2 \bar{x}_2 \bar{w}_2^T)] y_2,$

as $(x', y') \to (x, y)$, whose sum, by Lemma 3.1 and formula (47), can be simplified as

$\frac{2}{\sqrt{2w_1}} \left[\text{sign}(x_1)c(x) + b(x)\right] y_2 = \frac{2p \text{sign}(x_1)|x_1|^{p-1}}{\sqrt{|x_1|^p + |y_1|^p}} y_2.$

Observe that the sum of the last two terms on the right-hand side of (51) can be rewritten as

$\frac{1}{\sqrt{\lambda_1(w')}} [c(x')\bar{x}_2' - a(x')\bar{w}_2' - (b(x') - a(x'))(\bar{x}_2' \bar{w}_2'^T \bar{x}_2') y_1' - (\bar{w}_2')^T y_2'],$

which clearly tends to zero as $(x', y') \to (x, y)$, since the first term is uniformly bounded by the proof of Lemma 4.2 whereas the term $y_1' - (\bar{w}_2')^T y_2' \to y_1 - \bar{w}_2 y_2 = 0$. Thus, we complete the proof of the second relation in (49). Consequently, the second relation in (45) follows. This shows that $\nabla_{x'} \psi_p(x', y') \to \nabla_x \psi_p(x, y)$ as $(x', y') \to (x, y)$. 
Subcase (2.2). $x_2 = 0$. Now we have $x = 0$ from $|x|^p \in \mathbb{b} \mathbb{d} \mathbb{K}^n$, and $\nabla g^{soc}(x) = 0$. Hence,

(52) \[ \nabla_x \psi_p(x, y) = \frac{\text{sign}(x_1)|x_1|^{p-1}}{\sqrt{|x_1|^p + |y_1|^p}} \phi_p(x, y) - \phi_p(x, y) = -\phi_p(0, y). \]

On the other hand, since $\nabla g^{soc}(x) = 0$, it follows from (48) that

\[ \nabla g^{soc}(x') \nabla g^{soc}(z')^{-1} z' \to 0 \quad \text{as} \quad (x', y') \to (x, y); \]

while using Lemma 4.3 and $g^{soc}(x') \nabla g^{soc}(z')^{-1} x' \to 0 \quad \text{as} \quad (x', y') \to (x, y);$

and from the continuity of $\phi_p$ and $x = 0$, it follows that

(53) \[ \phi_p(x', y') \to \phi_p(0, y) \quad \text{as} \quad (x', y') \to (x, y). \]

Using the last three equations and comparing (44) with (52), we see, in order to prove that $\nabla_x \psi_p(x', y') \to \nabla_x \psi_p(x, y)$ as $(x', y') \to (x, y)$, it suffices to show that

(53) \[ \nabla g^{soc}(x') \nabla g^{soc}(z')^{-1} y' \to 0 \quad \text{as} \quad (x', y') \to (x, y). \]

Next, for any $(x', y')$ sufficiently close to $(x, y)$, we write

(54) \[ (\zeta_1, \zeta_2) := \nabla g^{soc}(x') \nabla g^{soc}(z')^{-1} y'. \]

If $x'_2 \neq 0$, then $2p\zeta_1$ and $2p\zeta_2$ are given by (50) and (51), respectively. Using the same arguments as Subcase 2.1, we have that the second term of (50) and the sum of the last two terms of (51) tend to 0 as $(x', y') \to (x, y)$. Since $\sqrt{\lambda_2(w')}, a(z'), b(x'), c(x')$, and $\bar{w}_2$ are continuous at $(x, y)$, $\| \bar{x}_2 \| = 1$, and $b(x) = c(x) = 0$ from (47) and $x = 0$, the first term and the third term of (50) also tend to 0. This proves that $2p\zeta_1 \to 0$ as $(x', y') \to (x, y)$. We next prove that the first three terms of (51) also tend to 0. From the mean-value theorem, $|a(x')| = p|t_1 \lambda_2(x') + (1 - t_1) \lambda_1(x')|^{p-1}$ for some $t_1 \in (0, 1)$. Note that the function $|t|^{p-1}$ ($p > 1$) is continuous on $\mathbb{R}$, whereas $\lambda_2(x') \to 0$ and $\lambda_1(x') \to 0$ as $(x', y') \to (x, y)$. So, $|a(x')| \to 0$ when $(x', y') \to (x, y)$. In addition, as $(x', y') \to (x, y)$,

\[ b(x') \to 0, \quad c(x') \to 0, \quad \sqrt{\lambda_2(w')} \to \sqrt{2w_1} > 0, \quad \text{and} \quad a(z') \to a(z) > 0. \]

This implies that the first three terms of (51) also tend to 0. Consequently, $2p\zeta_2 \to 0$ as $(x', y') \to (x, y)$. Thus, (53) holds for this case.

If $x'_2 = 0$, then using (19) and the expression of $\nabla g^{soc}(z')^{-1}$ in Lemma 3.2, we have

(54) \[ \begin{align*}
\zeta_1 &= \frac{p \text{sign}(x'_1)|x'_1|^{p-1}}{\sqrt{\lambda_2(w')}} \left[ y'_1 + (\bar{w}_2)^T y'_2 \right] + \frac{p \text{sign}(x'_1)|x'_1|^{p-1}}{\sqrt{\lambda_1(w')}} \left[ y'_1 - (\bar{w}_2)^T y'_2 \right], \\
\zeta_2 &= \frac{p \text{sign}(x'_1)|x'_1|^{p-1}}{\sqrt{\lambda_2(w')}} \left[ y'_1 + (\bar{w}_2)^T y'_2 \right] \frac{\bar{w}_2}{\sqrt{\lambda_1(w')}} \left[ y'_1 - (\bar{w}_2)^T y'_2 \right] + 2p^2 \frac{\text{sign}(x'_1)|x'_1|^{p-1}}{a(z')} \left[ y'_2 - \bar{w}_2(\bar{w}_2)^T y'_2 \right].
\end{align*} \]

Since $\text{sign}(x'_1)|x'_1|^{p-1}$ is continuous and $\sqrt{\lambda_2(w')} > 0$, we have, as $(x', y') \to (x, y)$,

(55) \[ \frac{p \text{sign}(x'_1)|x'_1|^{p-1}}{\sqrt{\lambda_2(w')}} \left[ y'_1 + (\bar{w}_2)^T y'_2 \right] \xrightarrow{p \to \infty} \frac{p \text{sign}(x'_1)|x'_1|^{p-1}}{\sqrt{\lambda_2(w')}} (y_1 + \bar{w}_2 y_2) = 0. \]
In addition, \(|x'_1|^{p-1}/\sqrt[4]{\lambda_1(w')}\) is bounded with the bound independent of \(x'\) and \(y'\) because \(\lambda_1(w') = w'_1 - |w'_2| \geq |x'_1|^p\) by (15) when \(x'_2 = 0\). Besides, \(y'_1 - (\bar{w}'_2)^T y'_2 \to y_1 - \bar{w}'_2 y_2 = 0\) as \((x', y') \to (x, y)\), where the equality is due to Lemma 3.1 Hence we have
\[
\frac{p \text{sign}(x'_1)|x'_1|^{p-1}}{\sqrt[4]{\lambda_1(w')}}(y'_1 - (\bar{w}'_2)^T y'_2) \to 0 \quad \text{as} \quad (x', y') \to (x, y).
\]
Thus, we prove that \(\zeta_1 \to 0\) and the first two terms of \(\zeta_2\) tend to 0 as \((x', y') \to (x, y)\). Since \(a(z') = \frac{\lambda_2(w'') - \lambda_1(w')}{\sqrt{\lambda_2(w') - \sqrt[4]{\lambda_1(w')}}}\) and \((y'_2 - \bar{w}'_2(\bar{w}'_2)^T y'_2)\) are continuous, we have
\[
a(z') \to \frac{\lambda_2(w) - \lambda_1(w)}{\sqrt[4]{\lambda_2(w)} - \sqrt[4]{\lambda_1(w)}} = \sqrt[4]{\lambda_2(w)}
\]
and
\[
[y'_2 - \bar{w}'_2(\bar{w}'_2)^T y'_2] \to y_2 - \bar{w}'_2 y_2 = 0
\]
as \((x', y') \to (x, y)\), where the last equality is due to Lemma 3.1. This, together with \(\text{sign}(x'_1)|x'_1|^{p-1} \to \text{sign}(x_1)|x'_1|^{p-1} = 0\), means that the last term of \(\zeta_2\) also tends to 0. Thus, we show that \(\zeta_2\) tends to 0 as \((x', y') \to (x, y)\). Consequently, (53) holds in this case.

**Remark 4.2.** Note that the proof of Proposition 4.1 is also suitable for \(p \geq 4\). Hence, if \(\psi_p\) with \(p \geq 4\) is differentiable, then it must be continuously differentiable.

To close this section, we present a property of the partial gradients \(\nabla_x \psi_p\) and \(\nabla_y \psi_p\). Since the proof is easy by a direct calculation and Lemma 8.1, we omit it.

**Lemma 4.4.** For any \(x, y \in \mathbb{R}^n\), it always holds that
\[
\langle x, \nabla_x \psi_p(x, y) \rangle + \langle y, \nabla_y \psi_p(x, y) \rangle = \|\phi_p(x, y)\|^2.
\]

5. **Coerciveness of the function \(\Psi_p\)**

In this section, we study under what conditions the merit function \(\Psi_p\) is coercive, i.e., \(\limsup_{|x| \to \infty} \Psi_p(x) = \infty\), which plays a crucial role in analyzing the global convergence of merit function methods and equation-based methods based on \(\phi_p\). The following two technical lemmas are needed.

**Lemma 5.1.** Let \(\phi_p\) and \(\psi_p\) be given by (7) and (6), respectively. Then,
\[
4\psi_p(x, y) \geq 2\|\phi_p(x, y)\|_+^2 \geq \max\left(\|(-x)\|_+^2, \|(-y)\|_+^2\right) \quad \forall x, y \in \mathbb{R}^n,
\]
where \((\cdot)_+\) means the minimum Euclidean distance projection onto \(\mathbb{K}^n\).

**Proof.** The first inequality is direct, and the second one is due to [14, Lemma 7(c)] and the fact that \(\sqrt[4]{|x|^p + |y|^p} - x \in \mathbb{K}^n\) and \(\sqrt[4]{|x|^p + |y|^p} - y \in \mathbb{K}^n\).

**Lemma 5.2.** Assume that \(\{(x^k, y^k)\} \subseteq \mathbb{R}^n \times \mathbb{R}^n\) satisfies either of the conditions
(a): \(\lambda_1(x^k) \to -\infty\) or \(\lambda_1(y^k) \to -\infty\);
(b): \(\{\lambda_1(x^k)\}\) and \(\{\lambda_1(y^k)\}\) are bounded below, \(\lambda_2(x^k), \lambda_2(y^k) \to +\infty\), and \(\langle x^k/\|x^k\|, y^k/\|y^k\|\rangle \to 0\).

Then, when \(p\) is a rational number, it holds that \(\limsup_{k \to \infty} \psi_p(x^k, y^k) = +\infty\).
Proof. If \( \{(x^k, y^k)\} \) satisfies (a), the result follows from Lemma 5.1 and the fact
\[
2\|(-x^k)_+\|^2 = \min \left(0, \lambda_1(x^k) \right)^2 + \min \left(0, \lambda_2(x^k) \right)^2.
\]
It remains to consider the case where \( \{(x^k, y^k)\} \) satisfies (b). Now from the given assumptions we have (taking a subsequence if necessary), \( x_1^k \to +\infty \) and \( y_1^k \to +\infty \). Without loss of generality, we assume (subsequencing if necessary) that
\[
\lim_{k \to \infty} x^k/\|x^k\| = x^* \quad \text{and} \quad \lim_{k \to \infty} y^k/\|y^k\| = y^*.
\]
Since \( \{\lambda_1(x^k)\} \) and \( \{\lambda_1(y^k)\} \) are bounded below, there exists a fixed element \( d \in \mathbb{R}^n \) such that \( x^k - d \in \text{int}\mathcal{K}^n \) and \( y^k - d \in \text{int}\mathcal{K}^n \) for each \( k \). (Indeed, letting \( \gamma \) be the lower bound of \( \{\lambda_1(x^k)\} \) and \( \{\lambda_1(y^k)\} \), we have \( x^k - (\gamma - 1)e \in \text{int}\mathcal{K}^n \) and \( y^k - (\gamma - 1)e \in \text{int}\mathcal{K}^n \) since \( \lambda_1(z^k - (\gamma - 1)e) \geq \lambda_1(z^k) + 1 - (1 - \gamma)e \geq 1 \) for \( z^k = x^k \) or \( y^k \).) So, \( \frac{x^k - d}{\|x^k\|} \in \text{int}\mathcal{K}^n \) and \( \frac{y^k - d}{\|y^k\|} \in \text{int}\mathcal{K}^n \) for each \( k \). This implies that \( x^k \in \mathcal{K}^n \) and \( y^k \in \mathcal{K}^n \), and consequently \( x^k \in \mathcal{K}^n \) and \( y^k \in \mathcal{K}^n \), for all sufficiently large \( k \). We will continue the arguments using three cases as shown below, where all \( k \) are assumed to be sufficiently large.

Case 1. The sequence \( \{\|x^k\|/\|y^k\|\} \) is unbounded. Since \( p \) is a rational number, we may write \( p = n/m \) with \( n, m \) being natural numbers and \( n > m \). Suppose that the conclusion does not hold, i.e., \( \{\phi_p(x^k, y^k)\} \) is bounded. From the definition of \( \phi_p \) and \( x^k, y^k \in \mathcal{K}^n \), we have \( (x^k)^{\frac{n}{m}} + (y^k)^{\frac{n}{m}} = \left[ x^k + y^k + \phi_p(x^k, y^k) \right]^{\frac{n}{m}} \), which is equivalent to
\[
\left[ (x^k)^{\frac{n}{m}} + (y^k)^{\frac{n}{m}} \right]^m = \left[ x^k + y^k + \phi_p(x^k, y^k) \right]^n.
\]
Since \( \{\|x^k\|/\|y^k\|\} \) is unbounded, \( \|x^k\| \to +\infty \), \( \|y^k\| \to +\infty \), and \( n > m \), by expanding \( \left[ (x^k)^{\frac{n}{m}} + (y^k)^{\frac{n}{m}} \right]^m = \left[ (x^k)^{\frac{n}{m}} + (y^k)^{\frac{n}{m}} \right] \cdots \left[ (x^k)^{\frac{n}{m}} + (y^k)^{\frac{n}{m}} \right] \), we obtain that the left-hand side of (55) is \((x^k)^n + (y^k)^n + o(\|x^k\|^{n-1}\|y^k\|))\), whereas by expanding \( \left[ x^k + y^k + \phi_p(x^k, y^k) \right]^n \) and noting that \( \{\phi_p(x^k, y^k)\} \) is bounded and \( \{\|x^k\|/\|y^k\|\} \) is unbounded, the right-hand side of (55) is \((x^k+y^k)^n + o(\|x^k\|^{n-1}\|y^k\|))\), which can be further written as
\[
(x^k)^n + (y^k)^n + (x^k)^{n-1} \circ y^k + (y^k)^{n-1} \circ x^k
+ \cdots + x^k \circ (x^k \circ \cdots (x^k \circ \cdots (x^k \circ y^k) \cdots )) + 2x^k \circ (x^k \circ (\cdots (x^k \circ y^k) \cdots ))\]
\[
+ o(\|x^k\|^{n-1}\|y^k\|).
\]
Here, \( o(\|x^k\|^{n-1}\|y^k\|) \) denotes the term \( e_k \) satisfying \( \lim_{k \to \infty} \frac{e_k}{\|x^k\|^{n-1}\|y^k\|} = 0 \). Therefore,
\[
(x^k)^{n-1} \circ y^k + (x^k) \circ ((x^k)^{n-2} \circ y^k) + \cdots + x^k \circ ((x^k)^{n-2} \circ y^k) \cdots )
+ 2x^k \circ (x^k \circ (\cdots (x^k \circ y^k) \cdots ))\]
\[
+ o(\|x^k\|^{n-1}\|y^k\|) = o(\|x^k\|^{n-1}\|y^k\|).
\]
Making the inner product with the unit element \( e \) for the both sides then gives
\[
n\langle (x^k)^{n-1}, y^k \rangle = o(\|x^k\|^{n-1}\|y^k\|).
\]
Dividing the both sides by $\|x^k\|^{n-1}\|y^k\|$ and taking the limit $k \to \infty$, we get $(x^*)^{n-1} = y^* = 0$. Noting that $x^*, y^* \in \mathcal{K}$ and $\|x^*\| = \|y^*\| = 1$, from $(x^*)^{n-1} = y^*$ we deduce that

$$y^*_1 = \|y^*_2\| \quad \text{and} \quad (x^*)^{n-1} = \alpha(y^*_1, -y^*_2) \quad \text{for some } \alpha > 0.$$  

From this, it is easy to get $(x^*, y^*) = 0$, which by (54) contradicts the given condition that $(\frac{x^k}{\|x^k\|}, \frac{y^k}{\|y^k\|}) \to 0$. Thus, we prove that the conclusion follows.

Case 2. The sequence $\{\|y^k\|/\|x^k\|\}$ is unbounded. By the symmetry of $x$ and $y$ in $\phi_p(x, y)$, using the same arguments as in Case 1 leads to the desired result.

Case 3. The sequences $\{\|y^k\|/\|x^k\|\}$ and $\{\|x^k\|/\|y^k\|\}$ are bounded. In this case, taking subsequences of $\{x^k\}$ and $\{y^k\}$ if necessary, we may assume that $\lim_{k \to \infty} \|x^k\| = c$ for some $0 < c < +\infty$. By the definition of $\phi_p$ and $x^k, y^k \in \mathcal{K}$, we have

$$(x^k)^p + (y^k)^p = [x^k + y^k + \phi_p(x^k, y^k)]^p.$$  

Suppose that the conclusion does not hold. Then, dividing the both sides of the last equality by $\|x^k\|$ and taking the limit $k \to \infty$, it is not hard to obtain

$$(x^*)^p + (cy^*)^p = (x^* + cy^*)^p,$$  

which is equivalent to saying that $\phi_p(x^*, cy^*) = 0$ since $x^*, y^* \in \mathcal{K}$. Therefore, $x^* \circ cy^* = 0$. This clearly contradicts the given condition $(x^k/\|x^k\|, y^k/\|y^k\|) \to 0$, and the result follows. \hfill \square

Remark 5.1. So far, we cannot prove the result of Lemma 5.2 for an irrational number $p$ by using the dense of rational numbers in $\mathbb{R}$, although numerical test shows that it is correct.

In the following, assume that $\mathcal{K}$ has the Cartesian structure in [2]. Recall that $F: \mathbb{R}^n \to \mathbb{R}^n$ is said to have the \textit{uniform Jordan $P$-property} if there exists a constant $\varrho > 0$ such that, for any $\zeta, \xi \in \mathbb{R}^n$, there is a $\nu \in \{1, \ldots, m\}$ such that

$$\lambda_2[(\zeta_i - \xi_i) \circ (F_\nu(\zeta) - F_\nu(\xi))] \geq \varrho \|\zeta - \xi\|^2,$$  

where $\lambda_2[(\zeta_i - \xi_i) \circ (F_\nu(\zeta) - F_\nu(\xi))]$ means the second spectral value of $(\zeta_i - \xi_i) \circ (F_\nu(\zeta) - F_\nu(\xi))$; and $F$ is said to have the \textit{linear growth} if there is a constant $c > 0$ such that $\|F(\zeta)\| \leq \|F(0)\| + c\|\zeta\|$.

Proposition 5.1. Suppose that $G$ is an identity mapping and $F$ has the uniform Jordan $P$-property and satisfies the linear growth. Then, $\Psi_p(\zeta)$ is coercive for a rational $p$.

Proof. Suppose on the contrary that there is a constant $\gamma > 0$ and a sequence $\{\zeta^k\} \subset \mathbb{R}^n$ with $\|\zeta^k\| \to \infty$ such that $\Psi_p(\zeta^k) \leq \gamma$ for all $k$. Let $\zeta^k = (\zeta^k_1, \ldots, \zeta^k_m)$ with $\zeta^k_i \in \mathbb{R}^n$ for $i = 1, \ldots, m$. Let $\mathcal{I} := \{i \in \{1, \ldots, m\} \mid \{\zeta^k_i\} \text{ is unbounded} \}$. Clearly, $\mathcal{I} \neq \emptyset$. Define

$$\zeta^k_i = \left\{ \begin{array}{ll} 0 & \text{if } i \in \mathcal{I}, \\ \zeta^k_i & \text{otherwise}, \end{array} \right. \quad i = 1, 2, \ldots, m.$$  

Then, the sequence $\{\zeta^k\}$ is bounded. Since $F$ has the uniform Jordan $P$-property,

$$\lambda_2[(\zeta^k - \xi^k) \circ (F(\zeta^k) - F(\xi^k))] \geq \varrho \|\zeta^k - \xi^k\|^2$$  

for all $k$. But $\Psi_p(\zeta^k) \leq \gamma$ for all $k$. This clearly contradicts the given condition $(\zeta^k, \xi^k) \to 0$. Therefore, $\Psi_p(\zeta)$ is coercive for a rational $p$. \hfill \square
for some $\varrho > 0$. Let $z^k = (\xi^k - \xi_k) \circ (F(\xi^k) - F(\xi_k))$ for each $k$. Suppose that each $z^k$ has the spectral decomposition $\lambda_1(z^k)u_1^k + \lambda_2(z^k)u_2^k$. Then, we obtain that

$$\varrho \|\xi^k - \xi_k\|^2 \leq 2\langle z^k, u_2^k \rangle = \langle (\xi^k - \xi_k) \circ (F(\xi^k) - F(\xi_k)), u_2^k \rangle$$

(56)

This implies that $\|F(\xi^k)\| \to \infty$. Since $\Psi_p(\xi^k) \leq \gamma$ for each $k$, from Lemma 5.2(a) it follows that $\{\lambda_1(\xi^k)\}$ and $\{\lambda_1(F(\xi^k))\}$ are bounded below. Together with $\|\xi^k\| \to \infty$ and $\|F(\xi^k)\| \to \infty$, we obtain $\lambda_2(F(\xi^k)) \to +\infty$. In addition, from (56) and the linear growth of $F$, we necessarily have $\lim_{k \to \infty} \frac{\xi^k}{\|\xi^k\|} \circ \frac{F(\xi^k)}{\|F(\xi^k)\|} \neq 0$. If not, on one hand, from the boundedness of $\{\xi^k\}$ we have $\lim_{k \to \infty} \frac{(\xi^k - \xi_k) \circ (F(\xi^k) - F(\xi_k))}{\|\xi^k\| \|F(\xi^k)\|} = 0$; and on the other hand,

$$\lim_{k \to \infty} \frac{\varrho \|\xi^k - \xi_k\|^2}{\|\xi^k\| \|F(\xi^k)\|} \geq \lim_{k \to \infty} \frac{\varrho \|\xi^k - \xi_k\|^2}{\|\xi^k\| \|F(0)\| + c\|\xi^k\|} = \frac{\varrho}{c} > 0,$$

which is impossible by (56). By Lemma 5.2(b), $\limsup_{k \to \infty} \|\psi_p(\xi^k, F(\xi^k))\| = \infty$. This gives a contradiction to $\Psi_p(\xi^k) \leq \gamma$ for all $k$. Hence, $\Psi_p$ is coercive. 

6. Numerical results

In this section, we check the numerical performance of the merit function $\Psi_p$ corresponding to different $p \in (1, 4]$ by solving the unconstrained minimization reformulation $\min_{\xi \in \mathbb{R}^n} \Psi_p(\xi)$ for convex SOCPs in the form of (3), whose KKT conditions can be rewritten as (1) with

$$F(\xi) := \hat{x} + (I - A^T(AA^T)^{-1}A)\xi \quad \text{and} \quad G(\xi) := \nabla f(F(\xi)) - A^T(AA^T)^{-1}A\xi,$$

where $\hat{x} \in \mathbb{R}^n$ satisfies $A\hat{x} = b$. All tests were done on a PC using a Pentium 4 with 2.8GHz CPU and 512MB memory, and the codes were all written in Matlab 6.5.

During the testing, we used the Cholesky factorization of $AA^T$ to evaluate $F$ and $G$ in (57), which was completed via Matlab routine cho1. For the vector $\hat{x}$ satisfying $A\hat{x} = b$, we computed it with Matlab’s solver “\"", i.e., $\hat{x} = A\backslash b$. We employed the L-BFGS method, a limited-memory quasi-Newton method, with five limited-memory vector-updates to solve the minimization problem $\min_{\xi \in \mathbb{R}^n} \Psi_p(\xi)$. For the scaling matrix $H^0 = \gamma I$ in the L-BFGS, we adopted $\gamma = \frac{T}{F(\xi)} \eta / ||\eta||^T \eta$ as recommended by [27], p. 226], where $\xi := \xi - \xi^{old}$ and $\eta := \nabla \Psi_p(\xi) - \nabla \Psi_p(\xi^{old})$. To ensure convergence, we reverted to the steepest descent direction $-\nabla \Psi_p(\xi)$ whenever $\xi^T \eta \leq 10^{-5}||\xi|| \cdot ||\eta||$. We adopted a nonmonotone line search in [17] to seek a suitable step-length, i.e., we computed the smallest nonnegative integer $l$ such that

$$\Psi_p(c^k + \rho^l d^k) \leq W_k + \sigma \rho^l \nabla \Psi_p(c^k)^T d^k,$$

where $d^k$ means the direction in $k$th iteration generated by L-BFGS, $\rho, \sigma \in (0, 1)$ are given parameters, and $W_k = \max_{j=k-m_k,\ldots,k} \Psi_p(c^j)$ where, for given nonnegative integers $m_k$ and $s$,

$$m_k = \begin{cases} 0 & \text{if } k \leq s, \\ \min \{m_{k-1} + 1, \hat{m}\} & \text{otherwise.} \end{cases}$$

\footnote{For $p = 4$, we use the gradient formula in Proposition 3.1 though its differentiability is not established.}
Throughout the experiments, we chose the following parameters for the algorithm:

\[ \rho = 0.5, \quad \sigma = 10^{-4}, \quad \hat{m} = 5, \quad \text{and} \quad s = 5. \]

The initial point was set to be \( \zeta^0 = 0 \), and the algorithm was terminated whenever \( \max\{\Psi_p(\zeta^k), |\langle F(\zeta^k), G(\zeta^k) \rangle|\} \leq 10^{-6} \), or the step-length is less than \( 10^{-12} \).

The first group of test instances is the linear SOCPs with sparse \( A \) from [29]. Numerical results are reported in Table 1, where the first row gives the name of problems and the dimension \((m, n)\) of \( A \), and in the second row, \( \Psi_p(\zeta) \) means the value of \( \Psi_p \) at the final iteration, \( \text{Gap} \) denotes the value of \( |\langle G(\zeta), F(\zeta) \rangle| \) at the final iteration, \( \text{NF} \) and \( \text{Cpu} \) records the number of function evaluations and the CPU time in seconds for solving each test problem, and “−” means that the method fails due to too small a step-length.

Table 1 shows that the merit function method based on \( \Psi_p \) with \( p \in [1.1, 4] \) can solve “nb-L2” and “nb-L2-bessel” successfully, but for problem “nb”, it fails due to too small a step-length when \( p > 3.5 \) or \( p < 1.1 \), and it cannot yield desirable decrease for \( \Psi_p \) even for \( p = 2 \). The convergence process plotted in Figure 1 for “nb-L2-bessel” shows that the method with a smaller \( p \) has a faster reduction of \( \Psi_p \) at the beginning of the iterations, and when the value of \( \Psi_p(\zeta) \) is less than \( 10^{-5} \), the method with a larger \( p \) has a faster reduction of \( \Psi_p \). This implies that the method with a larger \( p \) seems to have a better convergence rate, which coincides with the numerical performance of generalized FB NCP functions; see [8].

![Table 1](image-url)
The second group of test problems is the convex SOCPs with dense $A$. To
generate such test problems randomly, we considered the problem of minimizing
a sum of the $k$ largest Euclidean norms with a convex regularization term:
\[
\min_{u \geq 0} \sum_{i=1}^{k} \|s_i\| + h(u),
\]
where $\|s_1\|, \ldots, \|s_r\|$ are the norms $\|s_1\|, \ldots, \|s_r\|$ sorted in nonincreasing order with $r \geq k$ and $s_i = b_i - A_ix$ for $i = 1, \ldots, r$ with $A_i \in \mathbb{R}^{m_i \times l}$ and $b_i \in \mathbb{R}^{m_i}$, and $h : \mathbb{R}^l \to \mathbb{R}$ is a twice continuously differentiable convex function. The problem can be converted into
\[
\min \ (1 - k/r) \sum_{i=1}^{r} v_i + (k/r) \sum_{i=1}^{r} w_i + h(u)
\]
s.t. $A_i u + s_i = b_i$, $i = 1, 2, \ldots, r$,
\[
(w_1 - v_1) - (w_2 - v_2) = 0,
\]
\[
\vdots
\]
\[
(w_1 - v_1) - (w_r - v_r) = 0,
\]
u $\geq 0$, v $\geq 0$, $(w_i, s_i) \in \times \mathbb{K}^{m_i+1}$, $i = 1, 2, \ldots, r$.

In our tests, we set $h(u) := \frac{1}{3}\|u\|_3^3$ with $\| \cdot \|_3$ being the 3-norm, and generated each $m_i$ randomly from $\{2, 3, \ldots, 10\}$, and each entry of $A_i$ and $b_i$ randomly by a uniform distribution from the interval $[-1, 1]$ and $[-5, 5]$, respectively. Thus, if $d \geq m = m_1 + \cdots + m_r$, the constraint matrix is dense. The problem parameters and the numerical results are reported in Table 2, in which the first row lists several groups of different $(l, r, k)$, and the second row gives the corresponding dimension $(m, n)$ of $A$. From Table 2, we see that for the test problems with dense $A$, $\Psi_p$ displays a similar performance to those with sparse $A$. 

![Figure 1. Numerical results with different $p$ for the problem “nb-L2-bessel”](image-url)
Table 2. Numerical results with different $p$ for convex SOCPs with dense $A$

<table>
<thead>
<tr>
<th>$(500, 50, 1)$</th>
<th>$(1000, 50, 5)$</th>
<th>$(1000, 100, 5)$</th>
<th>$(2000, 100, 5)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(353, 904)$</td>
<td>$(374, 1425)$</td>
<td>$(671, 1772)$</td>
<td>$(727, 2828)$</td>
</tr>
<tr>
<td>$p$</td>
<td>NF</td>
<td>Gap</td>
<td>Cpu</td>
</tr>
<tr>
<td>4.0</td>
<td>4000</td>
<td>9.96e–7</td>
<td>287.5</td>
</tr>
<tr>
<td>3.5</td>
<td>2328</td>
<td>8.29e–7</td>
<td>203.0</td>
</tr>
<tr>
<td>3.0</td>
<td>2215</td>
<td>2.52e–7</td>
<td>189.6</td>
</tr>
<tr>
<td>2.5</td>
<td>2292</td>
<td>8.76e–7</td>
<td>200.6</td>
</tr>
<tr>
<td>2.0</td>
<td>2258</td>
<td>6.28e–7</td>
<td>180.0</td>
</tr>
<tr>
<td>1.8</td>
<td>2482</td>
<td>4.88e–7</td>
<td>208.4</td>
</tr>
<tr>
<td>1.5</td>
<td>3180</td>
<td>5.09e–7</td>
<td>269.5</td>
</tr>
<tr>
<td>1.3</td>
<td>2309</td>
<td>8.19e–7</td>
<td>192.8</td>
</tr>
<tr>
<td>1.1</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
</tbody>
</table>

7. Conclusions

We established the smoothness of the generalized FB merit function $\Psi_p$ with $p \in (1, 4)$, and studied its coerciveness under some mild conditions, which partially generalized the results of the FB merit function for the SOCCP [12] and the generalized FB merit functions for the NCPs [9]. There are some topics worthy of further study, for example, the stationary point conditions of $\Psi_p$, the strong semismoothness of $\phi_p$, the characterization of directional derivative of $\phi_p$, and the characterization of the $B$-subdifferential of $\phi_p$.

Appendix

Lemma 1. Assume that $p \geq 2$. Let $x, y \in \mathbb{R}^n$ satisfy $w(x, y) \in \text{bd}^+ \mathcal{K}^n$. Then, we have

$$\nabla_{x'} w_1(x', y')(x', y') = \nabla_{x'} ||w_2(x', y')|| (x', y') = \left( \frac{2p^{-2} \text{sign}(x_1)|x_1|^{p-1}}{2p^{-2}p \text{sign}(x_1)|x_1|^{p-1} w_2} \right).$$

(58)
Proof. Assume that $x_2 \neq 0$. By the expressions of $w_1(x', y')$ and $w_2(x', u')$, we calculate
\[
\nabla_{x'} w_1(x', y')(x', y') = (x, y)
\]
\[
= \frac{p}{2} \left( \frac{\text{sign}(\lambda_2(x))|\lambda_2(x)|^{p-1} + \text{sign}(\lambda_1(x))|\lambda_1(x)|^{p-1} x_2}{\|x_2\|} \right),
\]
\[
\nabla_{x'} \|w_2(x', y')(x', y') = (x, y)
\]
\[
= \frac{p}{2} \left( \frac{\text{sign}(\lambda_2(x))|\lambda_2(x)|^{p-1} - \text{sign}(\lambda_1(x))|\lambda_1(x)|^{p-1} x_2}{\|x_2\|} \right) \frac{x_2^T w_2}{\|x_2\|} + \frac{|\lambda_2(x)|^p - |\lambda_1(x)|^p}{2} \left( \frac{0}{\|x_2\|^2} - \frac{x_2 x_2^T w_2}{\|x_2\|^3 \|w_2\|} \right).
\]
Using the equalities in (18), the last two equalities can be simplified as
\[
\nabla_{x'} w_1(x', y')(x', y') = \nabla_{x'} \|w_2(x', y')(x', y') = (x, y)
\]
\[
\cdot \left( \frac{2p^{-2} \text{sign}(x_1)|x_1|^{p-1}}{2p^{-2} \text{sign}(x_1)|x_1|^{p-1} w_2} \right).
\]
If $x_2 = 0$, using the result for $x_2 \neq 0$ and the continuity of $\nabla w_1(x', y')$ and $\nabla \|w_2(x', y')\|$ at $(x, y)$, we easily obtain equation (58). \qed
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