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Abstract. We investigate a recently proposed algorithm solving the strong discrete logarithm problem with auxiliary inputs, and show that this algorithm in general is not more efficient than ordinary discrete-logarithm-solving algorithms such as Pollard’s rho method, by analyzing a lower bound on the sum of digits of integers.

1. Introduction

The strong discrete logarithm problem with ℓ auxiliary inputs (ℓ-SDL) asks for the discrete logarithm (DL) α ∈ ℱp, given g, ga as well as auxiliary inputs ga for i = 2, . . . , ℓ, where g is an element of prime order p in an abelian group G. This problem together with similar problems for the Diffie-Hellman (DH) problem [11] as the ℓ-Strong DH, the Bilinear DH Inversion, and the Bilinear DH Exponent problem, were originally believed to be as difficult as the ordinary DL or DH problem. Based on the intractability of these problems, a variety of cryptosystems have been designed such as traitor tracing schemes [18], ID-based encryptions [1, 3], short group signatures [4], broadcast encryptions [6], short signatures [2], and blind signatures [20], to name a few.

However, it turned out that they might have reduced complexity when p − 1 or p + 1 have an appropriate divisor [5, 8, 9]. More precisely, it was shown that the ℓ-SDL problem can be solved in O((p/d)^{1/2} + d^{1/2}) exponentiations in G when d is a divisor of p − 1 and g, ga, gαd are given, and if d is a divisor of p + 1, α can be computed in O((p/d)^{1/2} + d) exponentiations in G using g, gαi for i = 1, . . . , 2d.

Basically, both of the two algorithms work by implicitly transforming the discrete logarithm α in ℱp into an element ψ(α) in an auxiliary group ℋ, and computing ψ(α) by solving the DL problem over ℋ, where the DL problem can be solved more efficiently than G. The p − 1 algorithm uses the mapping α → αd and the subgroup of order (p − 1)/d of ℱp× as an auxiliary group. The p + 1 algorithm employs the mapping α → (α + θ)(p−1)/d, θ ∈ ℱp×\ℱp, and the subgroup of order (p + 1)/d of ℱp× as an auxiliary group. In fact, these two algorithms can be regarded as quantitative versions of the well-known reduction from the DL problem to the DH problem due to den Boer [10] and Maurer [15], and it is therefore natural to ask whether...
can generalize the $p \pm 1$ algorithms to other groups defined over $\mathbb{F}_p$, such as other extension fields of $\mathbb{F}_p$ or elliptic or hyperelliptic curves over $\mathbb{F}_p$.

Recently, Takakazu Satoh \cite{Satoh} proposed a possible generation of the $p \pm 1$ algorithms to a divisor $D$ of $\Phi_n(p)$ using the general linear group $GL_n(\mathbb{F}_p)$ for an auxiliary group, where $\Phi_n$ denotes the $n$-th cyclotomic polynomial. Although Satoh describes his algorithm in the context of general linear groups, he essentially uses the mapping $\alpha \mapsto (\alpha + \zeta)(p^n - 1)/D$, $\zeta \in \mathbb{F}_p^n$. The main obstacle in this direction of generalization is that the degree of that mapping with respect to $\alpha$ is quite high, and so we need $g^{\alpha^s}$ for quite large $i$, because the degree is equal to the sum of digits of the $p$-ary expansion of $(p^n - 1)/D$. Satoh tried to overcome this problem by multiplying $(p^n - 1)/D$ by integers $r$ with gcd($r$, $D$) = 1 to obtain a new integer with small $p$-ary digits; if possible, one can map the DL $\alpha$ to the subgroup of order $D$ of $\mathbb{F}_p^n$ only using $g^{\alpha^s}$ for small $i$. Satoh’s algorithm for $n = 1, 2$ corresponds to the $p \pm 1$ algorithms, and the $p + 1$ version in particular requires only $g, g^{\alpha^s}$ for $1 \leq i \leq d = (p + 1)/D$. However, for $n \geq 3$, the generalization did not come with a precise complexity analysis, and so it was not clear whether it was indeed faster than the ordinary DL-solving algorithm such as Pollard’s rho method \cite{Pollard}.

In fact, the problem of finding a good $r$, having the property that the number $r \cdot (p^n - 1)/D$ has small $p$-ary digits, can be thought of as the problem of finding a short vector in some well-defined lattices $\mathcal{L}$. Thus, we may be able to find a good $r$ by applying lattice reduction algorithms to the lattice $\mathcal{L}$, such as LLL \cite{LLL}. In addition, from the Minkowski inequality on lattices \cite{Minkowski}, one can get an upper bound on the length of the shortest vector and thus an upper bound on the sum of digits of the integers of the form $r \cdot (p^n - 1)/D$. Nevertheless, the problem still remains unsolved, because the upper bound obtained from the Minkowski inequality is not sufficient to deduce the complexity less than that of the ordinary DL-solving algorithms and we do not know how small the length of the shortest vector could be.

This paper settles the open problem in the negative, analyzing the sum of digits of integers. We show that, for any integers $t$ and $s = \sum_{i \geq 0} s_i t^i$ with $s_i \in \mathbb{Z}$, if $\sum_{i \geq 0} s_i x^i \not\equiv 0 \bmod \Phi_m(x)$, then

$$\sum_i |s_i| \geq \left| \gcd(s, \Phi_m(t)) \right|^{1/\varphi(m)},$$

where $\varphi$ denotes the Euler totient function. As a result, we deduce that the sum of digits of integers of the form $r \cdot (p^n - 1)/D$ including the length of the shortest vector in $\mathcal{L}$ are not too small, and thus Satoh’s generalization for $n \geq 3$ is never better than the ordinary DL-solving algorithm.

The rest of the paper is organized as follows. Section 2 includes some preliminaries. In Section 3 we first give a simplification of Satoh’s algorithm, showing that the mapping $\alpha \mapsto (\alpha + \zeta)(p^n - 1)/D$ can be expressed in terms of polynomials over $\mathbb{F}_p$, and then we proceed to give a rigorous complexity analysis. In Section 4 we come to the conclusion that the complexity of Satoh’s generalization, including our algorithm, is always greater than $p^{1/2}$ if $(p^n - 1)/D \not\equiv 0 \bmod \Phi_m(p)$ for some divisor $m \geq 3$ of $n$. The final section summarizes the results of the present study and discusses future research.
2. Preliminaries

In this section we introduce some notation used throughout this paper.

Let \( p \) be a prime number and let \( \mathbb{F}_p \) denote the finite field \( \{0, \ldots, p-1\} \) of \( p \) elements equipped with addition and multiplication modulo \( p \). For a given integer \( \omega \), we consider the signed \( p \)-ary expansion of \( \omega = \sum_{i \geq 0} \omega_i p^i \) with \( |\omega_i| < p/2 \), and define \( S_p(\omega) = \max \{ S^+_p(\omega), S^-_p(\omega) \} \), where

\[
S^+_p(\omega) = \sum_{w_i > 0} w_i \quad \text{and} \quad S^-_p(\omega) = -\sum_{w_i < 0} w_i.
\]

Let \( n \geq 2 \) be an integer. The \( n \)-th cyclotomic polynomial is denoted by \( \Phi_n \) and its degree by \( \varphi(n) \), where \( \varphi(\cdot) \) is the Euler totient function. We fix the representation of the finite field of \( p^n \) elements to \( \mathbb{F}_{p^n} = \mathbb{F}_p[x]/\langle p(x) \rangle \), by fixing an irreducible polynomial \( p(x) \in \mathbb{F}_p[x] \) of degree \( n \), and view elements of \( \mathbb{F}_{p^n} \) as polynomials over \( \mathbb{F}_p \) of degree less than \( n \). We put \( x_i = x_i^{i-1} + \langle p(x) \rangle \) for \( 1 \leq i \leq n \).

We write \( M(\ell) \) to denote the number of operations in a ring \( R \) that are required to multiply two polynomials in \( R[x] \) degree less than \( \ell \). Then polynomials in \( R[x,y] \) of degree less than \( n \) in \( x \) and less than \( \ell \) in \( y \) can be multiplied using \( O(M(n\ell)) \) operations in \( R \) [25, Corollary 8.28]. Thus, we can multiply two elements in \( \mathbb{F}_{p^n} \) with \( M(n) \) operations in \( \mathbb{F}_p \) and multiply two polynomials in \( \mathbb{F}_{p^n}[y] \) of degree less than \( \ell \) with \( O(M(n\ell)) \) operations in \( \mathbb{F}_p \). Note that currently the fastest algorithms for multiplication of polynomials of degree at most \( \ell \) over a ring \( R \) take \( O(\ell \log(\ell) \log(\log(\ell))) \) operations in \( R \) [24]. In this paper we will assume that the multiplication time \( M(\cdot) \) satisfies \( M(n\ell) \geq n \cdot M(\ell) \) for all positive integers \( n, \ell \). We note that all the known multiplication algorithms satisfy this property.

3. The algorithm solving the SDL problem

In this section we first analyze the mapping \( \psi \) from \( \mathbb{F}_p \) to some subgroup \( \mathbb{H} \) of \( \mathbb{F}_{p^n}^\times \), defined by exponentiation by \( (p^n - 1)/|\mathbb{H}| \), which is the simplest way to construct an element in \( \mathbb{H} \). We then proceed to describe the algorithm, solving the SDL problem in the subsequent subsection.

3.1. Mapping on \( \mathbb{F}_p \). Let \( \zeta_r \) denote an element of \( \mathbb{F}_{p^n} \) which is not contained in any proper subfield of \( \mathbb{F}_{p^n} \). Let \( \omega \) be an integer. We define a function \( \psi_\omega : \mathbb{F}_p \to \mathbb{F}_{p^n}, y \mapsto (y + \zeta_r)^\omega \). This function \( \psi_\omega \) can be presented as follows.

**Lemma 3.1.** Let \( \omega \) be a positive integer less than \( p^n \) and let \( e \) denote \( S_p(\omega) \). The function \( \psi_\omega \) can be written as

\[
\psi_\omega(y) = (y + \zeta_r)^\omega = \hat{f}_1(y) x_1 + \cdots + \hat{f}_n(y) x_n,
\]

where \( \hat{f}_j, \tilde{f}_j \) are polynomials over \( \mathbb{F}_p \) and \( \deg \hat{f}_j \leq S^+_p(\omega) \), \( \deg \tilde{f}_j \leq S^-_p(\omega) \) for \( j = 1, \ldots, n \). Moreover, the polynomials \( \hat{f}_j, \tilde{f}_j \) for \( 1 \leq j \leq n \) can be computed with \( O(n \log(p) M(n) + M(ne)) \) operations in \( \mathbb{F}_p \).

**Proof.** Let \( \omega = \sum_{i=0}^n w_i p^i \) be the signed \( p \)-ary expansion of \( \omega \) with \( |\omega_i| < p/2 \). Then \( \psi_\omega \) is represented as

\[
(y + \zeta_r)^\omega = \frac{\prod_{w_i > 0} (y + \zeta_r^{p^i})^{w_i}}{\prod_{w_i < 0} (y + \zeta_r^{p^i})^{-w_i}}.
\]
After adopting the notation
\[ F(y) = \prod_{w_i > 0} \left(y + \zeta_p^i\right)^{w_i}, \quad \hat{F}(y) = \prod_{w_i < 0} \left(y + \zeta_p^i\right)^{|w_i|}, \]
and \( e^+=S_p^+(\omega), \ e^-=S_p^-(\omega), \) and writing
\[ \hat{F}(y) = \sum_{i=0}^{e^+} \hat{\theta}_i y^i, \quad \hat{F}(y) = \sum_{i=0}^{e^-} \hat{\theta}_i y^i \]
and
\[ \hat{\theta}_i = \sum_{j=1}^n \hat{c}_{i,j} x_j, \quad \hat{\theta}_i = \sum_{j=1}^n \hat{c}_{i,j} x_j \]
for some \( \hat{c}_{i,j} \) and \( \hat{c}_{i,j} \) in \( \mathbb{F}_p \), one can get
\[ \hat{f}_j(y) = \sum_{i=0}^{e^+} \hat{c}_{i,j} y^i \quad \text{and} \quad \hat{f}_j(y) = \sum_{i=0}^{e^-} \hat{c}_{i,j} y^i. \]

The detailed complexity analysis for computing \( \hat{f}_j, \hat{f}_j \) is explained in the following. For any \( 0 \leq i \leq n \) we have
\[ F_i(y) := \left(y + \zeta_p^i\right)^{|w_i|} = \sum_{k_i=0}^{w_i} \binom{w_i}{k_i} \zeta_p^{i(k_i)} y^{k_i} \in \mathbb{F}_p^n[y]. \]

Note that \( \binom{w_i}{k_i}, \ldots, \binom{w_i}{w_i} \) are computed with \( |w_i| \) multiplications and \( |w_i| \) divisions in \( \mathbb{F}_p \) and \( \zeta_p^i, \ldots, \zeta_p^{|w_i|} \) are computed with 1 exponentiation and \( |w_i| \) multiplications in \( \mathbb{F}_p^n \). Thus, all polynomials \( F_0, \ldots, F_n \in \mathbb{F}_p^n[y] \) can be computed with \((n+1)\sum_{i=0}^n |w_i|\) multiplications and \((n+1)\sum_{i=0}^n |w_i|\) divisions in \( \mathbb{F}_p \), along with \( \mathcal{O}(n \log(p)) + \sum_{i=0}^n |w_i| \) multiplications in \( \mathbb{F}_p^n \). Converting a multiplication in \( \mathbb{F}_p^n \) into \( M(n) \) operations in \( \mathbb{F}_p \), the computation of all \( F_i \) takes \( \mathcal{O}(ne + (n \log(p) + e) M(n)) \) operations in \( \mathbb{F}_p \).

Once we have obtained \( F_i \) for all \( 0 \leq i \leq n \), two polynomials \( \hat{F}, \hat{F} \) in \( \mathbb{F}_p^n[y] \) can be computed with \( \mathcal{O}(n M(ne)) \) operations in \( \mathbb{F}_p \). Thus, the overall computational complexity is
\[ \mathcal{O}(ne + (n \log(p) + e) M(n) + n M(ne)) \]
operations in \( \mathbb{F}_p \). Since \( ne = \mathcal{O}(M(ne)) \) and \( e M(n) \leq M(ne) \), our claim is now evident from (3.3).

3.2. Algorithm description. We present our simplification of Satoh’s algorithm solving the SDL problem. Note that we extend the parameter choice by considering divisors of \( p^n - 1 \), including divisors of \( \Phi_n(p) \), which are the original choice of Satoh.

Theorem 3.2. Let \( G \) be an abelian group of prime order \( p \) with generator \( g \). Suppose that a generator \( \zeta \) of the multiplicative group \( \mathbb{F}_p^\times \) and a positive divisor \( D \) of \( p^n - 1 \) are given.\(^1\) Let \( r \) be an integer with \( \gcd(D, r) = 1 \) and let \( e = S_p\left(r \frac{p^n - 1}{D}\right) \). If \( g, g^{a^i} \) for \( i = 1, \ldots, e \) are given, then \( \alpha \) can be computed with \( \mathcal{O}(n(e+n D^{1/2}) \log(p)) \)

\(^1\)Thoughout this paper, we assume that \( D \) does not divide \( p^n - 1 \) for any proper divisor \( m \) of \( n \) otherwise it suffices to use the smaller \( m \).
operations in $\mathbb{G}$ and $\mathcal{O}(n^2D^{1/2} + (n \log(p) + D^{1/2}) M(n) + \log(e) \log(ep) M(e) + n M(ne))$ operations in $\mathbb{F}_p$ by using storage for $\mathcal{O}(nD^{1/2})$ elements of $\mathbb{G}$.

Proof. Let $E=\frac{p^n-1}{D}$, let $H$ be the subgroup of order $D$ of $\mathbb{F}^*_p$, and let $\zeta_r$ denote an element of $\mathbb{F}_{p^n}$ which is not contained in any proper subfield of $\mathbb{F}_{p^n}$. We consider a function defined on $\mathbb{F}_p$ which maps $\alpha \in \mathbb{F}_p$ to $\overline{\beta} \in H$ as follows:

$$\psi_r: \mathbb{F}_p \to \mathbb{F}_{p^n} \to H, \alpha \mapsto \alpha := (\alpha + \zeta_r) \mapsto \overline{\beta} := \alpha^r E.$$

By Lemma 3.1, $\overline{\beta}$ can be represented by polynomials $\hat{f}_j$ and $\hat{f}_j$ in $\alpha$ with coefficients in $\mathbb{F}_p$:

$$\overline{\beta} = \hat{f}_1(\alpha) x_1 + \cdots + \hat{f}_n(\alpha) x_n,$$

$$\hat{f}_1(\alpha) x_1 + \cdots + \hat{f}_n(\alpha) x_n.$$

On the other hand, since $H$ is generated by $\hat{\zeta}$, which can be obtained by raising the $E$-th power to the primitive element $\zeta$ of $\mathbb{F}_{p^n}$, there exists an integer $z \in \{0, \ldots, D-1\}$ such that

$$\overline{\beta} = \hat{\zeta}^z.$$

As in the Baby-Step-Giant-Step (BSGS) algorithm, we can find such an integer $z$ by checking the equality

$$\overline{\beta} \hat{\zeta}^{-mu} = \hat{\zeta}^v,$$

or equivalently,

$$\{ \hat{f}_1(\alpha) x_1 + \cdots + \hat{f}_n(\alpha) x_n \} \cdot \hat{\zeta}^{-mu} = \{ \hat{f}_1(\alpha) x_1 + \cdots + \hat{f}_n(\alpha) x_n \} \cdot \hat{\zeta}^v,$$

for all nonnegative integers $u, v$ less than or equal to $m := \lceil \sqrt{D} \rceil$. Introducing the notation

$$\sum_{j=1}^n \hat{g}_{u,j}(\alpha) x_j = \sum_{i=1}^n \hat{f}_i(\alpha) x_i \cdot \hat{\zeta}^{-mu},$$

$$\sum_{j=1}^n \hat{g}_{u,j}(\alpha) x_j = \sum_{i=1}^n \hat{f}_i(\alpha) x_i \cdot \hat{\zeta}^v,$$

the equation (3.4) is equivalent to

$$\hat{g}_{u,j}(\alpha) = \hat{g}_{v,j}(\alpha) \text{ for all } 1 \leq j \leq n,$$

which can be checked by

$$\hat{g}_{u,j}(\alpha) = \hat{g}_{v,j}(\alpha) \text{ for all } 1 \leq j \leq n,$$

using $g, \ldots, g^{\alpha^e}$, because $\deg(\hat{g}_{u,j}) \leq e^+ := S^+_p(rE)$ and $\deg(\hat{g}_{v,j}) \leq e^- := S^-_p(rE)$ for all $0 \leq u, v \leq m$ and all $1 \leq j \leq n$.

Thus, to find $u$ and $v$, we first construct a lookup table with contains the tuples

$$\left( \hat{g}_{u,1}(\alpha), \ldots, \hat{g}_{u,n}(\alpha) \right) \text{ for all } 0 \leq u \leq m,$$

and then for each $0 \leq v \leq m$ we compute $(\hat{g}_{u,1}(\alpha), \ldots, \hat{g}_{u,n}(\alpha))$ and refer to the lookup table in order to find the unique pair $(u, v)$ satisfying (3.4).

Once we find $u, v$ satisfying equation (3.4), the number $\alpha$ is a common root of $n$ polynomials $\hat{g}_{u,1} - \hat{g}_{v,1}, \ldots, \hat{g}_{u,n} - \hat{g}_{v,n}$ over $\mathbb{F}_p$. Thus, $\alpha$ can be computed
by finding the unique root satisfying the equation $g^x = g^a$ among roots of the polynomial $\gcd(g_{u,1} - g_{v,1}, \ldots, g_{u,n} - g_{v,n})$.

The detailed complexity analysis is given in the following.

**Compute the polynomials $\hat{f}_i$ and $\hat{f}_i$ over $\mathbb{F}_p$.** By Lemma 3.11, the polynomials $\hat{f}_i$ and $\hat{f}_i$ for all $1 \leq i \leq n$ can be computed with $O(n(\log(p)M(n) + M(ne)))$ operations in $\mathbb{F}_p$.

**Compute the elements $g^{\hat{f}_i(\alpha)}$ and $g^{\hat{f}_i(\alpha)}$ in $\mathbb{G}$.** Since we know all coefficients of $\hat{f}_i$, $\hat{f}_i$ and degree $\hat{f}_i \leq e^+$, degree $\hat{f}_i \leq e^-$, we can compute $g^{\hat{f}_i(\alpha)}$ and $g^{\hat{f}_i(\alpha)}$ for all $1 \leq i \leq n$ from $g, g^a, \ldots, g^{a^n}$. This step requires at most $2ne$ exponentiations in $\mathbb{G}$.

**Compute the elements $\zeta^{-mu}$ and $\zeta^v$ in $\mathbb{F}_{p^n}$.** The elements $\zeta = \zeta^E$ and $\zeta^{-m}$ are computed with two exponentiations in $\mathbb{F}_{p^n}$, which require $O(n \log(p)M(n))$ operations in $\mathbb{F}_p$. In addition $\zeta^{-mu}$ and $\zeta^v$ for all $0 \leq u, v \leq m$ are computed with $2m$ multiplications in $\mathbb{F}_{p^n}$, which require $O(mM(n))$ operations in $\mathbb{F}_p$. Thus, this step requires $O\left((n \log(p) + D^{1/2})M(n)\right)$ operations in $\mathbb{F}_p$.

**Compute the elements $g^{\hat{g}_{u,i}(\alpha)}$ and $g^{\hat{g}_{v,j}(\alpha)}$ in $\mathbb{G}$.** We first compute $\hat{a}_{j}(u,i) \in \mathbb{F}_p$ such that $x_i \hat{\zeta}^{-mu} = \sum_{j=1}^{n} \hat{a}_{j}(u,i) x_j$. From the equation

\begin{equation}
\left\{ \sum_{i=1}^{n} \hat{f}_i(\alpha) x_i \right\} \cdot \hat{\zeta}^{-mu} = \sum_{j=1}^{n} \left\{ \sum_{i=1}^{n} \hat{a}_{j}(u,i) \hat{f}_i(\alpha) \right\} x_j,
\end{equation}

we have $\hat{g}_{u,i}(\alpha) = \sum_{j=1}^{n} \hat{a}_{j}(u,i) \hat{f}_i(\alpha)$ and thus

\[g^{\hat{g}_{u,i}(\alpha)} = \prod_{i=1}^{n} \left( g^{\hat{f}_i(\alpha)} \right)^{\hat{a}_{j}(u,i)}
\]

is computed with $n$ exponentiations in $\mathbb{G}$ using $g^{\hat{f}_i(\alpha)}$. Since the multiplication by $x$ in $\mathbb{F}_{p^n}$ takes $O(n)$ operations in $\mathbb{F}_p$, we can compute $g^{\hat{g}_{u,1}(\alpha)}, \ldots, g^{\hat{g}_{u,n}(\alpha)}$ with $O(n^2 \log(p))$ operations in $\mathbb{G}$ and $O(n^2)$ operations in $\mathbb{F}_p$. Similarly, we can compute $g^{\hat{g}_{v,1}(\alpha)}, \ldots, g^{\hat{g}_{v,n}(\alpha)}$ with the same complexity.

**Recover $\alpha$ from the polynomials $\hat{g}_{u,1} - \hat{g}_{v,1}, \ldots, \hat{g}_{u,n} - \hat{g}_{v,n}$ over $\mathbb{F}_p$.** If we know the numbers $u, v$ satisfying equation (3.1), the polynomials $\hat{g}_{u,i}, \hat{g}_{v,i}$ for all $1 \leq i \leq n$ can be computed with $O(n^2e)$ operations in $\mathbb{F}_p$ and two exponentiations in $\mathbb{F}_{p^n}$, because

\[\hat{g}_{u,i} = \sum_{i=1}^{n} \hat{a}_{j}(u,i) \hat{f}_i \quad \text{and} \quad \hat{g}_{v,j} = \sum_{i=1}^{n} \hat{a}_{j}(v,i) \hat{f}_i,
\]

where $x_i \hat{\zeta}^{-mu} = \sum_{j=1}^{n} \hat{a}_{j}(u,i) x_j, \hat{a}_{j}(u,i) \in \mathbb{F}_p$ and $x_i \hat{\zeta}^v = \sum_{j=1}^{n} \hat{a}_{j}(v,i) x_j, \hat{a}_{j}(v,i) \in \mathbb{F}_p$.

We note that the Euclidean algorithms for polynomials of degree at most $\ell$ can be implemented so as to take $O(M(\ell) \log(\ell))$ operations in $\mathbb{F}_p$ [25, Theorem 11.5] and all roots of the polynomial of degree $\ell$ in $\mathbb{F}_p$ can be found using an expected number of $O(M(\ell) \log(\ell) \log(ep))$ operations in $\mathbb{F}_p$ [25, Corollary 14.16].

Thus, $\alpha$ can be found from the polynomials $\hat{g}_{u,1} - \hat{g}_{v,1}, \ldots, \hat{g}_{u,n} - \hat{g}_{v,n}$ with at most $e$ exponentiations in $\mathbb{G}$ and an expected number of $O(M(e) \log(e) \log(ep))$ operations in $\mathbb{F}_p$.

The storage requirement is $O(nD^{1/2})$ elements in $\mathbb{G}$ for constructing the lookup table described in (3.3). Finally, assuming that the comparison cost to determine if
two elements of \( G \) are identical is faster than the group operation in \( G \), we achieve the overall complexity as claimed.

**Remark 3.3.** If \( e \) is sufficiently large, then we can take \( M(e) = O(e \log(e) \log(\log(e))) \) and \( M(ne) = O(ne \log(ne) \log(\log(ne))) \). In this case, since \( M(n) = O(n^2) \), the computational complexity in Theorem 3.2 becomes \( O(n(e + n D^{1/2}) \log(p)) \) operations in \( G \) and \( \tilde{O}(n^2(D^{1/2} + e + n \log(p)) + e \log(p)) \) operations in \( \mathbb{F}_p \), where \( \tilde{O}(\ell) \) denotes \( O(\ell \log^k(\ell)) \) for some constant \( k \).

4. Analysis

In this section we analyze the practicality of Satoh’s generalization for solving the SDL problem, including our simplification.

The complexity presented in Theorem 3.2 is closely related to the choice of \( r \), which shows that to solve the SDL problem more efficiently, one is required to find a good \( r \) such that \( S_p(r \cdot \frac{E^n-1}{D}) \) is as small as possible, before applying the proposed algorithm. One plausible way is to use a well-known lattice technique. Let \( E = (p^n-1)/D \) and \( \mathcal{L} \) be a \( n \)-dimensional lattice generated by \( \{(E,0,\ldots,0), (-p,1,0,\ldots,0), (-p^2,0,1,0,\ldots,0), \ldots, (-p^{n-1},0,\ldots,0,1)\} \). Any vector \( \mathbf{v} = (v_0,\ldots,v_{n-1}) \) in the lattice \( \mathcal{L} \) satisfies \( rE = v_0 + v_1 p + \cdots + v_{n-1} p^{n-1} \) for some integer \( r \). Since the volume of the lattice \( \mathcal{L} \) is \( E \), by the Minkowski inequality on lattice [17], there is at least one vector \( \mathbf{v} = (v_0,\ldots,v_{n-1}) \) in the lattice \( \mathcal{L} \) with \( \max_i |v_i| \leq E^{1/n} \). If \( n \) is small, we may be able to compute this vector \( \mathbf{v} \) and the corresponding integer \( r \) by using a well-known lattice reduction algorithm, such as LLL [14]. However, this approach does not tell us much about the lower bound on the length of the shortest vector in the lattice \( \mathcal{L} \), and so is not sufficient to give a rigorous analysis on our algorithm, including Satoh’s.

In the following subsection we explain how to resolve this problem in a more general setting, by analyzing the sum of digits \( \sum_i |s_i| \) of any integers \( s = \sum_{i \geq 0} s_i t^i \), not just for the length of the shortest vector of the lattice \( \mathcal{L} \), and give a lower bound on the number \( S_p(r \cdot \frac{E^n-1}{D}) \) for any \( r \) with \( \gcd(D,r) = 1 \).

4.1. Lower bound on sum of digits. Let \( m \geq 2 \) be an integer. Let \( \xi \) denote a primitive \( m \)-th root of unity in \( \mathbb{Q} \) and consider the cyclotomic number field \( K = \mathbb{Q}(\xi) \). The ring of integers of \( K \) is \( \mathbb{Z}[\xi] \). Let \( \mathfrak{a} \) be an ideal generated by two elements \( s \) and \( (\xi - t) \). We then have the lemma about the norm of the ideal \( \mathfrak{a} \).

**Lemma 4.1.** Let \( s,t \in \mathbb{Z} \) and \( \mathfrak{a} = s \mathbb{Z}[\xi] + (\xi - t) \mathbb{Z}[\xi] \) be an ideal of \( \mathbb{Z}[\xi] \). The norm of \( \mathfrak{a} \) is

\[
N_{K/\mathbb{Q}}(\mathfrak{a}) = \left| \gcd\left(s, \Phi_m(t)\right) \right|.
\]

**Proof.** Let \( I = s \mathbb{Z}[\xi] \) and \( J = (\xi - t) \mathbb{Z}[\xi] \). Then \( N_{K/\mathbb{Q}}(I) = |N_{K/\mathbb{Q}}(s)| = s \), and \( N_{K/\mathbb{Q}}(J) = |N_{K/\mathbb{Q}}(\xi - t)| = \Phi_m(t) \) because the minimal polynomial of \( \xi - t \) is \( \Phi_m(x+t) \). From \( I,J \subseteq \mathfrak{a} \), we have \( N_{K/\mathbb{Q}}(\mathfrak{a}) = \gcd(s, \Phi_m(t)) \). We claim that \( \mathfrak{a}, 1+\mathfrak{a}, \ldots, (\gcd(s, \Phi_m(t)) - 1) + \mathfrak{a} \) are all the distinct elements of \( \mathbb{Z}[\xi]/\mathfrak{a} \). Note that the claim is true if the following statement holds: for any integer \( c \)

\[
c \equiv 0 \mod \mathfrak{a} \quad \text{is equivalent to} \quad c \equiv 0 \mod \gcd(s, \Phi_m(t)).
\]

To prove (4.1), we first show that \( J \cap \mathbb{Z} = \Phi_m(t) \mathbb{Z} \). Clearly, \( \Phi_m(t) \mathbb{Z} \subseteq J \), since \( \Phi_m(t) \equiv \Phi_m(\xi) \equiv 0 \mod J \). Let \( y = (\xi - t)Y(\xi) \in J \) for some \( Y(x) = \sum_{i=0}^{\varphi(m)-1} y_i x^i \in \mathbb{Z}[x] \). Assume \( y \in \mathbb{Z} \). Define \( \tilde{Y}(x) = (x-t)Y(x) - y_{\varphi(m)-1} \Phi_m(x) \).
Then \( \hat{Y}(x) - y \) is an integer; otherwise, \( 1 \leq \deg(\hat{Y}(x) - y) < \varphi(m) \) and \( \hat{Y}(\xi) - y = 0 \), which contradicts the fact that the minimal polynomial of \( \xi \) is \( \Phi_m(x) \). Moreover, \( \hat{Y}(x) - y = 0 \) since \( \hat{Y}(\xi) - y = 0 \). Evaluating \( \hat{Y}(x) - y \) at \( x = t \), we have \( y = -y_{\varphi(m)-1}\Phi_m(t) \in \Phi_m(t) \mathbb{Z} \).

We proceed to prove \( \text{[4.1]} \). Let \( c \) be an integer with \( c \equiv 0 \mod a \). Then \( c = sA(\xi) + (\xi - t)B(\xi) \) for some \( A, B \in \mathbb{Z}[x] \). Since \( A(x) = (x - t)Q(x) + A(t) \) for some \( Q \in \mathbb{Z}[x] \), we have \( c = sa + (\xi - t)C(\xi) \) for some \( a \in \mathbb{Z} \) and \( C \in \mathbb{Z}[x] \). From \( c - sa = (\xi - t)C(\xi) \in J \cap \mathbb{Z} = \Phi_m(t) \mathbb{Z} \), we have \( c \equiv 0 \mod \gcd(s, \Phi_m(t)) \). On the other hand, if \( c \) is an integer with \( c \equiv 0 \mod \gcd(s, \Phi_m(t)) \), then \( c = us + v\Phi_m(t) \) for some \( u, v \in \mathbb{Z} \). Since \( s \equiv 0 \mod a \) and \( \Phi_m(t) \equiv \Phi_m(\xi) \equiv 0 \mod a \), we have \( c \equiv 0 \mod a \).

From this lemma we can deduce a lower bound on the sum of digits. The following theorem is a generalization of lemma 3 in [12].

**Theorem 4.2.** Let \( m \geq 2 \) and \( t \) be positive integers, and let \( s = \sum_{i \geq 0} s_i t^i \) with \( s_i \in \mathbb{Z} \). If the polynomial \( s(x) = \sum_{i \geq 0} s_i x^i \) is not divisible by the cyclotomic polynomial \( \Phi_m(x) \), then

\[
\sum_{i \geq 0} |s_i| \geq |\gcd(s, \Phi_m(t))|^{1/\varphi(m)}.
\]

**Proof.** Let \( a = s \mathbb{Z}[\xi] + (\xi - t) \mathbb{Z}[\xi] \) be an ideal of \( \mathbb{Z}[\xi] \). Since \( \xi \equiv t \mod a \), \( s(\xi) \equiv 0 \mod a \). Moreover, we have \( s(\xi) \in a \setminus \{0\} \), because \( s(x) \not\equiv 0 \mod \Phi_m(x) \) implies (in fact, is equivalent to) \( s(\xi) \not\equiv 0 \). After noting that the norm of elements of \( a \) is always divisible by the norm of \( a \) and \( N_{K/\mathbb{Q}}(s(\xi)) \neq 0 \), from Lemma 4.1 we have

\[
|N_{K/\mathbb{Q}}(s(\xi))| \geq N_{K/\mathbb{Q}}(a) = |\gcd(s, \Phi_m(t))|.
\]

Let \( \xi_1, \ldots, \xi_{\varphi(m)} \) be all the conjugates of \( \xi \) over \( \mathbb{Q} \). Observing that

\[
N_{K/\mathbb{Q}}(s(\xi)) = \prod_{j=1}^{\varphi(m)} s(\xi_j) \quad \text{and} \quad |s(\xi_j)| \leq \sum_{i \geq 0} |s_i| |\xi_j|^i \quad \text{and} \quad |\xi_j| = 1 \quad \text{for all} \quad j,
\]

we arrive at our claim:

\[
\left( \sum_{i \geq 0} |s_i| \right)^{\varphi(m)} \geq |N_{K/\mathbb{Q}}(s(\xi))| \geq |\gcd(s, \Phi_m(t))|.
\]

Finally, combining this theorem with the inequality \( S_t(s) \geq \frac{1}{2} \sum_{i \geq 0} |s_i| \), we have a lower bound on \( S_t(\cdot) \).

**Corollary 4.3.** Let \( t, m \geq 2 \) be integers and let \( s = \sum_{i \geq 0} s_i t^i \) be an integer represented as the signed \( t \)-ary expansion. If \( \sum_{i \geq 0} s_i x^i \not\equiv 0 \mod \Phi_m(x) \), then

\[
S_t(s) \geq \frac{1}{2} |\gcd(s, \Phi_m(t))|^{1/\varphi(m)}.
\]
4.2. Analysis of algorithms. We are now ready to explain why Satoh’s generalized algorithm, including our simplification, are not efficient as ordinary DL-solving algorithms. Before continuing, we state the following lemma which will be used to verify our result.

**Lemma 4.4** ([19] Theorem 94]). If $q$ is a prime which does not divide $m$, we have:

1. The necessary and sufficient condition for the congruence $\Phi_m(x) \equiv 0 \mod q$ to be solvable is that $q \equiv 1 \mod m$.
2. If $q \equiv 1 \mod m$, the solutions of the congruence $\Phi_m(x) \equiv 0 \mod q$ are the numbers whose order modulo $q$ is $m$.

4.2.1. Our simplification. Let $D$ be a divisor of $p^n - 1$, $E = (p^n - 1)/D$, and $r$ be an integer which is relatively prime to $D$. Let $e$ denote the number $S_p(rE)$.

We first take a close look at the complexity of our simplification. We claim that the overall running time of our simplification is at least

$$e + D^{1/2}.$$ 

The first term $e$ comes from the complexity of computing the implicit representation of $\psi_{1,e}(\alpha)$ of Section 3, which is almost equal to the degree of the polynomials $\hat{f}, \hat{f}$, which, in turn, is equal to the number $S_p(rE)$. The second term $D^{1/2}$ comes from the complexity of solving the DL problem over an auxiliary group $\mathbb{H}$ of order $D$.

Note that the ordinary DL-solving algorithms, such as Pollard’s rho method, compute $\alpha$ in time $p^{1/2} + O(1)$ only using two elements $g$ and $g^n$. Thus, we are interested in the possibility that the complexity of our simplification is less than $p^{1/2}$. That is to say, we want to know if there exist parameters $p$, $n$, $D$, $r$ satisfying the following four conditions, simultaneously:

$$D \mid p^n - 1, \quad D < p, \quad S_p\left(r \cdot \frac{p^n - 1}{D}\right) < p^{1/2}, \quad \gcd(D, r) = 1.$$ 

The following proposition gives a negative answer to this question.

**Theorem 4.5.** Let $p$ be a prime, $n \geq 3$ be an integer, and let $D$ be a divisor of $p^n - 1$. If $D$ has a prime divisor $q$ such that $q \nmid n$ and that $q \mid \Phi_m(p)$ for some divisor $m \geq 3$ of $n$, the complexity of the algorithm described in Theorem 3.2 is always greater than or equal to $p^{1/2}$.

**Proof.** Let $r$ be a positive integer with $\gcd(D, r) = 1$, and let $E = (p^n - 1)/D$ and $e = S_p(rE)$. If $d$ is greater than $p$, the complexity of our algorithm is greater than $p^{1/2}$, and thus we may assume that $D = p^e$ with $0 < e \leq 1$.

Since $q$ is not a divisor of $n$ and $\Phi_m(p) \equiv 0 \mod q$, by Lemma 4.4 the order of $p$ modulo $q$ is $m$, which implies that

$$\Phi_{\ell}(p) \not\equiv 0 \mod q$$

for any divisor $\ell \neq m$ of $n$.

We then have

$$E = \frac{p^n - 1}{D} = \frac{\prod_{\ell \mid n, \ell \neq m} \Phi_{\ell}(p)}{D/q} \times \frac{\Phi_m(p)}{q} \not\equiv 0 \mod \Phi_m(p).$$
Combining this with the fact $\gcd(D, r) = 1$, we have $rE \not\equiv 0 \mod \Phi_m(p)$. Thus, by Corollary 4.3 we have
\[
e = S_p(rE) \geq \frac{1}{2} \gcd(rE, \Phi_m(p))^{1/\varphi(m)} \geq \frac{1}{2} \gcd(E, \Phi_m(p))^{1/\varphi(m)} \geq \frac{1}{2} \left( \frac{\Phi_m(p)}{D} \right)^{1/\varphi(m)} \approx p^{1 - \epsilon/\varphi(m)}.
\]
Since $\varphi(m) \geq 2$ and $0 < \epsilon \leq 1$, we have $0 < \epsilon/\varphi(m) \leq 1/2$. Thus, we arrive at our claim as follows:
\[
e + D^{1/2} \geq p^{1 - \epsilon/\varphi(m)} + p^{\epsilon/2} \geq p^{1/2}.
\]

This theorem shows that if $n \geq 3$ the simplified algorithm is never better than the ordinary DL-solving algorithms except in the case where every prime divisor of $D$ is a divisor of $n$ or $\prod_{\ell | n, \ell \leq 2} \Phi_\ell(p)$. We note that in fact what we need to verify inefficiency of the simplified algorithm is the existence of a divisor $m \geq 3$ of $n$ such that $\frac{p^{n-1}}{D} \not\equiv 0 \mod \Phi_m(p)$. For example, letting $n$ be even, $d_1 = \gcd(p^2 - 1, D)$, and $D_2 = D/D_1$, if $D_2$ is not a divisor of the greatest common divisor of all $\Phi_\ell(p)$ with $\ell \geq 3$ and $\ell | n$, we have such an $m$ and thus the simplified algorithm fails to achieve improvement on the ordinary DL-solving algorithms.

4.2.2. Satoh’s algorithm. We can apply similar arguments as just before to analyze the practicality of Satoh’s generalization. We first summarize Satoh’s result that appeared in [22].

Let $n \geq 2$ be an integer and let $D$ be a proper divisor of $\Phi_n(p)$. The nonnegative integers $u, \Delta$, and $\delta$ satisfy
\[
u \cdot \frac{p^n - 1}{D} \equiv \Delta - \delta \mod (p^n - 1),
\]
\[
\gcd(u, p^n - 1) = 1, \quad 0 < u < p^{n-1}, \quad 0 \leq \Delta, \delta < p^n.
\]
The overall complexity of Satoh’s generalization is
\[
\tilde{O}(n^2(n \log p + N + n^3 + D^{1/2}))
\]
where $N = \max\{||\Delta||_p, ||\delta||_p\}$ and $||\nu||_p$ denote $\sum_{i \geq 0} \nu_i$ for $\nu = \sum_{i \geq 0} \nu_i p^i$ with $0 \leq \nu_i < p$, which is the unsigend $p$-ary expansion of $\nu$.

Although Satoh gave an upper bound on his algorithm, it takes at least
\[
N + D^{1/2}
\]
operations by the same reason as our simplification, where $N$ is from the complexity computing an implicit representation of some element in $\text{GL}_n(\mathbb{F}_p)$ and $D^{1/2}$ is the complexity of a BSGS-like procedure.

We now show that, for $n \geq 3$, (4.4) is always greater than or equal to $p^{1/2}$ for all parameters satisfying (4.4) and (4.5). As before, we may assume that $D$ is a divisor of $\Phi_n(p)$ less than $p$, but is not a divisor of $\Phi_\ell(p)$ for any proper divisor $\ell$ of $n$, and $\Delta - \delta \geq 0$. Let $D = p^{\epsilon}$ for some $0 < \epsilon \leq 1$. Writing $u = qD + r$ for some integers $q$ and $0 \leq r < D$, we have
\[
r \cdot \frac{p^n - 1}{D} = \Delta - \delta \quad \text{and} \quad \gcd(D, r) = 1.
\]
Let $E = (p^n - 1)/D$. By the assumption on $D$ and the fact that $\gcd(D, r) = 1$, we have $rE \not\equiv 0 \mod \Phi_n(p)$. This implies, by Corollary 4.3

$$S_p^+(rE) + S_p^-(rE) \geq \gcd(rE, \Phi_n(p))^{1/\varphi(n)}.$$ 

On the other hand, from the proposition 1 in [22], we have

$$N = \max \{||\Delta||_p, ||\delta||_p \} \geq \frac{1}{2} \cdot \left\{ S_p^+(rE) + S_p^-(rE) \right\}.$$ 

Combining these two inequalities, we have

$$N \geq \frac{1}{2} \gcd(rE, \Phi_n(p))^{1/\varphi(n)} \geq \frac{1}{2} \left( \frac{\Phi_n(p)}{D} \right)^{1/\varphi(n)}.$$ 

Finally, since $\Phi_n(p) \approx p^{\varphi(n)}$ and $\varphi(n) \geq 2$, we may conclude that

$$N + D^{1/2} \geq p^{1-\epsilon/\varphi(n)} + p^{\epsilon/2} \geq p^{1/2}.$$ 

This shows that (4.6) is greater than or equal to $p^{1/2}$.

5. Conclusion and further studies

We studied Satoh’s generalization of the $p + 1$ algorithm for solving the SDL problem with auxiliary inputs. We showed that, for $n \geq 3$, the mapping $\mathbb{F}_p \to \mathbb{F}_{p^n}$, $\alpha \mapsto (\alpha + \zeta_p)(p^n - 1)/D$ is not so good for solving the SDL problem. One of the main problems when using this mapping is the occurrence of high degree polynomials. A possible direction of research to overcome this problem is to use high degree output obtained from cryptographic protocols, such as $g^{\frac{1}{m}} = g^{(\alpha + m)^{p^n-1}}$, which is an output (a signature) from the Boneh-Boyen signature scheme [2]. It is also open to generalize the $p \pm 1$ algorithms to other auxiliary groups, such as elliptic curves. But, it seems that a new idea is needed to achieve this.
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