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Abstract. Strongly stable monomial ideals are important in algebraic geometry, commutative algebra, and combinatorics. Prompted, for example, by combinatorial approaches for studying Hilbert schemes and the existence of maximal total Betti numbers among saturated ideals with a given Hilbert polynomial, in this paper we present three algorithms to produce all strongly stable ideals with certain prescribed properties: the saturated strongly stable ideals with a given Hilbert polynomial, the almost lexsegment ideals with a given Hilbert polynomial, and the saturated strongly stable ideals with a given Hilbert function. We also establish results for estimating the complexity of our algorithms.

1. Introduction

Strongly stable monomial ideals arise naturally in algebraic geometry, commutative algebra, and combinatorics. In fact, Galligo, Bayer and Stillman showed that the generic initial ideal of a homogeneous ideal is Borel-fixed. In characteristic zero, Borel-fixed ideals are strongly stable (see, e.g., [6] or [17]). Shifting is a combinatorial technique that studies a given simplicial complex by modifying the given complex to a simpler one while preserving essential properties. Strongly stable ideals figure prominently in the algebraic approach to shifting (see, e.g., [17]). A Hilbert scheme parametrizes the closed subschemes of a projective space with a fixed Hilbert polynomial. Its scheme structure is very complex. Strongly stable ideals are the basis for combinatorial approaches for studying Hilbert schemes (see, e.g., [14], [24], [26], [22]).

Building on work by Reeves [24] and Gehrs [9], in this paper we present an algorithm that produces all saturated strongly stable ideals of a polynomial ring with a given Hilbert polynomial. We restrict ourselves to saturated ideals for two reasons. With respect to the reverse lexicographic order, the generic initial ideal of an ideal is saturated if and only if the ideal is saturated, and the homogeneous ideal of a closed subscheme is saturated. Moreover, the number of strongly stable ideals with a given Hilbert polynomial is not finite.

We also develop two related algorithms. Recently, Caviglia and Murai (see [4]) established that in the set of all saturated homogeneous ideals of a polynomial ring with a given Hilbert polynomial there exists an ideal whose total Betti numbers are...
at least as large as the total Betti numbers of all other ideals in this set. This generalizes a result of Valla (see [27]) about ideals with constant Hilbert polynomial. Thanks to a result by Bigatti, Hulett, and Pardue, there must be an ideal with maximal Betti numbers that is saturated, strongly stable, and a lexsegment ideal when considered in a polynomial ring in one less variable. We call such an ideal almost lexsegment (see Definition 5.1). We show that a modification of our first algorithm produces all almost lexsegment ideals to a given Hilbert polynomial by computing only almost lexsegment ideals at every step. The algorithm reveals in particular that, for a given Hilbert polynomial, there can be many almost lexsegment ideals that achieve the maximal Betti numbers.

Our third algorithm produces all saturated strongly stable ideals with a given Hilbert function. They form a subset of the ideals obtained by the first algorithm. However, we present a more direct and more efficient algorithm for computing them. This algorithm can also be used to produce all (not necessarily saturated) strongly stable ideals with a given Hilbert series (see Remark 6.4).

This paper is organized as follows. In Section 2, we briefly recall some well-known properties of strongly stable ideals. For unexplained terminology and background, we refer to [6], [17], and [15].

In Section 3 we introduce certain algorithmic operations — called contractions and expansions of monomials — on the set of minimal generators of strongly stable ideals. These operations were first proposed in [24] and also considered in [9]. For greater efficiency, we use suitable modifications of these operations, and we describe their effect on the Hilbert polynomial.

The theoretical core for our algorithms is provided by Theorem 4.4. It states that all saturated strongly stable ideals with the same Hilbert polynomial can be computed by using expansions of minimal monomial generators. The proof of this result is constructive and leads to a new algorithm for finding all saturated ideals having a prescribed Hilbert polynomial (see Algorithm 4.6). It also includes a sharp estimate on the number of steps the algorithm needs to generate a strongly stable ideal starting from a trivial ideal.

Algorithm 4.6 is modified in Section 5 in order to produce all almost lexsegment ideals to a given Hilbert polynomial (see Algorithm 5.8). These ideals represent all the Hilbert functions of saturated homogeneous ideals with the given Hilbert polynomial. We also present an algorithm for directly generating all saturated strongly stable ideals with a fixed Hilbert function (see Algorithm 6.1).

In Section 7 we discuss consequences of the complexity estimate in Theorem 4.4. In particular, we show that the number of saturated strongly stable ideals in a polynomial ring in $n$ variables with a given Hilbert polynomial $p$ depends only on $p$ and not on $n$, once $n$ is sufficiently large (see Proposition 7.3). Fixing the Hilbert polynomial, we also describe the ideals with the worst Castelnuovo-Mumford regularity (see Theorem 7.5).

We implemented all algorithms presented in this paper in the computer algebra system Macaulay2 [11]. The files can be downloaded at the following address: http://www.ms.uky.edu/~dmoore/M2.
2. STRONGLY STABLE IDEALS AND SOME PROPERTIES

Throughout this paper we denote by \( R := K[x_0, \ldots, x_n] \) the polynomial ring over an arbitrary field \( K \). Also, we denote by \( R^{(1)} := K[x_0, \ldots, x_{n-1}] \) the polynomial ring where the last variable has been removed, and, more generally, \( R^{(j)} := K[x_0, \ldots, x_{n-j}] \) is the polynomial ring where the last \( j \) variables have been removed.

We use multi-index notation: If \( A = (a_0, \ldots, a_n) \) is an \( n \)-tuple of nonnegative integers we set \( x^A = x_0^{a_0} \cdots x_n^{a_n} \). Moreover, if \( x^A \neq 1 \), the \textit{max index} of \( x^A \) is

\[
\max(x^A) := \max\{i : a_i > 0\} = \max\{i : x_i | x^A\}.
\]

**Definition 2.1.** A monomial ideal \( I \subset R \) is called a \textit{strongly stable ideal} if, for every monomial \( x^A \in I \) and \( x_j | x^A \), we have \( \frac{x^A}{x_j} \cdot x^A \in I \) whenever \( 0 \leq i < j \).

**Remark and Definition 2.2.** Let \( I \subset R \) be a strongly stable ideal.

(i) To determine whether an ideal is strongly stable, it is sufficient to check that the minimal monomial generators of the ideal satisfy the criterion in Definition 2.1.

(ii) The saturation of \( I \) is the ideal \( \text{sat}_{x_n}(I) \) that is obtained from \( I \) by setting \( x_n = 1 \) in every monomial of \( I \).

(iii) The \textit{double saturation} of \( I \) is the extension ideal \( \text{sat}_{x_n-1, x_n}(I) \) in \( R \) of the saturation of \( \text{sat}_{x_n}(I) \cap R^{(1)} \subset R^{(1)} \). It is obtained from \( I \) by setting \( x_n = x_{n-1} = 1 \).

Throughout this paper we use the lexicographic order, \( >_{\text{lex}} \), for comparing monomials of a given degree. Let \( x^B = x_0^{b_0} x_1^{b_1} \cdots x_n^{b_n} \) and \( x^C = x_0^{c_0} x_1^{c_1} \cdots x_n^{c_n} \) be two monomials of \( R \) of the same degree. Recall that \( x^B >_{\text{lex}} x^C \), if the first nonzero entry of the vector \((b_0 - c_0, b_1 - c_1, \ldots, b_n - c_n)\) is positive.

If \( A \) is a graded \( K \)-algebra we denote its Hilbert function by \( h_A(j) = \dim_K [A]_j \), its Hilbert polynomial by \( p_A \), and its Hilbert series by \( H_A = \sum_{j \geq 0} h_A(j) \cdot t^j \). The Hilbert functions of graded \( K \)-algebras are completely classified. In particular, if \( h \) is such a Hilbert function with \( h(1) \leq n + 1 \), then there is a lexsegment ideal \( L_h \subset R \) such that, for every integer \( j \), \( h_{R/L_h}(j) = h(j) \). Recall that a lexsegment ideal is a monomial ideal \( I \subset R \) such that, for every integer \( j \), \([I]_j \) is spanned by the first \( \dim_K [I]_j \) monomials of \([R]_j \) in the lexicographic order. Lexsegment ideals are strongly stable.

At times we will abuse language and say that a homogeneous ideal \( I \) of \( R \) has Hilbert function \( h \) or Hilbert polynomial \( p \) if \( R/I \) has this Hilbert function or polynomial.

Let \( p \in \mathbb{Q}[z] \) be the Hilbert polynomial of a standard graded \( K \)-algebra of dimension \( d + 1 > 0 \). Then there are unique integers \( b_0 \geq b_1 \geq b_2 \geq \cdots \geq b_d > 0 \) such that

\[
p(z) = \sum_{i=0}^{d} \left[ \binom{z+i}{i+1} - \binom{z+i-b_i}{i+1} \right].
\]

With respect to this representation, we recall the lexicographic ideal associated to a given Hilbert polynomial as introduced by Macaulay. Some of the properties of this ideal have been studied by Bayer in [1]. The lexicographic ideal is called a \textit{universal lex} ideal in [19] and [4]. In order to keep this paper more self-contained and for the convenience of the reader we provide short proofs for the results below.
Theorem 2.3. Let \( p \neq 0 \) be a Hilbert polynomial of a quotient of \( R \). Then there is a unique saturated lexsegment ideal \( L_p \subset R \) such that the Hilbert polynomial of \( R/L_p \) is \( p \). It is called the lexicographic ideal to \( p \). The ideal \( L_p \) is generated by the set of monomials

\[
\{x_0, x_1, \ldots, x_{n-d}, x_n^a, x_{n-1}^a, \ldots, x_n^a, x_{n-d+1}^a, \ldots, x_n^a, x_{n-d-1}^a \},
\]

where \( p \) is written as in equation (2.1) and \( a_0 := b_0, a_{d-1} := b_{d-1} - b_d, \ldots, a_0 := b_0 - b_1 \) (thus, \( b_i = a_d + a_{d-1} + \ldots + a_i \), \( 0 \leq i \leq d \).

Proof. Because of its importance and for the convenience of the reader we include a proof. Set \( L(a_0, \ldots, a_d) := L_p \). It is clearly a lexsegment ideal and saturated. We use induction on \( d \geq 0 \) in order to compute the Hilbert polynomial of the quotient. If \( d = 0 \), then we have \( R/L(a_0) = K[x_0, \ldots, x_n]/(x_0, \ldots, x_n, x_{n+1}) \cong K[x_{n-1}, x_n]/(x_{n-1}) \), and thus the Hilbert polynomial is \( p_{R/L(a_0)}(z) = a_0 = \binom{z}{1} - \binom{z+a}{d} = p \), as claimed.

Let \( d > 0 \). Then multiplication by \( x_n^a \) provides the exact sequence

\[
0 \longrightarrow (R/L(a_0, \ldots, a_{d-1}))/(-a_d) \xrightarrow{x_n^a} R/L(a_0, \ldots, a_d) \xrightarrow{x_n^{a_d}} R/(x_0, \ldots, x_{n-d}, x_n^{a_d}) \longrightarrow 0.
\]

Using the induction hypothesis we conclude that \( p_{R/L(a_0, \ldots, a_d)} = p \).

The uniqueness statement follows from the fact that \( L_p \) is a lexsegment ideal and saturated.

Note that the set of generators of the lexicographic ideal \( L_p \) given in Theorem 2.3 is not minimal when \( a_0 = 0 \).

The ideal \( L_p \) has alternative characterizations.

Proposition 2.4. (a) Let \( L_h \subset R \) be a lexsegment ideal with Hilbert polynomial \( p \), i.e., if \( j \gg 0 \), then \( p(j) = h(j) \). Then the saturation of \( L_h \) is the ideal \( L_p \subset R \).

(b) Let \( R/I \) be a graded quotient of \( R \) with Hilbert polynomial \( p \). Then, for all integers \( j \):

\[
h_{R/I}(j) \geq h_{L_p}(j).
\]

Proof. (a) Since \( L_h \) and \( L_p \) are both lexsegment ideals and \( h(j) = p(j) \) whenever \( j \gg 0 \), we get

\[
[L_h]_j = [L_p]_j,
\]

whenever \( j \gg 0 \). As the ideal \( L_p \) is saturated, it follows that \( L_p \) is the saturation of \( L_h \).

(b) Denote by \( h \) the Hilbert function of \( R/I \). Then part (a) implies \( L_h \subset L_p \), and the claim follows.

We conclude this section with formulae for certain invariants of stable ideals (in particular, strongly stable ideals), which will be useful later. Note that these invariants only depend on the max indices and the degrees of the minimal generators of the ideal.
Remark 2.5. If \( I \subset R \) is a saturated strongly stable ideal with minimal monomial generators \( \{x^{A_1}, \ldots, x^{A_r}\} \), then let \( l_i = \max(x^{A_i}) \) and \( d_i = \deg(x^{A_i}) \), for all \( 1 \leq i \leq r \). The Hilbert polynomial and (nonreduced) Hilbert series of \( R/I \) are

\[
\begin{align*}
\tag{2.2} p_{R/I}(z) &= \binom{z+n}{n} - \sum_{i=1}^{r} \binom{z+n-d_i-l_i}{n-l_i} \\
\tag{2.3} H_{R/I}(t) &= \left(1 - \sum_{i=1}^{r} (1-t)^{l_i} t^{d_i}\right)(1-t)^{-n-1}.
\end{align*}
\]

The total Betti numbers of the ideal \( I \) are

\[
\tag{2.4} \beta_j(I) = \sum_{i=1}^{r} \binom{l_i}{j}.
\]

Equations (2.3) and (2.4) follow from the Eliahou-Kervaire resolution for stable monomial ideals (see [7], p. 16); equation (2.2) is a direct consequence of (2.3).

3. Expansions and contractions of monomials

Throughout the remainder of this paper, \( I \subsetneq R = K[x_0, \ldots, x_n] \) always denotes a saturated strongly stable ideal and \( G(I) \) the set of its minimal monomial generators. If \( n \leq 1 \), then these ideals are principal. Thus, it is harmless to assume \( n \geq 2 \). At times, we will abuse terminology by saying that \( I \) has Hilbert polynomial \( p \) if \( p \) is actually the Hilbert polynomial of the quotient \( R/I \).

We first define left-shifts and right-shifts for monomials, and then use left-shifts and right-shifts to define contractions and expansions of monomials. We adapt Reeves’s definitions for left-shifts and right-shifts of monomials and for contractions of monomials (see [24] and Remarks 3.3(iii) and 3.8 below). Expansions will play a central role in the algorithm to compute all saturated strongly stable ideals to a given Hilbert polynomial.

Definition 3.1. Let \( x^A \in R \) be a monomial of positive degree.

(i) The set of right-shifts of \( x^A \) is

\[
\mathcal{R}(x^A) := \left\{ \frac{x^A x^{i+1}}{x_i} : x_i|x^A, 0 \leq i < n-1 \right\}.
\]

(ii) The set of left-shifts of \( x^A \) is

\[
\mathcal{L}(x^A) := \left\{ \frac{x^A x^{i-1}}{x_i} : x_i|x^A, 0 < i \leq n-1 \right\}.
\]

Example 3.2. Consider the monomial \( x_1^2 x_3 \in K[x_0, \ldots, x_5] \). As its right-shifts we get

\[
\mathcal{R}(x_1^2 x_3) = \{x_1 x_2 x_3, x_1^2 x_4\}.
\]

For its left-shifts we obtain

\[
\mathcal{L}(x_1^2 x_3) = \{x_0 x_1 x_3, x_1^2 x_2\}.
\]
Remark 3.3. (i) Observe that all monomials in $\mathcal{L}(x^A)$ and $\mathcal{R}(x^A)$ have the same degree as $x^A$. Furthermore, every monomial in $\mathcal{L}(x^A)$ is larger than $x^A$ in the lexicographic order, and every monomial in $\mathcal{R}(x^A)$ is less than $x^A$. In particular, $\mathcal{L}(x^A) \cap \mathcal{R}(x^A) = \emptyset$ and neither of the sets, $\mathcal{L}(x^A)$ nor $\mathcal{R}(x^A)$, contains the monomial $x^A$ itself.

(ii) The set of left-shifts of any monomial of the form $x^0_0$ is empty ($\mathcal{L}(x^0_0) = \emptyset$). This fact will be important below.

(iii) The original definitions for left-shifts and right-shifts in [24] included redundant monomials. The above definitions provide the smallest sets which can be used to determine whether an ideal will continue to be strongly stable after adding or removing minimal monomial generators (see Lemma 3.9).

Next, we introduce expansion and contractions.

Definition 3.4. Let $x^A$ be a monomial of $R$.

(i) If $x^A \neq 1$ is a minimal generator of $I$ such that $G(I) \cap \mathcal{R}(x^A) = \emptyset$, then we call $x^A$ expandable in $I$ (or simply expandable if the ideal is understood). The expansion of $x^A$ in $I$ is defined to be the ideal $I^{\text{exp}}$ generated by the set

$$G(I^{\text{exp}}) := (G(I) \cup \{x^A\}) \cup \{x^A \cdot x_r, x^A \cdot x_{r+1}, \ldots, x^A \cdot x_{n-1}\},$$

where $r = \max(x^A)$.

If $I = R$ and $x^A = 1$, then we set $I^{\text{exp}} := (x_0, \ldots, x_{n-1})$.

(ii) If $x^A \neq 1$ is a monomial in $R$ such that $x^A \cdot x_{n-1} \in G(I)$ (so $x^A \notin I$) and $\mathcal{L}(x^A) \subset I$, then we call $x^A$ contractible in $I$ (or simply contractible if the ideal is understood). The contraction of $x^A$ in $I$ is defined to be the ideal $I^{\text{con}}$ generated by the set

$$G(I^{\text{con}}) := (G(I) \cup \{x^A\}) \setminus \{x^A \cdot x_r, x^A \cdot x_{r+1}, \ldots, x^A \cdot x_{n-1}\},$$

where $r = \max(x^A)$.

If $x_{n-1} \in G(I)$ and $x^A = 1$, then we set $I^{\text{con}} := (1) = R$.

We note that expandable monomials have been studied elsewhere as Borel generators.

Remark 3.5. The expandable monomials of a strongly stable ideal are exactly the Borel generators; compare our Definition 3.4(i) with Proposition 2.13 in [8]. The introduction of [8] discusses several papers involving Borel generators.

Example 3.6. Consider the saturated strongly stable ideal $I := (x^3_0, x^2_0 x_1, x^2_0 x_2) \subset K[x_0, x_1, x_2, x_3]$. The monomial $x^2_0 x_2$ is expandable in $I$ because the monomial in $\mathcal{R}(x^2_0 x_2) = \{x_0 x_1 x_2\}$ is not a minimal generator of $I$. The expansion of $x^2_0 x_2$ in $I$ is generated by

$$G(I^{\text{exp}}) = G(I) \setminus \{x^2_0 x_2\} \cup \{x^2_0 x^3_0, x^2_0 x^2_2\} = \{x^3_0, x^2_0 x_1, x^2_0 x^2_2\}.$$ 

Now the monomial $x^2_0 x_2$ is contractible in $I^{\text{exp}} = (x^3_0, x^2_0 x_1, x^2_0 x^2_2)$ since it is not contained in $I^{\text{exp}}$ and $\mathcal{L}(x^2_0 x_2) = \{x^2_0 x_1\}$ is in $I^{\text{exp}}$. The contraction of $x^2_0 x_2$ in $I^{\text{exp}}$ is the ideal $I$ we started with.

Similarly, the monomial $x^2_0$ is contractible in $I$ because it is not in the ideal, the monomial $x^2_0 x_2$ is a minimal generator of $I$, and $\mathcal{L}(x^2_0) = \emptyset \subset I$. The contraction of $x^2_0$ in $I$ is generated by

$$G(I^{\text{con}}) = G(I) \setminus \{x^2_0\} \cup \{x^3_0, x^2_0 x_1, x^2_0 x^2_2\} = \{x^2_0\}.$$
Now the monomial $x_0^2$ is expandable in $I^\text{con} = (x_0^2)$ since it is the only minimal generator (so the set of right-shifts is automatically disjoint from the set of minimal generators of the ideal). The expansion of $x_0^2$ in $I^\text{con}$ is the ideal $I$ we started with.

As seen in this example, the contraction and expansion of a monomial in a saturated strongly stable ideal are inverse operations. This will be a useful fact.

**Lemma 3.7.** Let $x^A \in R$ be a monomial.

(a) If $x^A$ is expandable in $I$, then $x^A$ is contractible in the resulting expansion $I^{\text{exp}}$. The contraction of $x^A$ in $I^{\text{exp}}$ is $I$.

(b) If $x^A$ is contractible in $I$, then $x^A$ is expandable in the resulting contraction $I^{\text{con}}$. The expansion of $x^A$ in $I^{\text{con}}$ is $I$.

**Proof.** These observations follow directly from Definition 3.4. \qed

**Remark 3.8.** Following [9], our Definition 3.4(ii) differs from Reeves’s original definition in Appendix A.2 of [24] in two places as we insist on $x^A \cdot x_{n-1} \in G(I)$, but require only $\mathcal{L}(x^A) \subset I$ instead of $\mathcal{L}(x^A) \subset G(I)$. The first change is necessary for Lemma 3.7(ii); the second is essential to establish Lemma 3.11 (see also Example 3.12).

Contractions and expansions are defined so that they will produce saturated strongly stable ideals. The proof is straightforward, but is included nonetheless.

**Lemma 3.9.** If a monomial $x^A$ is contractible or expandable in $I$, then $I^{\text{con}}$ or $I^{\text{exp}}$ is a saturated strongly stable ideal, respectively.

**Proof.** Note that if $I$ is saturated, then $I^{\text{con}}$ or $I^{\text{exp}}$ will by definition also be saturated.

Suppose that $x^A$ is contractible. By Remark 2.2(i), we need only show that $(x_i/x_j) \cdot x^A \in I^{\text{con}}$ for all $j$ such that $x_j \mid x^A$ and all $i < j$. Since $x^A$ is contractible, $\mathcal{L}(x^A) \subset I$. Thus, for all $j$ such that $x_j \mid x^A$, each monomial $(x_{j-1}/x_j) \cdot x^A \in I$ so the monomial is also in $I^{\text{con}}$. Because $I$ is strongly stable, if $(x_{j-1}/x_j) \cdot x^A \in I$, then $(x_i/x_j) \cdot x^A \in I$ for all $i < j$, so $(x_i/x_j) \cdot x^A \in I^{\text{con}}$ for all $i < j$.

Suppose $x^A$ is expandable. Now, we need to establish that we have a strongly stable ideal after removing the monomial $x^A$ from $G(I)$. Consider a monomial $x^B$ of the form $(x_k/x_j) \cdot x^A$ for some $j$ such that $x_j \mid x^A$ and $k > j$. Then the monomial $x^B$ is not in $I$, because $(x_{j+1}/x_j) \in \mathcal{R}(x^A)$, $\mathcal{R}(x^A)$ is disjoint from $I$, and $I$ is strongly stable. Thus, the monomial $x^A$ can be removed from $G(I)$ without destroying strong stability. \qed

In any saturated strongly stable ideal, there will always be expandable monomials. If the ideal is not doubly saturated, there will be contractible monomials. The particular expansions and contractions described in the following result form the basis for Section 5.

**Lemma 3.10.** In any fixed degree, the minimal monomial generator of $I$, which is smallest according to the lexicographic order, will be expandable.

If the ideal $I$ is not doubly saturated, then some minimal monomial generators will contain the variable $x_{n-1}$. In any fixed degree $d$, among the monomials $x^A$ of degree $d-1$ such that $x^A x_{n-1}$ is a minimal monomial generator of the ideal, the monomial, which is largest according to the lexicographic order, will be contractible.

**Proof.** These observations follow directly from Definition 3.4 and Remark 3.3(i). \qed
Our aim is to use expansions to produce saturated strongly stable ideals from simpler ideals—ideals with fewer minimal generators or minimal generators of smaller degree. We start with the following result, which appears as Lemma 23 in [24]. We follow Reeves’s argument with some suitable modifications.

Lemma 3.11. There is a finite sequence of contractions taking the ideal \( I \) to its double saturation \( \text{sat}_{x_{n-1},x_n}(I) \).

Proof. Since \( I \) is saturated, no minimal generators are divisible by \( x_n \). Consider the set \( M \) of monomials in \( G(I) \) that are divisible by \( x_{n-1} \). If \( M = \emptyset \), then \( I \) is doubly saturated. Otherwise, choose the monomial \( x^A \cdot x_{n-1} \) of least degree in \( M \), which is largest with respect to the lexicographic order \( >_{\text{lex}} \). As noted in Lemma 3.10 \( x^A \) is contractible in \( I \).

Let \( I_{\text{con}} \) be the contraction of \( x^A \) in \( I \). Note that contracting \( x^A \) replaces \( x^A \cdot x_{n-1} \) (and possibly other monomials) by \( x^A \). Thus, \( I_{\text{con}} \) has the same double saturation as \( I \). After repeating the above step some finite number of times, we get an ideal whose minimal generators are not divisible by \( x_{n-1} \). This is the double saturation of \( I \). \( \square \)

Example 3.12. We illustrate the last proof with the ideal \( I = (x_0,x_1^2,x_1x_2^2) \) in the ring \( K[x_0,x_1,x_2,x_3] \).

- First we contract the monomial \( x_1x_2^2 \) in \( I \). The resulting ideal \( I_1 \) is generated minimally by
  \[
  G(I)_1 = G(I) \cup \{x_1x_2^2\} \setminus \{x_1^2x_2^2\} = \{x_0,x_1^2,x_1x_2^2\}.
  \]
  (Note that \( \mathcal{L}(x_1x_2^2) = \{x_0x_2^2,x_1^2x_2\} \) is not a subset of the set of minimal generators of \( I \). This shows that our modification of Reeves’s definition of contraction in [24] is needed in the above argument.)
- Next, we contract \( x_1x_2^2 \) and get the ideal
  \[
  I_2 = (x_0,x_1^2,x_1x_2).
  \]
- In the last step, contracting \( x_1 \) in \( I_2 \) gives the double saturation
  \[
  I_3 = (x_0,x_1) = \text{sat}_{x_2,x_3}(I).
  \]

We now make the contractions necessary to get to the double saturation more explicit.

Remark 3.13. Assume that the ideal \( I \) is different from its double saturation. List the minimal generators of \( I \) that are divisible by \( x_{n-1} \),

\[
x^{A_1}x_{n-1}^{e_1}, x^{A_2}x_{n-1}^{e_2}, \ldots, x^{A_s}x_{n-1}^{e_s},
\]

where \( x^{A_i} \) is not divisible by \( x_{n-1} \), so that \( \deg x^{A_i}x_{n-1}^{e_i} \leq \deg x^{A_{i+1}}x_{n-1}^{e_{i+1}} \), and in the case of equality \( x^{A_i}x_{n-1}^{e_i} >_{\text{lex}} x^{A_{i+1}}x_{n-1}^{e_{i+1}} \). Then the contractions in the algorithm given in the proof of Lemma 3.11 use the following monomials

\[
x^{A_1}x_{n-1}^{e_1-1}, x^{A_2}x_{n-1}^{e_2-1}, \ldots, x^{A_s}x_{n-1}^{e_s}.
\]

in the stated order. Thus, we need \( e_1 + e_2 + \cdots + e_s \) contractions to compute the double saturation of \( I \).

Since this process is reversible, we can recover an ideal from its double saturation:
Corollary 3.14. There is a finite sequence of expansions taking the double saturation of an ideal $\text{sat}_{x_{n-1} x_n}(I)$ to the ideal $I$. In particular, the necessary number of expansions can be determined by adding up the exponents of $x_{n-1}$ in the minimal generators of $I$.

Proof. The sequence of contractions described in Remark 3.13, which take $I$ to its double saturation, can be reversed and considered as expansions by Lemma 3.7. □

We conclude this section by describing the change of the Hilbert function under contraction or expansion.

Lemma 3.15. (a) Let $I^{\exp}$ be the expansion of $x^A$ in $I$. Then

$$h_{R/I^{\exp}}(j) = \begin{cases} h_{R/I}(j) & \text{if } j < \deg(x^A), \\ h_{R/I}(j) + 1 & \text{if } j \geq \deg(x^A). \end{cases}$$

(b) Let $I^{\con}$ be the contraction of $x^B$ in $I$. Then

$$h_{R/I^{\con}}(j) = \begin{cases} h_{R/I}(j) & \text{if } j < \deg(x^B), \\ h_{R/I}(j) - 1 & \text{if } j \geq \deg(x^B). \end{cases}$$

Proof. (a) We have $I^{\exp} \subset I$. Furthermore, if $j \geq \deg(x^A)$, then $x^A \cdot x_n^{j - \deg(x^A)}$ is the only monomial in $[I]_j \setminus [I^{\exp}]_j$. The claim follows.

(b) Now, $I \subset I^{\con}$, and $x^B \cdot x_n^{j - \deg(x^B)}$ is the only monomial in $[I^{\con}]_j \setminus [I]_j$, provided $j \geq \deg(x^B)$. □

We can now determine the number of expansions to recover an ideal from its double saturation in a more abstract manner.

Corollary 3.16. The number of expansions needed to take $J = \text{sat}_{x_{n-1} x_n}(I)$ to $I$ is

$$p_{R/I} - p_{R/J}.$$

4. STRONGLY STABLE IDEALS WITH A GIVEN HILBERT POLYNOMIAL

In this section, we describe how to produce all saturated strongly stable ideals with a given Hilbert polynomial. We develop a few more tools, which culminate in Theorem 4.4 and Algorithm 4.6. We start with the simplest case, ideals with constant Hilbert polynomial:

Lemma 4.1. Let $I \subset R$ be a saturated strongly stable ideal with constant Hilbert polynomial, say $p_{R/I} = c$. Then $\text{sat}_{x_{n-1} x_n}(I) = (1) = R$. Moreover, any saturated strongly stable ideal $J \subset R$ with $p_{R/J} = c$ can be obtained from the ideal $(1)$ using $c$ suitable expansions.

Proof. If $x_{n-1}^k \in I$, then $\text{sat}_{x_{n-1} x_n}(I) = (1) = R$ by Remark 2.2(iii). Assume that no power of $x_{n-1}$ is in $I$. Let $j$ be any positive integer. Since $I$ is strongly stable, no monomial of the form $x_{n-1}^{j-1} \cdot x_n^i \in I$ for $0 \leq i \leq j$. Hence, there are at least $j + 1$ monomials not contained in $[I]_j$ for every $j > 0$, which contradicts $p_{R/I}(z) = c$. Thus, some power of $x_{n-1}$ is in $I$. The final claim is now a consequence of Corollaries 3.14 and 3.16. □

Recall some previously introduced notation: $R^{(j)} := K[x_0, \ldots, x_{n-j}]$ is the polynomial ring where the last $j$ variables of $R$ have been removed. If $I \subset R$ is a saturated strongly stable ideal with Hilbert polynomial $p$, then the restriction of its
double saturation $\text{sat}_{x_{n-1}}(x_n(I))$ to $R^{(1)} := K[x_0, \ldots, x_{n-1}]$ is a saturated strongly stable ideal in $R^{(1)}$ with a Hilbert polynomial that can be computed from $p$.

**Lemma 4.2.** If $I$ is a saturated strongly stable ideal with Hilbert polynomial $p(z)$ and double saturation $J = \text{sat}_{x_{n-1}}(I)$, then the Hilbert polynomial of $J^{(1)} := J \cdot R^{(1)} \subseteq R^{(1)}$ is $p_{R^{(1)}/J^{(1)}}(z) = \Delta p(z) := p(z) - p(z - 1)$.

**Proof.** Setting $I^{(1)} = I \cdot R^{(1)}$, multiplication by $x_n$ induces the exact sequence

$$0 \longrightarrow R/I(-1) \xrightarrow{x_n} R/I \longrightarrow R^{(1)}/I^{(1)} \longrightarrow 0,$$

since $x_n$ is not a zero divisor of $R/I$. Now, $p_{R^{(1)}/I^{(1)}}(z) = \Delta p(z)$. Passing to $J^{(1)}$, the saturation of $I^{(1)}$, does not change the Hilbert polynomial, so $p_{R^{(1)}/J^{(1)}}(z) = \Delta p(z)$. \hfill $\square$

This result can be extended. If $p(z)$ is a Hilbert polynomial of degree $d$, we set $\Delta^0 p(z) := p(z)$, and recursively define $\Delta^j p(z) := \Delta^{j-1} p(z) - \Delta^{j-1} p(z - 1)$ for $1 \leq j \leq d$. Thus, $\Delta = \Delta^1$. Now, if $I$ is a saturated strongly stable ideal, then, for $0 \leq j \leq d$, we denote by $I^{(j)} \subset R^{(j)}$, the saturated strongly stable ideal whose generating set is obtained by setting $x_{n-j} = \cdots = x_{n-1} = 1$ in the monomial generators of $I$. Note that the ideal $I^{(j+1)} \cdot R^{(j)}$ is the double saturation of $I^{(j)}$. Repeating the argument in Lemma 4.2 shows that $\Delta^j p(z)$ is the Hilbert polynomial of the ideal $I^{(j)}$:

**Corollary 4.3.** If $I$ is a saturated strongly stable ideal with Hilbert polynomial $p(z)$ of degree $d$, and $I^{(j)} \subset R^{(j)}$ is the ideal obtained by setting $x_{n-j} = \cdots = x_{n-1} = 1$ in the monomial generators of $I$, then the Hilbert polynomial of $I^{(j)}$ is $p_{R^{(j)}/I^{(j)}}(z) = \Delta^j p(z)$ for $0 \leq j \leq d$.

We are now ready to prove the main result of this section.

**Theorem 4.4.** Let $I \subseteq R$ be a saturated strongly stable ideal with Hilbert polynomial $p(z)$ of degree $d$. Then there is a finite sequence of expansions (in the appropriate rings) that take the ideal $(1) = R^{(d)}$ to the ideal $I \subset R$.

In particular, the number of expansions needed in $R^{(j)}$ to take $I^{(j+1)} \cdot R^{(j)}$ to $I^{(j)}$ is $\Delta^{d} p(z) - p_{R^{(j)}/I^{(j+1)}R^{(j)}}(z)$, which, in the notation of Theorem 2.3, is at most $a_j$, for $j = 0, \ldots, d$. The total number of expansions needed to take $(1) = R^{(d)}$ to the ideal $I \subset R$ is at most $b_0$.

**Proof.** Let $p(z)$ be the Hilbert polynomial of $R/I$. We induct on the degree of $p(z)$. If $\deg p = 0$, then we are done by Lemma 4.1. Assume $\deg p > 0$. Since $\deg \Delta^1 p = \deg p - 1$, we conclude by the induction hypothesis that there is a finite sequence of expansions that takes the ideal $(1) \subset R^{(d)}$ to $J^{(1)} = \text{sat}_{x_{n-1}}(I) \subset R^{(1)}$, the double saturation of $I$ as an ideal in $R^{(1)}$. Considering the corresponding extension ideal in $R$, the ideal $I$ can be obtained from $J^{(1)} \cdot R$ by Corollary 3.14 using a finite number of expansions.

The claim that the number of expansions needed in the ring $R^{(j)}$ to take the ideal $I^{(j+1)} \cdot R^{(j)}$ to the ideal $I^{(j)}$ is $\Delta^j p(z) - p_{R^{(j)}/I^{(j+1)}R^{(j)}}(z)$ follows from Corollaries 3.16 and 4.3. Thus it remains to show that

$$\Delta^j p(z) - p_{R^{(j)}/I^{(j+1)}R^{(j)}}(z) \leq a_j$$

because the final assertion then follows by recalling that $b_0 = a_0 + \cdots + a_d$. 


In order to establish inequality (4.1) write the given Hilbert polynomial as in equation (2.1) as
\[ p(z) = \sum_{i=0}^{d} \left[ \binom{z + i}{i + 1} - \binom{z + i - b_i}{i + 1} \right]. \]

By Lemma 4.2 the Hilbert polynomial of \( I(j) \) is
\[ p_{R(j)/I(j)}(z) = \sum_{i=j}^{d} \left[ \binom{z + i - j}{i + 1 - j} - \binom{z + i - b_i - j}{i + 1 - j} \right]. \]

Using Theorem 2.3 it follows that exactly \( a_j \) expansions in \( R(j) \) are needed to take the lexicographic ideal \( L_{\Delta^j+1}p \) to the lexicographic ideal \( L_{\Delta^j}p \). Since \( R^{(j+1)}/I^{(j+1)} \) and \( R^{(j+1)}/L_{\Delta^j+1}p \) have the same Hilbert polynomial, namely \( \Delta^{j+1}p \), inequality (4.1) is equivalent to
\[ p_{R(j)/I(j+1)}R^{(j)}(z) \geq p_{R(j)/L_{\Delta^j+1}p}R^{(j)}(z). \]
(The difference of the two polynomials is a constant.) However, the latter estimate is a consequence of Proposition 2.4(b) because \( L_{\Delta^j+1}p \subset R^{(j+1)} \) is the saturation of \( L_{\Delta^j}pR^{(j+1)} \) in \( R^{(j+1)} \), so, for all integers \( k \),
\[ h_{R^{(j+1)}/I^{(j+1)}}(k) \geq h_{R^{(j+1)}/L_{\Delta^j+1}p}(k). \]
Summing over \( k \) on both sides of this inequality, we get the Hilbert functions of \( R^{(j)}/I^{(j+1)}R^{(j)} \) and \( R^{(j)}/L_{\Delta^j+1}pR^{(j)} \), respectively. Now, inequality (4.2) follows.

Note that the estimate on the number of needed expansions is sharp. This follows from Lemma 5.3 below.

The particular expansions leading to the lexicographic ideal \( L_p \) can be made explicit.

**Remark 4.5.** In Theorem 4.4 the lexicographic ideal will be obtained if, at each step, the minimal monomial generator to be expanded is of the highest degree, and is smallest according to the lexicographic order in that degree. This follows by Proposition 2.4(b) and Lemma 3.10.

Using Theorem 4.4 and its proof, we can now give the desired algorithm to compute all saturated strongly stable ideals with a prescribed Hilbert polynomial.

**Algorithm 4.6** (Generating all saturated strongly stable ideals with a given Hilbert polynomial). Let \( p(z) \) be a nonzero Hilbert polynomial of degree \( d \) of a graded quotient of \( R \).

1. Compute the polynomials \( \Delta^1p(z), \Delta^2p(z), \ldots, \Delta^dp(z) \).
   (Note that \( \Delta^dp(z) = c \) for some \( c \in \mathbb{N} \).) Set \( S^{(d)} = \cdots = S^{(0)} = \emptyset \).
2. Generate \( S^{(d)} \), the set of all saturated strongly stable ideals \( I \) in \( R^{(d)} \) with Hilbert polynomial \( p_{R^{(d)}/I}(z) = \Delta^dp(z) = c \), using \( c \) successive expansions of monomial generators starting with the ideal \( (1) = R^{(d)} \). Exhaust all choices for \( c \) successive expansions.
(3) For \( j = d - 1, d - 2, \ldots, 0 \), repeat the following steps for each ideal \( I \in S^{(j+1)} \):

Compute \( p_{R^{(j)}/I}(z) \) (using equation \((2.2)\)). Let \( a = \Delta^j p(z) - p_{R^{(j)}/I}(z) \).

- If \( a \geq 0 \), then perform a successive expansions of monomial generators of \( I \) to obtain ideals with Hilbert polynomial \( \Delta^j p(z) \). Exhaust all choices for a successive expansions. Add these ideals to \( S^{(j)} \).
- If \( a < 0 \), then continue with the next ideal \( I \) in \( S^{(j+1)} \).

(4) Return the set \( S^{(0)} \).

Proof (Correctness). By Theorem 4.4, every saturated strongly stable ideal with Hilbert polynomial \( p(z) \) will be generated by this algorithm, as long as every possible sequence of expansions is carried out at each step. Also, every ideal generated by this process will be saturated and strongly stable and have the desired Hilbert polynomial.

The algorithm terminates for any given Hilbert polynomial, since the number of steps performed in (3) is bounded by the degree of the Hilbert polynomial and the number of generators in each ideal computed in each loop is finite. \( \square \)

Note that different algorithms to achieve the same goal have been proposed by Reeves in [24] and Cioffi, Lella, Marinari, and Roggero in [5]. We defer a comparison of these algorithms to Remark 7.2.

When carrying out Algorithm 4.6, one can order the expansions so that each ideal is produced in a unique way.

**Remark 4.7.** One natural ordering of minimal generators is to always list the monomials first by degree in increasing order and then lexicographically in each degree. When expanding in some ring \( R^{(j)} \), always pick monomials, which precede all other monomials that have been expanded in this ring (those monomials divisible by the variable \( x_{n-j-1} \)). (Thus, the expanded monomials, leading to a certain ideal, will be strictly increasing according to this order and, hence, unique.) This is the reverse of the order for contractions discussed in Remark 3.13.

We include an example to illustrate this algorithm.

**Example 4.8.** Suppose we wish to find all saturated strongly stable ideals with Hilbert polynomial \( p(z) = \frac{3}{2} z^2 + \frac{5}{2} z = \left( \frac{z+2}{3} \right) - \left( \frac{z-1}{3} \right) + \left( \frac{z+1}{2} \right) - \left( \frac{z-3}{2} \right) + (1) - \left( \frac{z-5}{1} \right) \) in \( R = K[x_0, x_1, x_2, x_3, x_4] \).

- First we compute \( \Delta^1 p(z) \) and \( \Delta^2 p(z) \):
  \[
  \Delta^1 p(z) = 3z + 1, \quad \Delta^2 p(z) = 3.
  \]

- Next we generate all ideals in \( R^{(2)} = K[x_0, x_1, x_2] \) with Hilbert polynomial \( \Delta^2 p(z) = 3 \) using 3 successive expansions and starting from \( (1) = R^{(2)} \). We get two ideals:
  \[
  I = (x_0, x_1^3), \quad J = (x_0^2, x_0 x_1, x_1^2).
  \]

- Now we generate all ideals in \( R^{(1)} \) with Hilbert polynomial \( \Delta^1 p(z) = 3z + 1 \). We compute the Hilbert polynomials of \( I \) and \( J \) in \( R^{(1)} \):
  \[
  p_{R^{(1)}/I}(z) = 3z, \quad p_{R^{(1)}/J}(z) = 3z + 1.
  \]

We perform one expansion in \( I \) to obtain the following ideals:
  \[
  I_1 = (x_0, x_1^4, x_1^3 x_2), \quad I_2 = (x_0^2, x_0 x_1, x_0 x_2, x_1^3).
  \]
We perform no expansions in \( J \) (as it already has the desired Hilbert polynomial).

- Finally, we generate all ideals in \( R \) with Hilbert polynomial \( p(z) = \frac{3}{2} z^2 + \frac{5}{2} z \).

We compute the Hilbert polynomials of \( I_1, I_2, \) and \( J_1 \):

\[
p_{R/I_1}(z) = \frac{3}{2} z^2 + \frac{5}{2} z - 1, \quad p_{R/I_2}(z) = \frac{3}{2} z^2 + \frac{5}{2} z + 1, \quad p_{R/J}(z) = \frac{3}{2} z^2 + \frac{5}{2} z + 1.
\]

We ignore the ideals \( I_2 \) and \( J \) because their Hilbert polynomials in \( R \) are too large. We perform one expansion in \( I_1 \) to obtain the following ideals:

\[
(x_0, x_1^4, x_1^3x_2, x_1^3x_2x_3), \quad (x_0^2, x_0x_1, x_0x_2, x_0x_3, x_1^4, x_1^3x_2).
\]

Thus, there are two saturated strongly stable ideals in \( R \) with Hilbert polynomial \( p(z) = \frac{3}{2} z^2 + \frac{5}{2} z \). Note that \( (x_0, x_1^4, x_1^3x_2, x_1^3x_2x_3) \) is the lexicographic ideal.

As illustrated in the example above, it is possible to generate extraneous ideals in the intermediate steps of Algorithm 4.6. By Lemma 3.15 and Remark 4.5, the Hilbert function of the lexicographic ideal will be not greater in each degree than the Hilbert function of any other ideal produced by the algorithm. When determining the Hilbert function of an ideal in a ring with another variable, the new Hilbert function in degree \( d \) is the sum of the previous Hilbert function in degrees up to \( d \). Thus, expanding in too small of a degree (compared to the lexicographic ideal) may increase the Hilbert polynomial by too much. However, a few computer experiments suggest that this extra effort to avoid the computation of extraneous ideals is not worth it.

It is possible to directly produce only the desired ideals by following a different procedure; see the end of Remark 7.2.

5. Almost lexsegment ideals with a given Hilbert polynomial

In this section, we develop an algorithm for producing a unique ideal for each Hilbert series associated to a given Hilbert polynomial. This algorithm is helpful when looking for ideals with a fixed Hilbert polynomial, which have maximal Betti numbers.

We begin by introducing the class of strongly stable ideals in which we are now interested. If a strongly stable ideal is saturated, then no minimal monomial generators contain the last variable \( x_n \). Thus, the ideal can be considered in the polynomial ring \( R^{(1)} \), where the variable \( x_n \) has been removed. This class of ideals is characterized by the fact that they are lexsegment ideals when viewed in the smaller ring \( R^{(1)} \).

**Definition 5.1.** A saturated strongly stable ideal \( I \subset R \) is called almost lexsegment if \( I \cdot R^{(1)} \) is a lexsegment ideal.

**Example 5.2.** Consider the saturated strongly stable ideals \( I_1 = (a^2, ab, ac, b^3) \), \( I_2 = (a^2, ab, ac, b^3, b^2c) \), and \( I_3 = (a^2, ab, ac^2, b^3, bc^2) \) in \( R = K[a, b, c, d] \). \( I_1, I_2 \) and \( I_3 \) are almost lexsegment ideals. \( I_1 \) is generated by the first four monomials of \( R^{(1)} = K[a, b, c] \) in degree two. \( I_2 \) contains the first three monomials of \( R^{(1)} \) in degree two, the first seven monomials of \( R^{(1)} \) in degree three, etc; \( I_3 \) contains the first two monomials of \( R^{(1)} \) in degree two, the first eight monomials of \( R^{(1)} \) in degree three, etc.
We will now focus on characterizing how to generate almost lexsegment ideals. The process will be similar to the previous algorithm, except for two simplifications: all lexsegment ideals have the same double saturation and are produced by certain expansions.

Recall the lexicographic ideal \( L_p \) and the nonnegative integers \( a_i \) introduced earlier in Theorem 2.3 which are associated to each Hilbert polynomial.

**Lemma 5.3.** Every almost lexsegment ideal with Hilbert polynomial \( p(z) \) has the same double saturation, namely \( \tilde{L}_p \), where

\[
\tilde{p}(z) = p(z) - a_0.
\]

**Proof.** Using the definition of \( \tilde{p} \), we see that the ideal \( L_{\tilde{p}} \) is doubly saturated by Theorem 2.3 (because no minimal generator will be divisible by \( x_{n-1} \)). Thus, the ideal \( L_{\tilde{p}} \cdot R^{(1)} \subset R^{(1)} \) is the unique saturated lexsegment ideal of \( R^{(1)} \) with Hilbert polynomial \( \Delta p(z) \) by Lemma 4.2.

The double saturation of an almost lexsegment ideal \( I \subset R \) with Hilbert polynomial \( p(z) \) will also be a saturated lexsegment ideal in \( R^{(1)} \) with Hilbert polynomial \( \Delta p(z) \). Thus, the double saturation must be \( L_{\tilde{p}} \). \( \square \)

Note that the uniqueness statement of the double saturation in Lemma 5.3 is equivalent to Proposition 2.3 in [4]. The explicit description of the double saturation is new.

We give a name to the special expansions and contractions that were noted earlier in Lemma 3.10.

**Definition 5.4.** Let \( I \subset R \) be an almost lexsegment ideal.

(i) In any fixed degree, an expansion of the minimal monomial generator of \( I \), which is last according to the lexicographic order, is called a *lex expansion*.

(ii) In any fixed degree, a contraction of the monomial \( x^A \) such that \( x^A x_{n-1} \) is a minimal monomial generator, which is first according to the lexicographic order, is called a *lex contraction*.

Note that lex expansions and lex contractions are inverse operations. (For any lex expansion, there is a lex contraction which will undo it, and vice versa.)

Lex expansions and lex contractions are the only tools needed to produce almost lexsegment ideals:

**Lemma 5.5.** If \( I \) is an almost lexsegment ideal, then applying a lex expansion or a lex contraction to \( I \) will produce another almost lexsegment ideal.

In fact, the only expansions of almost lexsegment ideals which produce almost lexsegment ideals are the lex expansions, and, similarly, the only contractions of almost lexsegment ideals which produce almost lexsegment ideals are the lex contractions.

**Proof.** Assume \( I \subset R \) is an almost lexsegment ideal.

Expanding a monomial \( x^A \) of degree \( d \) only changes the ideal \( I \cdot R^{(1)} \) in degree \( d \) (by removing the monomial \( x^A \) from \( I \)). If \( x^A \) is the smallest minimal monomial generator of \( I \) in degree \( d \) according to the lexicographic order, then the expansion of \( x^A \) will be an almost lexsegment ideal. Expanding a monomial of degree \( d \) which comes before \( x^A \) in the lexicographic order will produce an ideal which is not almost lexsegment.
Similarly, contracting a monomial \( x^A \) of degree \( d \) only changes the ideal \( I \cdot R^{(1)} \) in degree \( d \) (by adding the monomial \( x^A \)). If \( x^A \) is the largest minimal monomial generator of \( I \) in degree \( d \) according to the lexicographic order, then the contraction of \( x^A \) will be an almost lexsegment ideal. Contracting a monomial of degree \( d \) which comes after \( x^A \) in the lexicographic order will produce an ideal which is not almost lexsegment. \( \square \)

We illustrate the last lemma with an example.

**Example 5.6.** Consider again the almost lexsegment ideals \( I_1 = (a^2, ab, ac, b^2) \), \( I_2 = (a^2, ab, ac, b^3, b^2c) \), and \( I_3 = (a^2, ab, ac^2, b^3, bc^2) \) in \( R = K[a, b, c, d] \) from Example 5.2.

Observe that the smallest monomial generator in \( I_1 \) of degree two, according to the lexicographic order, is \( b^2 \). This monomial is expandable, and expanding it produces the almost lexsegment ideal \( I_2 \). The monomial \( ac \) is also expandable in \( I_1 \), but expanding it produces an ideal, \( J = (a^2, ab, ac^2, b^2) \), which is not almost lexsegment (since \( ac \) is not in \( J \), \( b^2 \) is in \( J \), and \( ac >_{\text{lex}} b^2 \)).

Observe that there are two contractible monomials in \( I_3 \): \( ac \) and \( b^2 \). As \( ac \) is greater than \( b^2 \) in the lexicographic order, contracting \( ac \) produces the almost lexsegment ideal \( I_2 \), while contracting \( b^2 \) produces the ideal \( J \), which is not almost lexsegment.

We summarize the above results:

**Corollary 5.7.** Each almost lexsegment ideal with Hilbert polynomial \( p(z) \) can be obtained from its double saturation \( L_{\tilde{p}} \) through a sequence of \( a_0 \) lex expansions (exclusively) through almost lexsegment ideals.

**Proof.** If an almost lexsegment ideal is not doubly saturated, then we can perform a lex contraction to produce another almost lexsegment ideal. Repeating a finite number of times will yield the double saturation. Since lex expansions and lex contractions are inverse operations, we can go in the other direction.

The number of needed expansions is \( a_0 \) by Lemma 5.3 and Corollary 3.16. \( \square \)

Combining Corollaries 3.16 and 5.7 yields the following procedure.

**Algorithm 5.8** (Generating all almost lexsegment ideals with a given Hilbert polynomial). Let \( p(z) \) be a nonzero Hilbert polynomial of some graded quotient of \( R \).

1. Compute \( a_0 \) from \( p(z) \) and the double saturation of the lexicographic ideal, \( L_{\tilde{p}} \) (as in Theorem 2.3), where \( \tilde{p}(z) = p(z) - a_0 \).
2. Perform \( a_0 \) successive lex expansions of monomial generators of \( L_{\tilde{p}} \). Exhaust all choices for \( a_0 \) successive lex expansions.

The following example illustrates this process.

**Example 5.9.** Suppose we wish to find all almost lexsegment ideals with Hilbert polynomial \( p(z) = 2z^2 + z + 1 \) in \( R = K[x_0, x_1, x_2, x_3, x_4] \).

- First we compute the double saturation of the lexicographic ideal for \( p \). The lexicographic ideal is \( (x_0, x_1^5, x_1^4x_2, x_1^4x_2x_3^2) \) so
  \[ L_{\tilde{p}} = (x_0, x_1^5, x_1^4x_2). \]

  Note that \( a_0 = 2 \).
Next we make two lex expansions in all possible ways to produce the following four almost lexsegment ideals with the desired Hilbert polynomial:

\[(x_0, x_1^5, x_1^4 x_2^2, x_1^4 x_2 x_3^2), \quad (x_0, x_1^6, x_1^5 x_2, x_1^5 x_3, x_1^4 x_2^2, x_1^4 x_2 x_3),\]

\[(x_0^2, x_0 x_1, x_0 x_2, x_0 x_3, x_1^5, x_1^4 x_2^2, x_1^4 x_2 x_3), \quad (x_0^2, x_0 x_1, x_0 x_2, x_0 x_3^2, x_1^5, x_1^4 x_2).\]

As noted in the introduction, Caviglia and Murai [4] recently showed that there is a saturated ideal which achieves maximal total Betti numbers among all ideals with a given Hilbert polynomial. By a result of Bigatti, Hulett and Pardue, it is enough to consider almost lexsegment ideals when looking for ideals with maximal Betti numbers. Using Algorithm 5.8, one can determine all such ideals.

\textit{Remark 5.10.} If one only wants to produce the almost lexsegment ideals with maximal Betti numbers, suitable modifications significantly reduce the number of ideals that are produced in Algorithm 5.8. In fact, at the beginning of the algorithm it is enough to repeatedly expand all monomial of least degree in the ideal as many times as possible. The justification for this modification requires very different techniques and will appear in a forthcoming paper.

Caviglia and Murai note in their paper [4] that their proof “is very long and complicated” and their construction “is not easy to understand”. Examples 5.11 and 5.12 show that there can be more than one ideal with maximal Betti numbers. A simpler construction or proof could perhaps be found by choosing a different set of ideals. This motivates the questions: How many ideals attain maximal Betti numbers and how can they be distinguished?

One idea is to consider the Hilbert function of the ideals in question. Because the ideals are almost lexsegment, their Hilbert functions will be distinct. One might hope that among all ideals with maximal Betti numbers, there is one which has a Hilbert function which is either larger in all degrees than the other Hilbert functions, or which is smaller in all degrees. Unfortunately, the following two examples show that this is not the case.

Notice however, that, by a result of Valla in [27], among the almost lexsegment ideals with a constant Hilbert polynomial and maximal Betti numbers, there is one ideal with a maximal Hilbert function. Such an ideal does not exist if the Hilbert polynomial has positive degree.

\textbf{Example 5.11.} In the polynomial ring $K[x_0, x_1, x_2, x_3, x_4]$, there are 509 saturated strongly stable ideals with Hilbert polynomial $p(z) = z^2 + 5z + 3$. Of these, 129 are almost lexsegment ideals, and four ideals attain maximal Betti numbers. All four ideals are obtained by making two lex expansions in the ideal

\[(x_0^3, x_0^2 x_1, x_0^2 x_2, x_0^2 x_3, x_0 x_1^2, x_0 x_1 x_2, x_0 x_1 x_3, x_0 x_2^2, x_0 x_2 x_3, x_0 x_3^2, x_1^4, x_1^3 x_2, x_1^3 x_3, x_1^2 x_3^2).\]

To maximize the Hilbert function, we want to expand in the smallest degree possible, but we have two choices: either we expand $x_0 x_3^2$ and $x_1^2 x_3^2$ (to maximize the Hilbert function in degree three) to obtain the ideal

\[(x_0^3, x_0^2 x_1, x_0^2 x_2, x_0^2 x_3, x_0 x_1^2, x_0 x_1 x_2, x_0 x_1 x_3, x_0 x_2^2, x_0 x_2 x_3, x_0 x_3^2, x_1^4, x_1^3 x_2, x_1^3 x_3, x_1^2 x_3^2, x_1 x_2 x_3).\]
or we expand $x_1^3 x_2$ and $x_1^2 x_3$ (to maximize the Hilbert function in degree four) to obtain

$$(x_0^3, x_0^2 x_1, x_0^2 x_2, x_0^2 x_3, x_0 x_1^2, x_0 x_1 x_2, x_0 x_1 x_3, x_0 x_2^2, x_0 x_2 x_3, x_0 x_3^2, x_1^3 x_2, x_1^2 x_3, x_1 x_2^2, x_1 x_2 x_3, x_1 x_3^2, x_1^2 x_2^2, x_1 x_2 x_3^2).$$

The Hilbert functions of these two ideals are incomparable.

Minimal Hilbert functions among the ideals with maximal Betti numbers do not exist even in the case of a constant Hilbert polynomial.

**Example 5.12.** In the polynomial ring $K[x_0, x_1, x_2, x_3]$, there are 6,481 saturated strongly stable ideals with Hilbert polynomial $p(z) = 31$. Of these, 2,649 are almost lexsegment ideals, and five ideals attain maximal Betti numbers. All five ideals are obtained by making eleven lex expansions in the ideal $(x_0, x_1, x_2)^4$.

To minimize the Hilbert function, we want to expand in the largest degree possible, but we have two choices: either we expand the last nine monomials in degree four and expand the last monomial in the largest degree twice more (to minimize the Hilbert function in degree four) to obtain the ideal

$$(x_0^4, x_0^3 x_1, x_0^2 x_2, x_0^2 x_3, x_0 x_1^2, x_0 x_1 x_2, x_0 x_1 x_3, x_0 x_2^2, x_0 x_2 x_3, x_0 x_3^2, x_1^3 x_2, x_1^2 x_3, x_1 x_2^2, x_1 x_2 x_3, x_1 x_3^2),$$
or we expand the last six monomials in degree four and the last five monomials in degree six (to minimize the Hilbert function in degree five) to obtain

$$(x_0^4, x_0^3 x_1, x_0^2 x_2, x_0^2 x_3, x_0 x_1^2, x_0 x_1 x_2, x_0 x_1 x_3, x_0 x_2^2, x_0 x_2 x_3, x_0 x_3^2, x_1^3 x_2, x_1^2 x_3, x_1 x_2^2, x_1 x_2 x_3, x_1 x_3^2, x_2^2 x_3).$$
The Hilbert functions of these two ideals are incomparable.

**6. Strongly stable ideals with a given Hilbert series**

We now present an algorithm for producing all saturated strongly stable ideals with a fixed Hilbert series. This process is similar to the procedure for producing the lexsegment ideal for a prescribed Hilbert series. In that procedure, one simply adds monomial generators, in the appropriate degree, according to the lexicographic order until the desired Hilbert series is obtained. We adapt this strategy by adding any monomial generator, in the appropriate degree, which yields another saturated strongly stable ideal. However, we make several observations to simplify this process and to make it easier to implement.

Monomial generators will be added to an ideal in order of increasing degree: generators in lowest degree will be added first, starting with a power of the variable $x_0$ (because if a principal ideal is strongly stable, it must be generated by a power of $x_0$) and ending with the generators of highest degree.

For each saturated strongly stable ideal $I$, we maintain a list, $L_I$, of the monomials which can be added to the generators of $I$, so that the resulting ideal is strongly stable. We also record the “remaining portion” of the numerator of the Hilbert series, $f_I(t) = \sum_{i=0}^{n} C_i t^i$, using equation (2.3). We always add monomials of degree $sd(f_I) = \min\{i : C_i \neq 0\}$, the smallest degree for which there is a nonzero coefficient in $f_I(t)$. Recall our notation $l_A = \max(x^A)$ for the max index of the monomial $x^A$ and $d_A = \deg(x^A)$ for the degree of the monomial $x^A$. 
To ensure that each saturated strongly stable ideal is created in a unique way, monomial generators are added lexicographically.

**Algorithm 6.1 (Computation of all saturated strongly stable ideals with a given Hilbert series).** Let $g(t)$ be the numerator of the nonreduced Hilbert series of a graded quotient of $R$.

1. Set $S = M = \emptyset$. Compute $f(0)(t) = 1 - g(t)$ and $sd(f(0))$. Add the ideal $I = (x_0^{sd(f(0))})$ to $M$. Update $f_I(t)$ to $f(0)(t) - t^{sd(f(0))}$, compute $sd(f_I)$, and set $L_I$ to \(\{x_0^{sd(f(0)) - 1}x_1^{sd(f_I) - sd(f(0)) + 1}\}$.

2. Repeat until $M$ is empty. Choose an ideal $I \in M$. Do one of the following:
   - If $f_I(t) = 0$, remove the ideal $I$ from $M$ and add it to $S$.
   - If $L_I = \emptyset$, remove $I$ from $M$ and continue with the next ideal in $M$.
   - If $f_I(t) \neq 0$ and $L_I \neq \emptyset$, remove $I$ from $M$ and replace it with the ideal $I \cup \{I_B\}$ obtained by adding a single monomial $x_B$ from $L_I$ to the generators of $I$. For each ideal $J_B$ added to $M$, which is generated by $G(I) \cup \{x_B\}$: update $f_{J_B}(t)$ to $f_I(t) - (1-t)^{l_B}t^{d_B}$, compute $sd(f_{J_B})$, and set $L_{J_B}$ to \(\{x^A x_{i_A}^{sd(f_{J_B})-d_A} : x^A \in I, x^A \neq x_B\}\). Do the following:
     - If $x_B \not\in L_B$ and $\mathcal{L}(\frac{x_B}{x_{i_B}}^{l_B}) \subset I$, include $x_B x_{i_B}^{sd(f_{J_B})-d_B-1}x_{i_B+1}$ in $L_{J_B}$.
     - If $x_{i_B-1} x_B$ and $\mathcal{L}(\frac{x_{i_B}}{x_{i_B-1}}^{l_B}) \subset I$, include $x_B x_{i_B-1}^{sd(f_{J_B})-d_B+1}$ in $L_{J_B}$.

3. Return the set of ideals $S$.

**Proof (Correctness).** Certainly, any ideal produced by the above process will be strongly stable (because we check that the ideal generated by $G(I) \cup \{x_B\}$ is strongly stable before adding the monomial $x_B$ to $L_I$) and saturated (because no monomials added to the set of generators will be divisible by the variable $x_n$), and it will have the desired Hilbert series (because the ideal is added to $S$ when the Hilbert series is correct).

We need to show that every saturated strongly stable ideal is produced: specifically, for each ideal $I$ produced in the algorithm, $L_I$ contains every monomial $x_B$ which can be added (in the lexicographic order) to the ideal $I$ to produce a saturated strongly stable ideal, say $J$, generated by $G(I) \cup \{x_B\}$. Suppose that the ideal $J$ is strongly stable; then

\[
\left\{c\frac{x^s}{x^t} : x^s \in B, s < t\right\} \subset I,
\]

so, in particular, $x^A = \frac{x_{l_B-1}}{x_{i_B}} x_B \in I$.

Note that the monomial $x^A$ is the smallest monomial in the lexicographic order (in degree $d_B$), which must be contained in the ideal $I$ if $J$ is strongly stable. Turning this around, at most two new monomials, say $x^E$ and $x^F$, can be added to the generators of $I$ after the monomial $x^A$:

\[
x^E = \frac{x_{l_B+1}}{x_{l_A}} x^A \text{ (if } l_A < n - 1\) and \quad x^F = \frac{x_{l_A}}{x_{l_A-1}} x^A \text{ (if } l_A-1|x_A).\]

These monomials, $x^E$ and $x^F$, are precisely those which are included in $L_I$. The monomials $x^E$ and $x^F$ are added to $L_I$, provided that $\mathcal{L}(x^E) \subset I$ or $\mathcal{L}(x^F) \subset I$ so that the ideals generated by $G(I) \cup \{x^E\}$ and $G(I) \cup \{x^F\}$ are saturated and strongly stable. Thus, every monomial $x_B$, which can be added to the generators
of an ideal $I$ to produce a saturated strongly stable ideal, appears in $L_I$, so the algorithm will generate all of the desired ideals.

The algorithm terminates for any given Hilbert series because each list $L_I$ is finite and, by [10], there is an upper bound for the largest degree of a minimal generator of a saturated ideal that depends only on its Hilbert polynomial, which in turn is determined by the Hilbert series.

When carrying out Algorithm 6.1, one can produce the desired ideals in a unique way.

Remark 6.2. We are adding generators in increasing degrees, so we should only add a monomial $x^B$ to an ideal $I$ if $x^B$ is smaller in the lexicographic order than all of the monomials in $G(I)$ of the same degree. If the monomial generators of $I$ are listed in decreasing order in each degree, then we need only compare with the last generator of degree $dB$. Thus, monomials will be added to the ideal by degree and lexicographically in each degree.

We include an example to illustrate this algorithm.

Example 6.3. Suppose we wish to find all saturated strongly stable ideals in $R = K[x_0, x_1, x_2, x_3, x_4]$ with Hilbert series $H_{R/I}(t) = \frac{1-6t^2+8t^3-3t^4}{1-t^5}$. Thus, the numerator of the Hilbert series is $1 - 6t^2 + 8t^3 - 3t^4$.

- We begin with the zero ideal. We compute $f_{(0)}(t) = 6t^2 - 8t^3 + 3t^4$ and $sd(f_{(0)}) = 2$ (because $6t^2$ is the smallest nonzero term in $f_{(0)}$). We add $I_1 = (x_0^2)$ to $M$, update $f_{I_1}(t)$ to $f_{(0)}(t) - t^2 = 5t^2 - 8t^3 + 3t^4$, record $sd(f_{I_1}) = 2$, and set $L_{I_1}$ to $\{x_0x_1\}$.
- We replace $I_1$ in $M$ with a new ideal $I_2 = (x_0^2, x_0x_1)$. We update $f_{I_2}$ to $f_{I_1}(t) - (1 - t)t^2 = 4t^2 - 7t^3 + 3t^4$, record $sd(f_{I_2}) = 2$, and set $L_{I_2}$ to $\{x_0x_2, x_1^2\}$.
- We replace $I_2$ in $M$ with the two ideals $I_3 = (x_0^2, x_0x_1, x_0x_2) \quad$ and \quad $I_4 = (x_0^2, x_0x_1, x_1^2)$.
  - $f_{I_3} = f_{I_2}(t) - (1 - t)t^2 = 3t^2 - 5t^3 + 3t^4$, $sd(f_{I_3}) = 2$, and $L_{I_3} = \{x_0x_3, x_2^2\}$.
  - $f_{I_4} = f_{I_2}(t) - (1 - t)t^2 = 3t^2 - 6t^3 + 3t^4$, $sd(f_{I_4}) = 2$, and $L_{I_4} = \varnothing$ (because $x_0x_2 >_{lex} x_1^2$ and $x_0x_2 \notin I_4$ so $x_1x_2$ cannot be added to $I_4$).
- We replace $I_3$ in $M$ with the two ideals $I_5 = (x_0^2, x_0x_1, x_0x_2, x_0x_3) \quad$ and \quad $I_6 = (x_0^2, x_0x_1, x_0x_2, x_1^2)$. We ignore $I_4$ (because $L_{I_4} = \varnothing$).
  - $f_{I_5} = f_{I_3}(t) - (1 - t)t^2 = 2t^2 - 2t^3 - t^4 + t^5$, $sd(f_{I_5}) = 2$, and $L_{I_5} = \{x_1^2\}$.
  - $f_{I_6} = f_{I_4}(t) - (1 - t)t^2 = 2t^2 - 4t^3 + 3t^4$, $sd(f_{I_6}) = 2$, and $L_{I_6} = \{x_1x_2\}$.
- We replace $I_5$ in $M$ with the ideal $I_7 = (x_0^2, x_0x_1, x_0x_2, x_0x_3, x_1^2)$, and we replace $I_6$ with the ideal $I_8 = (x_0^2, x_0x_1, x_0x_2, x_1^2, x_1x_2)$. We ignore $I_7$.
  - $f_{I_7} = f_{I_5}(t) - (1 - t)t^2 = t^2 - t^3 - t^4 + t^5$, $sd(f_{I_7}) = 2$, and $L_{I_7} = \{x_1x_2\}$.
  - $f_{I_8} = f_{I_6}(t) - (1 - t)t^2 = t^2 - 2t^3 + t^4$, $sd(f_{I_8}) = 2$, and $L_{I_8} = \{x_1x_2\}$.
- We replace $I_7$ in $M$ with the ideal $I_9 = (x_0^2, x_0x_1, x_0x_2, x_0x_3, x_1^2, x_1x_2)$, and we replace $I_8$ with the ideal $I_{10} = (x_0^2, x_0x_1, x_0x_2, x_1^2, x_1x_2, x_2^2)$. We ignore $I_7$.
  - $f_{I_9} = f_{I_7}(t) - (1 - t)t^2 = t^2 - 2t^3 + t^4$, $sd(f_{I_9}) = 3$, and $L_{I_9} = \{x_1x_3, x_2^2\}$.
  - $f_{I_{10}} = f_{I_8}(t) - (1 - t)t^2 = 0$ (we do not need $sd(f_{I_{10}})$ or $L_{I_{10}}$).
We add $I_{10}$ to $S$, and we replace $I_9$ in $M$ with the two ideals $I_{11} = (x_0^2, x_0 x_1, x_0x_2, x_0x_3, x_1^2, x_1x_2, x_1x_3^2)$ and $I_{12} = (x_0^2, x_0 x_1, x_0x_2, x_0x_3, x_1^2, x_1x_2, x_1x_3^2)$.

- $f_{I_{11}} = f_{I_9}(t) - (1-t)^3 = t^4 - 2t^5 + t^6$, $sd(f_{I_{11}}) = 4$, and $L_{I_{11}} = \{x_2^4\}$;
- $f_{I_{12}} = f_{I_9}(t) - (1-t)^2t^3 = 0$ (we do not need $sd(f_{I_{12}})$ or $L_{I_{12}}$).

We add $I_{12}$ to $S$, and we replace $I_{11}$ in $M$ with the ideal $I_{13} = (x_0^2, x_0 x_1, x_0x_2, x_0x_3, x_1^2, x_1x_2, x_1x_3^2, x_2^2)$.

- $f_{I_{13}} = f_{I_{11}}(t) - (1-t)^2t^4 = 0$.

We add $I_{13}$ to $S$.

Thus, there are three saturated strongly stable ideals with the given Hilbert series:

\[
\begin{align*}
(x_0^2, x_0 x_1, x_0x_2, x_1 x_2, x_2^2), \\
(x_0^2, x_0 x_1, x_0x_2, x_0x_3, x_1^2, x_1x_2, x_2^2), \\
(x_0^2, x_0 x_1, x_0x_2, x_0x_3, x_1^2, x_1x_2, x_1x_3^2, x_2^2).
\end{align*}
\]

This algorithm can in fact be used to produce all strongly stable ideals with a given Hilbert series.

Remark 6.4. As noted in Remark 2.2(ii), the monomial generators of a saturated strongly ideal will not be divisible by the last variable. Thus, to produce all strongly stable ideals in the ring $K[x_0, \ldots, x_n]$ with a given Hilbert series, $H(t)$, one could simply produce all saturated strongly ideals in the ring $K[x_0, \ldots, x_n, x_{n+1}]$ with the Hilbert series

\[
H(t) \cdot \frac{1}{1-t}
\]

using Algorithm 6.1 and consider them as ideals in the original ring.

7. Applications and related questions

We conclude by discussing some questions that, we believe, deserve further investigation along with some initial results.

It is well known that saturated strongly stable ideals figure prominently in the combinatorial structure of the Hilbert scheme (see, e.g., [25]). This motivates the following problem.

**Question 7.1.** What is the number of saturated strongly stable ideals in $R$ with a given Hilbert polynomial $p$?

Is there an explicit formula or a generating function for this number that depends only on $p$ and the number of variables in $R$?

In an appendix to her thesis [24], Reeves presents an algorithm for generating saturated strongly stable ideals with a given Hilbert polynomial. Also, another algorithm was proposed independently in a recent paper [5] by Cioffi, Lella, Marinari, and Roggero. We thank the authors for kindly pointing this out to us after we submitted the first version of this paper. We briefly discuss the differences between these algorithms.

Remark 7.2. Algorithm 4.6 differs from the algorithm presented by Reeves in [24]: Her algorithm first computes all Hilbert series associated to the desired Hilbert polynomial by pairs of contractions and expansions and then generates all saturated strongly stable ideals for each Hilbert series. A single Hilbert series or ideal may be generated a number of times in each of these steps. On the other hand, our
algorithm directly creates all ideals, each in a unique way, building them in larger and larger rings. We also give direct methods for producing all Hilbert series to a particular Hilbert polynomial in Algorithm 5.8 and all saturated strongly stable ideals with a particular Hilbert series in Algorithm 6.1 that appear more efficient.

Furthermore, Reeves uses special matrices to encode the set of monomial generators of a strongly stable ideal. On these matrices, a certain kind of elementary row operation is performed to compute other saturated strongly stable ideals with the same Hilbert series. One problem to be solved then is that the correspondence between such matrices encoding strongly stable ideals and the set of strongly stable ideals itself (in a fixed polynomial ring) is not a bijection. The elementary row operations used may produce matrices, which do not encode any saturated strongly stable ideal. Hence, one needs a special procedure within the algorithm to check whether or not a given matrix represents a saturated strongly stable ideal. To avoid this trial and error technique, we did not use these matrices.

The algorithm suggested in [5] is more similar to Algorithm 4.6 in that it is recursive in the number of variables (and the degree of the Hilbert polynomial). However, instead of increasing the degrees of the minimal generators to achieve the correct Hilbert polynomial, a number of new generators are added to make the Hilbert function as large as possible in a fixed degree. Certain generators are then removed in all possible combinations to produce the desired saturated strongly stable ideals.

Observe that our approach has the advantage of allowing us to estimate the number of steps to produce an ideal with a given Hilbert polynomial (see Theorem 4.4).

Moreover, all saturated strongly stable ideals with a given Hilbert polynomial can be generated by combining Algorithms 5.8 and 6.1. Simply find all of the almost lexsegment ideals with the specified Hilbert polynomial (these will correspond uniquely to the Hilbert series of saturated ideals associated to the Hilbert polynomial) and then create all of the saturated strongly stable ideals for each Hilbert series. In particular, this approach will not produce any unnecessary ideals.

In Table 1 we present some experimental results for the number of strongly stable ideals with a given Hilbert polynomial in a given polynomial ring. Recall that the Hilbert polynomial is actually the Hilbert polynomial of the quotient by the ideal.

Table 1 illustrates that, by fixing the Hilbert polynomial, the number of strongly stable ideals in a polynomial ring with \( n + 1 \) variables having this Hilbert polynomial increases with \( n \) initially until it becomes stable and independent of \( n \). This is indicated by the rightmost column in the table.

Our next result explains this observation.

**Proposition 7.3.** If \( p(z) \) is a Hilbert polynomial, written as in equation (2.1), then the number of saturated strongly stable ideals with Hilbert polynomial \( p(z) \) in \( R = K[x_0, \ldots, x_n] \) is the same whenever \( n \geq b_0 + d - 1 \).

*Proof.* The first expansion, the expansion of 1 in \( R^{(d)} \), gives \((x_0, \ldots, x_{n-d-1})\), an ideal with \( n-d \) variables. By Theorem 4.3, the number of the remaining expansions will be at most \( b_0 - 1 \) (and depends on how the expansions are chosen). It follows that the max index of any expanded monomial is at least \( n - d - b_0 + 1 \). Hence, if \( b_0 - 1 \leq n - d \), then the number of saturated strongly stable ideals generated is not constrained by the number of variables. \( \square \)
The bound on the number of variables given in the last result is optimal in some cases.

Example 7.4. (i) Fix integers $d \geq 0$ and $b_0 \geq 1$. Consider the saturated strongly stable ideals $I$ of $R = K[x_0, \ldots, x_n]$ with Hilbert polynomial

$$p(z) = \binom{z + d}{d} + b_0 - 1.$$ 

Then, using the notation of Theorem 223 $a_0 = b_0 - 1$, $a_1 = \cdots = a_{d-1} = 0$, and $a_d = 1$. Following Algorithm 4.6 the first expansion will produce the ideal
been obtained from the ideal $(1) = I$ has a minimal generator of degree $n = b_0 + d - 1$, then expanding all of the $n - d = b_0 - 1$ variables will produce a saturated strongly stable ideal with the desired Hilbert polynomial that is generated by quadrics. However, if $n \leq b_0 + d - 2$, then any $b_0 - 1$ expansions of $I^{(d)}$ will produce an ideal having a minimal generator whose degree is at least 3. Hence the bound on $n$ in Proposition 7.3 is optimal for this Hilbert polynomial.

(ii) Not every Hilbert polynomial will achieve this bound. Consider $p(z) = 3z = (\binom{z+1}{2} - \binom{z-2}{2} + \binom{z}{1} - \binom{z-3}{1})$. If $n \geq 2$, there is exactly one saturated strongly stable ideal for this Hilbert polynomial even though $b_0 + d - 1 = 3$. (The Hilbert polynomial of the ideal generated by $(x_0, \ldots, x_{n-3}, x_{n-2}^3)$ is $p(z) = 3z$, while the Hilbert polynomial of the ideal $(x_0, \ldots, x_{n-4}, x_{n-3}^2, x_{n-3}x_{n-2}, x_{n-2}^2)$ is $3z + 1 \neq p(z)$.)

It is known that the lexicographic ideal has the largest Castelnuovo-Mumford regularity among all saturated ideals with a fixed Hilbert polynomial (see [10], [1], and [25]). Theorem 4.4 provides a quick new argument. It also allows us to discuss the extremal ideals. We denote by $gin I$ the generic initial ideal of the ideal $I$ with respect to the reverse lexicographic order.

**Theorem 7.5.** Let $I \neq R$ be a saturated homogenous ideal of $R$. Write the Hilbert polynomial, $p$, of $R/I$ as in equation (2.1). Then the Castelnuovo-Mumford regularity of $I$ satisfies

$$\text{reg } I \leq b_0.$$ 

Furthermore, if $I$ is strongly stable, then equality is true if and only if $I = L_p$.

Moreover, if $I$ is any saturated homogenous ideal and char $K = 0$, then $\text{reg } I = b_0$ if and only if $\text{gin } I = L_P$ and $I$ is of the form

$$(7.1) \quad I = (l_0, \ldots, l_{n-d-2}, f_d l_{n-d-1}, f_d f_{d-1} l_{n-d}, \ldots, f_d \cdots f_{t+1} l_{n-t-2}, f_d \cdots f_t)$$

where $0 \leq t \leq d$, every $f_i \neq 0$ is a homogenious polynomial of degree $a_i \geq 0$, $a_n, a_t \geq 1$, every $l_i$ is a linear form, and $I$ has (as indicated) $n + 1 - t$ minimal generators. (Note that when $n = t$ the ideal $I$ is simply defined as $I = (f_d)$.)

**Proof.** First, we show the claims when $I$ is a strongly stable ideal. The Eliahou-Kervaire resolution shows that the regularity of $I$ is the maximal degree of a minimal generator of $I$. By Theorem 4.3 we know that $I$ can be obtained from the ideal $(1) = R^{(d)}$ by at most $b_0$ expansions. Since each expansion replaces a monomial by monomials whose degree is one more, it follows immediately that the degrees of the minimal generators of $I$ are at most $b_0$.

In order to characterize equality we use induction on $b_0 \geq 1$. If $b_0 = 1$, then $I$ is generated by linear forms, and the claim follows. Let $b_0 > 1$, and assume that $I$ has a minimal generator of degree $b_0$. Then, by the above argument, $I$ must have been obtained from the ideal $(1) = R^{(d)}$ by exactly $b_0$ expansions. Denote by $J'$ the ideal obtained by the first $b_0 - 1$ expansions, and put $J = J'R$. Then $J$ must have a minimal generator of degree $b_0 - 1$. Write the Hilbert polynomial of $R/J$ as

$$p'(z) = \sum_{i=0}^d \left[ \binom{z+i}{i+1} - \binom{z+i-b'_i}{i+1} \right].$$

Then $b_0' = b_0 - 1$. Hence, the induction hypothesis provides that $J = L_{p'}$. It follows that among the minimal generators of $J'$ having degree $b_0 - 1$ only the smallest one
in the lexicographic order is expandable. Expanding it, we get \( I = L_p \) (see Remark 4.5).

Second, let \( I \) be an arbitrary saturated homogenous ideal with the given Hilbert polynomial. Passing from \( I \) to the almost lexsegment ideal \( I^\ast \) with the same Hilbert function as \( I \) can only increase the regularity by a result of Bigatti, Hulett, and Pardue (see \[3\], \[18\], \[23\]). Since almost lexsegment ideals are strongly stable we get \( \text{reg } I \leq \text{reg } I^\ast \leq b_0 \).

Finally, assume that the base field \( K \) has characteristic zero. Then \( \text{gin } I \) is strongly stable and has the same regularity as \( I \) by \[2\]. Hence, by the first part of the proof, \( \text{reg } I = b_0 \) if and only if \( \text{gin } I = L_p \). The claimed description of \( I \) in this case now follows by Theorem 4.4 and Lemma 3.4 in \[21\]. □

Combined with the main result of Murai and Hibi in \[20\], we obtain the following consequence. We would like to thank Jeff Mermin for pointing this out.

Recall that a homogeneous ideal \( I \) of \( R = K[x_0, \ldots, x_n] \) is a Gotzmann ideal (see \[16\]) if it has as many minimal generators as the lexsegment ideal \( L_h \subset R \) corresponding to the Hilbert function of \( I \). Notice that a strongly stable ideal \( I \) of \( R \) is saturated if it has at most \( n \) minimal generators.

**Corollary 7.6.** Let \( I \subset R \) be a saturated homogeneous ideal, where \( \text{char } K = 0 \). Write the Hilbert polynomial of \( R/I \) as in equation \[2.1\]. Then the following conditions are equivalent:

(a) \( \text{reg } I = b_0 \);

(b) \( \text{gin } I \) is a lexicographic ideal;

(c) \( I \) is a Gotzmann ideal with at most \( n \) minimal generators;

(d) \( I \) is an ideal of the form as specified in equation \[7.1\].

**Proof.** Conditions (a), (b), and (d) are equivalent by Theorem 7.5. The equivalence to condition (c) follows by Theorem 1.1 in \[20\] because (d) shows that \( I \) is a canonical critical ideal up to a coordinate transformation. □

We conclude with a crude estimate on the number of strongly stable ideals with a given Hilbert polynomial.

**Corollary 7.7.** Let \( p \) be the Hilbert polynomial of a graded quotient of \( R \). Using the notation of Theorem \[23\] put \( c = \min\{n, b_0 + d - 1\} \). Then the number of saturated strongly stable ideals in \( R \) with Hilbert polynomial \( p \) is at most

\[
\left(\binom{c-d+b_0-1}{b_0-1} + 1\right) \left(\binom{c-d+1}{b_0-1} + 1\right) \cdots \left(\binom{c+b_0-1}{b_0-1} + 1\right).
\]

**Proof.** Assume first that \( n \leq b_0 + d - 1 \), that is, \( c = n \).

Using the notation of Theorem \[4.4\] it takes at most \( a_j \) expansions to take \( I^{(j+1)} \) to \( I^{(j)} \). By Theorem \[7.5\] the degree of each expanded monomial is at most \( b_0 - 1 \). Moreover, we expand only monomials in \( K[x_0, \ldots, x_{n-j-1}] \). There are \( N_j = \binom{n-j+b_0-1}{b_0-1} \) such monomials whose degree is at most \( b_0 - 1 \). For expanding at most \( a_j \) of them, there are at most

\[
\binom{N_j}{0} + \binom{N_j}{1} + \cdots + \binom{N_j}{a_j}
\]

possibilities. Since we take \( I^{(j+1)} \) to \( I^{(j)} \) for \( j = d, d-1, \ldots, 0 \), the claim follows in this case.
Second, if \( n \geq b_0 + d - 1 \), then the number of strongly stable ideals is the same as for \( n = b_0 + d - 1 \) by Proposition 7.3. This concludes the argument. \( \square \)

For a constant Hilbert polynomial \( p = C \) and \( n \geq C - 1 \), the above bound is \( \binom{C - 2}{C - 1} + 1 \). This is optimal if \( C = 1 \). However, for \( C = 4 \), the bound becomes \( \binom{21}{4} = 5985 \), whereas there are only three strongly stable ideals with Hilbert polynomial \( p = 4 \).
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