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ABSTRACT. A Composite Finite Element method approximates linear elliptic boundary value problems with discontinuous diffusion coefficient at possibly high contrast. The discontinuity appears at some interface that is not necessarily resolved by the underlying finite element mesh. The method is non-conforming in the sense that shape functions preserve continuity across the interface in only an approximate way. However, the method allows balancing this non-conformity error and the error of the best approximation in such a way that the total discretization error (in energy norm) decreases linear with regard to the mesh size and independent of contrast.

1. Introduction

This research article considers the design of a Composite Finite Element (CFE) method for Dirichlet problems with discontinuous coefficients across an interface. The CFE method is a classical two-scale approach: The degrees of freedom are related to a possibly coarse mesh, whereas the shape of the ansatz functions is defined on a finer subgrid. In other words, finite element shape functions on a coarse scale are composite by shape functions from some finer scale.

In previous CFEs [18,19,22], for the treatment of essential boundary conditions on unfitted meshes (with respect to the boundary of the domain), the adaptation of shape was done in such a way that the prescribed boundary condition was fulfilled in an approximate way. Now, in the context of interface problems, finite element shape functions are adapted on a submesh such that the continuity across the interface is preserved in an approximate way. The new CFE approach has three main advantages:

1. The definition of basis functions is explicit, i.e., no local problems have to be solved.
2. The coarse mesh does not need to be aligned with the interface, whereas this is necessary for classical finite element methods (see [14]) to converge at an optimal rate. Moreover, the definition of the CFE method does not put any condition on the intersection of mesh cells and the interface.
3. If the given data (domain, interface, right-hand side, etc.) allow for a (piecewise) smooth solution, the asymptotic order of convergence of the
underlying discretization is preserved on coarse meshes which do not resolve the interface.

Alternative approaches in the literature can be found, for instance, in [24], where another CFE method is introduced, in [19], where the interface condition is imposed weakly via penalization, or in [4], where special basis functions are computed by solving local problems on submeshes.

The present CFE method may be useful for problems with evolving interfaces. Because of evolution, the interface cannot be well represented by edges or faces of a stationary mesh. In classical finite element methods, an adaptation of the mesh to the interface at every time step is required. This adaptation of the mesh in time is considered to be too costly, especially in three space dimensions. The new CFE approach allows the computing of the evolution in time on a fixed (possibly coarse) mesh. It is sufficient to adapt the shape of the ansatz functions (slightly, close to the interface) in time. As we will see later, the cost for this shape adaptation is small when compared with the overall cost of updating the solution on the fixed coarse mesh.

Note finally that our method is designed to efficiently treat the singularity caused by the jump of the diffusion coefficient at the interface. Since the method does not add any degrees of freedom to the coarse finite element space to resolve the interface, it cannot be expected to resolve any singular behavior caused, e.g., by a kink in the interface. The treatment of such singularities has to be organized on top by classical techniques, e.g., by enrichment of the finite element space by certain singular functions or by mesh adaptivity. In the context of adaptivity, CFEs offer a coarse grid approximation that may serve as the initial guess for an a–posteriori–driven adaptive refinement process. They allow the adaptivity toward singularities to start long before the interface is resolved by the underlying finite element mesh.

Notation. In what follows, dist(·, ·) denotes the Euclidean distance in \( \mathbb{R}^2 \). We use the same notation for the distance between non-empty subsets \( A, B \subset \mathbb{R}^2 \),

\[
\text{dist}(A, B) := \inf_{x \in A, y \in B} \text{dist}(x, y).
\]

The measure \( |\cdot| \) is also context-sensitive and refers to the volume of a set relative to its dimension, i.e., \( |\cdot| \) denotes the length of a curve, or the area of a domain.

Given some bounded domain \( \Omega \), standard notation for (fractional) Sobolev spaces \( W^m_p(\Omega) \), \( m \geq 0, p \in \mathbb{N} \cup \{ \infty \} \), and their corresponding norms \( \|\cdot\|_{W^m_p(\Omega)} \) and seminorms \( |\cdot|_{W^m_p(\Omega)} \) is used; \( H^m(\Omega) \) abbreviates \( W^m_2(\Omega) \) \( (m \in \mathbb{N}) \) and \( L^p(\Omega) \) abbreviates \( W^0_p(\Omega) \). Given two disjoint bounded Lipschitz domains \( \Omega_1 \) and \( \Omega_2 \), the space \( H^m(\Omega_1 \cup \Omega_2) \) denotes the space of all functions \( u \in L^2(\Omega_1 \cup \Omega_2) \) with \( u|_{\Omega_1} \in H^m(\Omega_1) \) and \( u|_{\Omega_2} \in H^m(\Omega_2) \). The dual space of a Hilbert space \( V \) is indicated by \( V^* \). The space of \( \mathbb{R} \)-valued continuous functions on a set \( \Omega \) is denoted by \( C^0(\Omega) \).

2. Composite finite element discretization of a model Poisson problem

2.1. Model problem. Consider Poisson’s equation \(-\text{div}(a \nabla u) = f \) in an open, bounded, polyhedral domain \( \Omega \subset \mathbb{R}^d \), \( d \in \{2, 3\} \), with homogeneous Dirichlet boundary conditions on \( \partial \Omega \). The scalar coefficient \( a \) (permeability or conductivity) jumps across an interface \( \Gamma := \Omega_1 \cap \Omega_2 \) that separates two disjoint, open Lipschitz subdomains \( \Omega_1, \Omega_2 \subset \Omega \), \( \bar{\Omega} = \bar{\Omega}_1 \cup \bar{\Omega}_2 \). The corresponding variational problem
reads: Find \( u^* \in H^1_0(\Omega) \) such that
\[
\int_{\Omega} a \nabla u^* \cdot \nabla v \, dx = \int_{\Omega} f v \, dx \quad \text{for all } v \in H^1_0(\Omega).
\]

For simplicity, the coefficient \( a : \Omega \to \mathbb{R}_{>0} \) is chosen piecewise constant,
\[
a(x) = \begin{cases} 
1 & \text{if } x \in \Omega_1, \\
a_{\text{cont}} > 1 & \text{if } x \in \Omega_2.
\end{cases}
\]
The parameter \( a_{\text{cont}} \) represents the contrast which is supposed to be large in practical applications, e.g., in the modeling of heat transfer in composite materials.

The bounded bilinear form \( a : H^1_0(\Omega) \times H^1_0(\Omega) \to \mathbb{R} \) given by
\[
a(u, v) := \int_{\Omega} a \nabla u \cdot \nabla v \, dx = \int_{\Omega_1} \nabla u \cdot \nabla v \, dx + a_{\text{cont}} \int_{\Omega_2} \nabla u \cdot \nabla v \, dx
\]
for \( u, v \in H^1_0(\Omega) \) induces the norm \( ||| \cdot ||| := \sqrt{a} \nabla \cdot |||_{L^2(\Omega)} \) in \( H^1_0(\Omega) \), the so-called energy norm. Hence, problem (2.1) has a unique solution for all \( f \in H^{-1}(\Omega) := (H^1_0(\Omega))^* \).

Usually, some finite-dimensional subspace \( V_h \subset H^1_0(\Omega) \) based on piecewise polynomials replaces \( H^1_0(\Omega) \) in a finite element discretization of (2.1). However, if the underlying finite element mesh is not aligned with the interface, this ansatz suffers from the lack of regularity of the solution at the interface; the solution is continuous across, but its gradient may jump.

In this paper, this issue shall be fixed by considering a discrete space \( V_h \) that violates conformity, \( V_h \not\subset H^1_0(\Omega) \). We consider shape functions that are conforming with respect to each of the subdomains but possibly discontinuous across the interface, i.e.,
\[
V_h \subset H^1_0(\Omega_1 \cup \Omega_2) := \{ u \in H^1(\Omega_1 \cup \Omega_2) : u|_{\partial \Omega} = 0 \}.
\]
Because of the lack of Galerkin orthogonality, the discretization error of a corresponding method is not necessarily proportional to the error of the best approximation of the solution. The discretization error is bounded by the sum of the best approximation error and the error related to the violation of conformity as in (3.1). The aim of this paper is to construct a non-conforming discrete space \( V_h \) (based on piecewise affine ansatz functions) such that a balance is achieved between the errors due to non-conformity and errors due to best approximation. This balance yields linear convergence of the corresponding method with respect to the mesh size parameter \( h \) without resolving the interface by degrees of freedom.

2.2. Construction of the finite element space. The construction in Subsections 2.2.1–2.2.3 below follows the methodology of CFEs [8].

2.2.1. Triangulations. Let \( \mathcal{T} \) be some regular subdivision of \( \bar{\Omega} \) into closed non-empty simplices (or triangulation for short) according to Ciarlet [3,5]. Two non-disjoint distinct simplices in \( \mathcal{T} \) share either a common face \( (d = 3) \), a common edge, or a common vertex. By \( V(T) \) we denote the set of vertices (corners) of a simplex \( T \in \mathcal{T} \). The union of vertices in a (sub)triangulation \( \mathcal{T} \) is denoted by
\[
V(\mathcal{T}) := \bigcup_{T \in \mathcal{T}} V(T).
\]
The \( T \)-piecewise mesh width function \( h : \Omega \to \mathbb{R}_{>0} \) is given by
\[
h(x) := \max_{T \in \mathcal{T} : x \in T} \text{diam}(T).
\]
Note that the coarse triangulation \( \mathcal{T} \) does not necessarily match the interface \( \Gamma \), i.e., \( \Gamma \) is not the union of element edges or faces. Later on, the degrees of freedom of the CFE space will be exclusively assigned to the vertices of the (coarse) triangulation \( \mathcal{T} \).

We consider the two triangulations \( \mathcal{T}_1, \mathcal{T}_2 \subset \mathcal{T} \),

\[
\mathcal{T}_k := \{ T \in \mathcal{T} : T \subset \bar{\Omega}_k \}, \quad k = 1, 2,
\]

related to the subdomains. The union of these triangulations does not cover \( \Omega \), in general. Some neighborhood of the interface, the interface zone \( \Omega^\Gamma := \Omega \setminus (\bigcup \mathcal{T}_1 \cup \bigcup \mathcal{T}_2) \),

is not covered by elements of \( \mathcal{T}_1 \) or \( \mathcal{T}_2 \) unless the interface is resolved by \( \mathcal{T} \). We introduce two triangulations of the interface zone, one associated with each subdomain. The elements \( T \in \mathcal{T} \) that are contained in none of the two triangulations are collected in the set

\[
\mathcal{T}_2^\Gamma := \mathcal{T} \setminus (\mathcal{T}_1 \cup \mathcal{T}_2).
\]

A further fine triangulation \( \mathcal{T}_1^\Gamma \) of \( \Omega^\Gamma \) will be employed to adapt the shape of the ansatz functions in \( \Omega_1 \). This fine triangulation \( \mathcal{T}_1^\Gamma \) is derived by regular refinement of \( \mathcal{T}_2^\Gamma \) (e.g., by red-green-refinement or newest vertex bisection) locally near the interface. The corresponding \( \mathcal{T}_1^\Gamma \)-piecewise mesh width function \( h_1^\Gamma : \bigcup \mathcal{T}_1^\Gamma \to \mathbb{R}_{>0} \) is given by

\[
h_1^\Gamma(x) := \max_{t \in \mathcal{T}_1^\Gamma : x \in t} \text{diam}(t).
\]

The refinement shall be done such that

\[
(2.2) \quad h_1^\Gamma|_t = \text{diam}(t) \geq C_1^{-1} \text{dist}(t, \Gamma) \quad \text{for all } t \in \mathcal{T}_1^\Gamma
\]

holds with a universal constant \( C_1 \) independent of the \( h_1^\Gamma \). This condition prevents over-refinement in the interface zone and enforces a certain grading of \( \mathcal{T}_1^\Gamma \) toward the interface. This grading is essential for the stability, complexity, and accuracy of our method. The condition enters our error analysis via the external result [15, Theorem 4.4] which plays an essential role in the proof of Lemma 3.1 and, hence, in the proof of our main result Theorem 2.3.

Note that condition (2.2) is satisfied with a constant \( C_1 \approx 2 \) if the fine triangulation \( \mathcal{T}_1^\Gamma \) is computed by successive refinement of those simplices that are intersected by \( \Gamma \) (cf. [22, Section 2]). This shows that arbitrary small elements in a vicinity of the interface are possible in \( \mathcal{T}_1^\Gamma \). Still, \( \mathcal{T}_1^\Gamma \) is not aligned with \( \Gamma \) in general. The analysis of Section 3 will show that the mesh size \( h_1^\Gamma|_\Gamma \) at the interface suffices to be of size \( h^{3/2} \). This implies that the complexity of \( \mathcal{T}_1^\Gamma \) depends only on the mesh size of the coarse mesh \( \mathcal{T} \) and not on the location of the interface relative to the coarse mesh.

2.2.2. Additional structure. The meshes defined in the previous section cannot see the interface. However, precise information about the location of the interface is crucial for any reasonable approximation scheme. The exchange of information between the interface and the meshes shall be introduced via two mappings.

Closest inner simplex. The mapping \( T_1(x) : V(\mathcal{T}_1^\Gamma) \to \mathcal{T}_1 \) is chosen such that

\[
T_1(x) \in \arg\min_{T \in \mathcal{T}_1} \text{dist}(x, T), \quad \text{i.e., } T_1(x) \text{ assigns a closest inner simplex (fully contained in } \Omega_1) \text{ to every vertex } x \in V(\mathcal{T}_1^\Gamma).
\]

\( I_{T_2} u \in \mathbb{P}_1(\mathbb{R}^2) \) denotes the globally affine
(a) The coarse triangulation $\mathcal{T}$.

(b) The triangulation $\mathcal{T}_2^\Gamma$ of $\Omega^\Gamma$.

(c) The triangulation $\mathcal{T}_2$ related to $\Omega_2$.

(d) The triangulation $\mathcal{T}_1$ related to $\Omega_1$.

(e) The refined triangulation $\mathcal{T}_1^\Gamma$ of the interface zone $\Omega^\Gamma$.

Figure 1. The triangulations introduced in Section 2.2.1. The interface is not well represented in $\mathcal{T}$ shown in (a). It is better represented by $\mathcal{T}_1^\Gamma$ in (e) but still not resolved.
function which interpolates \( u \) in the vertices of \( T^1_\Gamma \). Accordingly, \( T^2_\Gamma : V(T^2_\Gamma) \rightarrow \mathcal{T}_2 \) and \( \mathcal{I}_{T^2_\Gamma} u \) are defined.

**Interface projection.** The projection operator \((\cdot)^\Gamma : \mathbb{R}^d \rightarrow \Gamma\) is chosen such that \( x^\Gamma \in \text{argmin}_{y \in \Gamma} \text{dist}(x, y) \). This projection encodes the geometrical information about the interface that is required by our method.

2.2.3. The CFE space. By \( S_k \), \( k = 1, 2 \), we denote the finite element space of continuous \( T_k \)-piecewise affine functions

\[
S_k := \{ u : C^0(\bigcup T_k) : u|_T \in \mathbb{P}_1 \text{ for all } T \in T_k, u|_{\partial \Omega \cap \partial (\bigcup T_k)} \}
\]

with the homogeneous Dirichlet boundary condition on \( \partial \Omega \) built in. These spaces represent the degrees of freedom of the method, in that CFE shape functions are derived by extending elements from \( S_1 \) resp. \( S_2 \) to the interface zone.

In other words, CFE shape functions are certain elements of the target space

\[
S^\Gamma := \{ u \in H^1_0(\Omega_1 \cap \Omega_2) : u|_{T \cap \Omega_1} \in \mathbb{P}_1 \text{ for all } T \in T_1 \cup T^1_\Gamma, u|_{T \cap \Omega_2} \in \mathbb{P}_1 \text{ for all } T \in T_2 \cup T^2_\Gamma \}.
\]

**Definition of shape functions via extensions.** The CFE space \( S^{\text{cfe}} \) is given as the image of \( S_1 \times S_2 \) under the bounded linear injective operator \( P^{\text{cfe}} : S_1 \times S_2 \rightarrow S^\Gamma \), i.e., \( S^{\text{cfe}} := P^{\text{cfe}}(S) \). The definition of \( P^{\text{cfe}} \) is based on two mappings that relate the different meshes and the interface. The projection operator \( P^{\text{cfe}} \) is defined in the two subdomains as follows:

\[
P^{\text{cfe}}(u_1, u_2)(x) := \begin{cases} 
P^{\text{cfe}}_1(u_1, u_2)(x) & \text{if } x \in \Omega_1, \\
P^{\text{cfe}}_2(u_2)(x) & \text{if } x \in \Omega_2 \end{cases}
\]

with \( P^{\text{cfe}}_1 \) and \( P^{\text{cfe}}_2 \) given subsequently.

**Definition of \( P^{\text{cfe}_2} \).** The operator \( P^{\text{cfe}_2} \) extends functions defined in \( \bigcup T_2 \) to the interface zone \( \Omega^\Gamma \). Given \( u_2 \in S_2 \), the continuous \( (T_2 \cup T^2_\Gamma) \)-piecewise affine function \( P^{\text{cfe}_2} u_2 \) is uniquely defined by nodal values

\[
(P^{\text{cfe}_2} u_2)(x) := \begin{cases} 
u_2(x) & \text{if } x \in V(T_2), \\
\mathcal{I}_{T^2_\Gamma} u(x) & \text{if } x \in V(T^2_\Gamma) \setminus V(T_2) \text{ and } x \notin \partial \Omega^\Gamma \cap \partial \Omega, \\
0 & \text{if } x \in \partial \Omega^\Gamma \cap \partial \Omega, \end{cases}
\]

with \( \mathcal{I}_{T^2_\Gamma} u \) defined in Section 2.2.2 above.

**Definition of \( P^{\text{cfe}_1} \).** The operator \( P^{\text{cfe}_1} \) extends functions defined in \( \bigcup T_1 \) to the interface zone \( \Omega^\Gamma \) in such a way that its trace on \( \Gamma \) approximately coincides with \((P^{\text{cfe}_2} u_2)|_{\Gamma}\). Given \( u_1 \in S_1 \), \( u_2 \in S_2 \), \( P^{\text{cfe}_1}(u_1, u_2) \) is the unique continuous \( (T_1 \cup T^1_\Gamma) \)-piecewise affine function which takes the following values at vertices \( x \in V(T_1 \cup T^1_\Gamma) \):

\[
P^{\text{cfe}_1}(u_1, u_2)(x) := \begin{cases} 
u_1(x) & \text{if } x \in V(T_1) \text{ or } x \in V(T^1_\Gamma) \cap (\bigcup T_1), \\
P^{\text{cfe}_2} u_2(x^\Gamma) + \langle \nabla \mathcal{I}_{T^2_\Gamma} u_1, x - x^\Gamma \rangle & \text{if } x \in V(T^1_\Gamma) \setminus (\bigcup T_1) \text{ and } x \notin \partial \Omega^\Gamma \cap \partial \Omega, \\
0 & \text{if } x \in \partial \Omega^\Gamma \cap \partial \Omega, \end{cases}
\]
with \( I_T u \) defined in Section 2.2.2 above. Note that the definition of \( \mathcal{P}_1^{\text{cfe}} \) ensures continuity of its images although \( T_1 \cap T_1^\Gamma \) is not necessarily a regular triangulation in the sense that hanging nodes may appear (as in Figure 1(d)–(e)).

Although the one-dimensional case (\( \Omega \) is an interval and \( \Gamma \) is some point in \( \Omega \)) does not share the numerical difficulties of the multi-dimensional setting (because the interface can easily be resolved by adding the vertex \( \Gamma \) to any mesh), it clearly illustrates the definition of \( \mathcal{P}_1^{\text{cfe}} \) and the derivation of our shape functions (see Figures 2–3). Note that, in one dimension, our construction ensures continuity across the interface and the method is conforming. In general, conformity is only achieved in the limit \( h_1^\Gamma \rightarrow 0 \). However, the discontinuity of shape functions across the interface (see Figure 4) is sufficiently small to preserve stability and accuracy of our method.

**Remark 2.1.** There is some algorithmic freedom in the above construction:

1. It is not essential that the subtriangulations \( T_1, T_2, T_2^\Gamma \) form a partition of some regular triangulation \( \mathcal{T} \). They could have been chosen to be non-matching overlapping triangulations representing \( \Omega_1, \Omega_2 \), and some neighborhood \( \Omega^\Gamma \) of the interface \( \Gamma \).

2. It is not essential that the definitions of the mappings \( T_1(\cdot) \) and \( (\cdot)^\Gamma \) in the above construction are based on the minimality of certain distances; any point or simplex sufficiently close (distance proportional to local mesh size) would do the job as well.

### 2.2.4. A local basis of the CFE space.

The degrees of freedom of the method are function values at vertices

\[
V_{\text{dof}}(\mathcal{T}) := V(\mathcal{T}_1) \cup V(\mathcal{T}_2) \subset V(\mathcal{T}).
\]

Hence, degrees of freedom are solely assigned to vertices in the coarse (interface independent) mesh \( \mathcal{T} \) and every vertex in \( \mathcal{T} \) represents at most one basis function of \( S^{\text{cfe}} \).

The images of the nodal basis functions \( \lambda_z \in S_1 \cup S_2 \) for \( z \in V_{\text{dof}}(\mathcal{T}) \) yield a basis of \( S^{\text{cfe}} \), i.e.,

\[
S^{\text{cfe}} = \text{span} \left( \left\{ \mathcal{P}_1^{\text{cfe}}(\lambda_z, 0) \mid z \in V(\mathcal{T}_1) \right\} \cup \left\{ \mathcal{P}_2^{\text{cfe}}(0, \lambda_z) \mid z \in V(\mathcal{T}_2) \right\} \right),
\]

where \( \mathcal{P}_1^{\text{cfe}} \lambda_z \) and \( \mathcal{P}_2^{\text{cfe}} \lambda_y \) are linearly independent if \( z \neq y \).

Most of the basis functions are standard nodal basis functions. More precisely, \( \mathcal{P}_1^{\text{cfe}} \) has no effect on functions that vanish in \( \Omega^\Gamma \) plus one layer of coarse elements \( T \in \mathcal{T} \). Only a few basis functions are manipulated via the explicit linear operator \( \mathcal{P}_1^{\text{cfe}} \). Those basis functions have slightly enlarged supports when compared with standard nodal basis functions on \( \mathcal{T} \). However, the supports remain local in the sense that their diameters remain proportional to the local coarse mesh size \( h \). Thus, the supports have finite overlap independent of the mesh size \( h \).

### 2.3. Discrete problem.

The discrete variational formulation of (2.1) reads: Find \( u^{\text{cfe}} \in S^{\text{cfe}} \) such that

\[
\int_{\Omega} a \nabla u^{\text{cfe}} \cdot \nabla v \, dx = \int_{\Omega} f v \, dx \quad \text{for all } v \in S^{\text{cfe}}.
\]

Note that the basis given in the previous section turns this variational problem into a system of linear algebraic equations. Since those basis functions have local support, sparsity of the corresponding stiffness matrix is ensured.
(a) Some functions $u_1 \in S_1$ (left) and $u_2 \in S_2$ (right) representing the degrees of freedom.

(b) Extension $P^cfe u_2$ of $u_2$ to the interface zone $\Omega^\Gamma$.

**Figure 2.** Illustration of the definition of the CFE space in Section 2.2.3.
(a) Extension $P_{1}^{cfe}(u_1,u_2)$ of $u_1$ to the interface zone $\Omega^{\Gamma}$.

(b) The corresponding CFE function $P_{1}^{cfe}(u_1,u_2) \in S^{cfe}$ with degrees of freedom ($\circ$).

**Figure 3.** Illustration (continued from Figure [2]) of the definition of the CFE space in Section 2.2.3.
(a) Some function \( u_1 \in S_1 \) defined on \( \bigcup T \).
(b) Extension \( P_{1,cfe}(u_1, 0) \) of \( u_1 \).

**Figure 4.** Illustration of the approximate trace matching across the interface: \( \Gamma \) is the unit circle and \( \Omega_1 \) its interior, \( u_2 \) and, hence, \( P_{2,cfe}^\Gamma u_2 \) are chosen zero.

**Remark 2.2.** The implementation of the method is similar to previous CFE methods and we refer to [7,16,21,22] for computational insights.

One issue is that the solution of (2.8) requires the evaluation of integrals over intersections \( T \cap \Omega_k \) which is beyond the scope of this note. The forthcoming theoretical results assume that all integrals are evaluated exactly. We refer to [7,15,22] for a practical resolution of this issue.

2.4. **Error estimates.** The following theorem addresses the solvability of (2.8).

Moreover, assuming \( H^2(\Omega_1 \cup \Omega_2) \)-regularity, an optimal a priori error bound in energy norm is given. Besides parameters already mentioned in the construction, the constant is in the error estimate depends on \( \rho_T \), which is the ratio between the diameter of the largest ball that can be inscribed in \( T \in T \) and \( \text{diam}(T) \). The triangulations \( T \) and \( T^\Gamma_1 \) are assumed to be non-degenerate, i.e., \( \rho_T := \min_{T \in T} \rho_T > 0 \) (resp. \( \rho_{T^\Gamma_1} := \min_{T^\Gamma_1 \in T^\Gamma_1} \rho_{T^\Gamma_1} > 0 \)).

**Theorem 2.3** (Linear convergence with respect to mesh size). The discrete problem (2.8) always has a unique solution \( u_{cfe} \in S_{cfe} \).

If, in addition, the solution of (2.1), \( u^* \in H^1_0(\Omega) \), is piecewise smooth, \( u^* \in H^2(\Omega_1 \cup \Omega_2) \), and if

\[
\| h_1^\Gamma / h^{3/2} \|_{L^\infty(\bigcup \{ t \in T : t \cap \Gamma \neq \emptyset \})} \leq C_2
\]

for some generic constant \( C_2 \), then the following a priori error estimate holds:

\[
\| u^* - u_{cfe} \| \leq C \| h \|_{L^\infty(\Omega)} \left\| \sqrt{a} \nabla^2 u \right\|_{L^2(\Omega_1 \cup \Omega_2)}.
\]

The constant \( C = C(\rho_T, \rho_{T^\Gamma_1}, C_1, C_2) \) does not depend on the mesh width functions \( h, h^\Gamma \) and the contrast parameter \( a_{cont} \).
Proof. The unique solvability of (2.8) follows from the fact that $|\cdot|$ is a norm in $S_{\text{cfe}}$. Since, in the limit $h_{\Gamma}^1|_{\Gamma} \to 0$, $S_{\text{cfe}}$ is conforming, the latter is quite obvious if $h_{\Gamma}^1|_{(\bigcup \{ T^\Gamma_t : \tau \cap \Gamma \neq \emptyset \})}$ is sufficiently small. Otherwise, this property can be proven along the lines of [18, Lemma 4.10].

The proof of the error estimate will be given in Section 3. \hfill \Box

The error estimate in the above theorem rests on the regularity of the solution $u^* \in H^2(\Omega_1 \cup \Omega_2)$. In general, this regularity does not hold for solutions of problem (2.1). Moreover, even though the constant in the error estimate does not depend on the contrast $a_{\text{cont}}$, the $H^2(\Omega_1 \cup \Omega_2)$ seminorm of the solution on the right-hand side of estimate (2.10) may do. In Section 4 we will prove that $f \in L^2(\Omega)$, the Lipschitz properties of the subdomains $\Omega_k$, and, in addition, convexity of $\Omega \subset \mathbb{R}^2$ and the assumption $\Gamma \in C^{1,1}$ imply $u^* \in H^2(\Omega_1 \cup \Omega_2)$ and

\begin{equation}
(2.11) \quad \| \nabla^2 u^* \|_{L^2(\Omega_1)} \leq C_{\text{reg}} \| f \|_{L^2(\Omega)}, \quad \| \nabla^2 u^* \|_{L^2(\Omega_2)} \leq C_{\text{reg}} \| f \|_{L^2(\Omega)}
\end{equation}

with some universal constant $C_{\text{reg}}$ that depends only on the geometry of the subdomains $\Omega_k$ and the interface $\Gamma$ but not on $f$ and $a_{\text{cont}}$. Hence, under those assumptions on the geometry, the error of the CFE method does not depend on the contrast parameter $a_{\text{cont}}$.

**Theorem 2.4 (Contrast independence).** If $\Omega \subset \mathbb{R}^2$ is convex, $\Gamma \in C^{1,1}$, and if (2.9) is satisfied, then the following a priori error estimate holds:

$$
|||u^* - u_{\text{cfe}}||| \leq C |||h|||_{L^\infty(\Omega)} \| f \|_{L^2(\Omega)}.
$$

The constant $C = C(\rho_T, \rho_{T^\Gamma}, C_1, C_2, C_{\text{reg}})$ does not depend on $f$, the mesh width functions $h, h_{\Gamma}^1$, and the contrast $a_{\text{cont}}$.

**Remark 2.5.** As already mentioned in the introduction, our method is designed to capture the kink of the solution across the interface. Further lack of regularity, caused, e.g., by singularities at kinks of the interface, is not addressed by the proposed method and leads to reduced convergence rates. The actual rate depends on the strength of the singularities as usual, i.e., if $u^* \in H^{1+s}(\Omega_1 \cup \Omega_2)$ for some $s \in [0,1]$, then standard interpolation theory of Sobolev spaces allows one to estimate

$$
|||u^* - u_{\text{cfe}}||| \leq C ||h|||_{L^\infty(\Omega)}^s.
$$

Standard techniques may be applied to improve the convergence rate of the method for singular solutions, e.g., adding certain singular functions to the approximation space, or adaptive refinement of the coarse mesh $T$ toward the singularity.

**2.5. Complexity.** Let us briefly discuss the complexity of our method. Considering a uniform coarse-scale grid of width $h$, the number of degrees of freedom in our method is proportional to $h^{-d}$, where $d \in \{2,3\}$ denotes the dimension of the physical space as before. The cost of setting up and storing the basis functions can be estimated as follows. Because of Theorems 2.3 and 2.4, it is sufficient to adapt the shape functions on a submesh with minimal mesh size $h_{\Gamma}^1|_{\Gamma} \approx h^{3/2}$ close to the interface. Since the dimension of the interface $\Gamma$ is $d - 1$ and owing to (2.2), the number of elements in the submesh is proportional to $h^{-3/2(d-1)}$, i.e., $h^{-3/2}$ for $d = 2$ and $h^{-3}$ for $d = 3$. Hence, the cost caused by the adaptation of the shape functions is at most proportional to the number of degrees of freedom $h^{-d}$. 


3. Detailed error analysis

This section proves the error estimate in Theorem 2.3. The error of the CFE approximation can be estimated as in [3] Lemma 10.1.7 by

\[
|||u^* - u^{\text{cfe}}||| \leq \inf_{v \in S^{\text{cfe}}} |||u^* - v||| + \sup_{0 \neq v \in S^{\text{cfe}}} \frac{|a(u^* - u^{\text{cfe}}, v)|}{|||v|||}.
\]

The first term in the above estimate reflects the best approximation error which is further addressed in Section 3.1. The additional second term is due to non-conformity (see Section 3.2).

3.1. Approximation property. For \( \mathcal{G} \in \{ \mathcal{T}, \mathcal{T}_1, \mathcal{T}_2, \mathcal{T}_1^T, \mathcal{T}_2^T \} \), let \( I_{\mathcal{G}}u \) denote the unique \( \mathcal{G} \)-piecewise affine function that interpolates a sufficiently smooth function \( u \) at the vertices of \( \mathcal{G} \). The solution \( u^* \in H^2(\Omega_1 \cup \Omega_2) \) of (2.1) is well approximated by the discontinuous function \( u_h \) with \( u_h|_{\Omega_k} = (I_{\mathcal{T}_k}u)|_{\Omega_k}, k = 1, 2 \). The error in the energy norm is proportional to \( h \). This approximation property is preserved if \( u_h \) is suitably mapped onto the finite element space \( S^{\text{cfe}} \) as the following lemma states.

For the ease of notation, observe that \( \mathcal{P}^{\text{cfe}} := \mathcal{P}^{\text{cfe}}(I_{\mathcal{T}_1}u, I_{\mathcal{T}_2}u) \) defines \( \mathcal{P}^{\text{cfe}} \) for arguments \( u \in H^1_0(\Omega) \cap H^2(\Omega_1 \cup \Omega_2) \). Accordingly, \( \mathcal{P}^{\text{cfe}}_2 := \mathcal{P}^{\text{cfe}}_2(I_{\mathcal{T}_2}u) \) extends \( \mathcal{P}^{\text{cfe}}_2 \) (resp. \( \mathcal{P}^{\text{cfe}}_1 \)) to \( H^1_0(\Omega) \cap H^2(\Omega_1 \cup \Omega_2) \).

**Lemma 3.1** (Approximation property of \( S^{\text{cfe}} \)). There is a constant \( C > 0 \) which may depend on \( \rho_T, \rho_T^T, C_1, C_2 \) but not on \( h \) and \( h^T \) such that for all \( u \in H^1_0(\Omega) \cap H^2(\Omega_1 \cup \Omega_2) \) it holds that

\[
|||u - \mathcal{P}^{\text{cfe}}u||| \leq C \sqrt{\alpha h^2} \|\nabla u\|_{L^2(\Omega_1 \cup \Omega_2)}.
\]

**Proof.** The proof picks up some standard techniques for CFEs as they are used, e.g., in the proof of Theorem 4.4 in [18]. In addition, we will frequently make use of classical error estimates of nodal interpolation with respect to simplices. Following [5] Theorem 16.1, there exists a universal constant \( C_{\text{ip}} \) such that

\[
|u - I_t u|_{W^m_p(t)} \leq \frac{C_{\text{ip}}}{\rho_t} \text{ diam}(t)^{2 - \frac{d}{p} - \frac{d}{m}} |u|_{H^2(t)}
\]

for all \( u \in H^2(t), m \in \{0, 1\} \), provided \( W^m_p(t) \subset H^2(t) \); \( I_t u \) denotes the affine interpolant of \( u \) at the vertices of a triangle \( t \).

The main tool for exploiting the piecewise regularity is a suitable extension operator. It is known that, since \( \Omega_k \) is assumed bounded and Lipschitz, there exists a continuous, linear extension operator \( \mathcal{E}_k : H^2(\Omega_k) \cap H^1_0(\Omega) \to H^2(\Omega) \cap H^1_0(\Omega), k \in \{1, 2\}, \) such that for all \( u \in H^2(\Omega_k) \cap H^1_0(\Omega) \) there holds

\[
\mathcal{E}_k u|_{\Omega_k} = u \quad \text{and} \quad \|\nabla^2 \mathcal{E} u\|_{L^2(\Omega)} \leq C_{\text{ext}} \|\nabla^2 u\|_{L^2(\Omega_k)}
\]

with a constant \( C_{\text{ext}} \) that depends only on \( \Omega_k \) and \( \Omega \) [25]. Moreover, \( C_{\text{ext}} \) is moderately small under mild assumptions on the geometry [24]. Throughout the rest of the paper, \( u_k \) abbreviates \( \mathcal{E}_k u, k = 1, 2 \).

Our proof rests upon the splitting

\[
u = u_2 + (u - u_2)
\]
and the observation that \((u - u_2)|_{\Omega_1} \in H^1_0(\Omega_1) \cap H^2(\Omega_1)\) and \((u - u_2)|_{\Omega_2} = 0\). The splitting and the linearity of \(P_{\text{cfe}}\) lead to the upper bound

\[
\left\| u - P_{\text{cfe}} u \right\|_{L^2(\Omega_1)}^2 \leq \left\| u_2 - P_{\text{cfe}} u_2 \right\|_{L^2(\Omega_1)}^2 + \left\| \nabla \left( u - u_2 - P_{\text{cfe}}(u - u_2) \right) \right\|_{L^2(\Omega_1)}^2.
\]

The second term on the right-hand side of (3.4) can be bounded by classical techniques for the analysis of CFEs. In particular, [18, Theorem 4.4] and (3.3) show that

\[
\left\| \nabla \left( u - u_2 - P_{\text{cfe}}(u - u_2) \right) \right\|_{L^2(\Omega_1)}^2 \leq C \left\| h \nabla^2 u \right\|_{H^2(\Omega_1)}
\]

with some constant \(C\) that depends only on \(\rho_T, \rho_{T^T}, C_1, C_2,\) and \(C_{\text{ext}}\).

Thus, we are left to bound the first term on the right-hand side of (3.4). The advantage of the splitting is that, compared to the initial assertion, we can now make use of the fact that \(u_2 \in H^2(\Omega)\) regardless of the interface.

Throughout the rest of the proof, \(a \lesssim b\) abbreviates \(a \leq C b\) with some constant \(C\) that depends only on the constants \(C_1, C_2, C_{\text{ip}}, C_{\text{ext}}, \rho_T,\) and \(\rho_{T^T}\).

By repeated use of the triangle inequality we separate the elements where standard estimates apply from those where more involved techniques are required:

\[
\left\| u_2 - P_{\text{cfe}} u_2 \right\|_{L^2(\Omega_1)}^2 = \left\| \nabla (u_2 - P_{\text{cfe}} u_2) \right\|_{L^2(\Omega_1)}^2 + a_{\text{cont}} \left\| \nabla (u_2 - P_{\text{cfe}} u_2) \right\|_{L^2(\Omega_1)}^2
\]

\[
\leq \left\| \nabla (I_T u_2) \right\|_{L^2(\Omega_1)}^2 + a_{\text{cont}} \left\| \nabla (I_T u_2) \right\|_{L^2(\Omega_1)}^2 + \left\| \nabla (I_T u_2 - P_1\text{cfe} u_2) \right\|_{L^2(\Omega^T)}^2 + a_{\text{cont}} \left\| \nabla (I_T u_2 - P_1\text{cfe} u_2) \right\|_{L^2(\Omega^T)}^2
\]

\[
\lesssim \left\| h \nabla^2 u_2 \right\|_{L^2(\Omega_1)}^2 + a_{\text{cont}} \left\| h \nabla^2 u_2 \right\|_{L^2(\Omega_2)}^2
\]

\[
+ \left\| \nabla (I_T u_2 - P_1\text{cfe} u_2) \right\|_{L^2(\Omega^T)}^2 + a_{\text{cont}} \left\| \nabla (I_T u_2 - P_1\text{cfe} u_2) \right\|_{L^2(\Omega^T)}^2.
\]

Let \(t \in T_{1^T}^\Gamma\) and \(T \in T_{2^T}^\Gamma\) such that \(t \subset T\) (recall that \(T_{1^T}^\Gamma\) was derived from \(T_{2^T}^\Gamma \subset T\) by refinement). Then, by an inverse estimate,

\[
\left\| \nabla (I_T u_2 - P_1\text{cfe} u_2) \right\|_{L^2(t)} \leq \text{diam}(t)^{d/2} \text{diam}(T)^{-1} \left\| I_T u_2 - P_1\text{cfe} u_2 \right\|_{L^\infty(t)}.
\]

We fix \(x \in V(t)\) with \(\left\| I_T u_2 - P_1\text{cfe} u_2 \right\|_{L^\infty(t)} = \left| I_T u_2(x) - P_1\text{cfe} u_2(x) \right|\) and define \(T^1_t := T^1_x, T^2_t := T^2_x\). In addition we introduce neighborhoods

\[
\omega_T := \bigcup \{ K \in T : T \cap K \neq \emptyset \}
\]

containing both coarse elements \(T^1_t\) and \(T^2_t\). The definition of \(P^{\text{cfe}}_1\) in (2.7) and the application of Lemma 4.1 from [18] lead to

\[
\left\| I_T u_2 - P_1\text{cfe} u_2 \right\|_{L^\infty(t)} \leq \left| I_T u_2(x) - I_{T^1_t} u_2(x^\Gamma) \right| + \left| \nabla (I_{T^2_t} u_2 - I_{T^1_t} u_2, x - x^\Gamma) \right|
\]

\[
\lesssim \text{diam}(T)^{-d/2} \left( \left\| I_T u_2 - I_{T^2_t} u_2 \right\|_{L^2(T)} + \text{diam}(t) \left\| \nabla (I_T u_2 - I_{T^2_t} u_2) \right\|_{L^2(T)} \right)
\]

\[
\lesssim \text{diam}(t)^{-d/2} \left\| \nabla^2 u_2 \right\|_{L^2(\omega_T)}.
\]
The summation over all \( t \in T^\Gamma_t \) yields
\[
\|\nabla (I_T u_2 - P_1^{cfe} u_2)\|^2_{L^2(\Omega)} \leq \sum_{t \in T^\Gamma_t} \sum_{t' \subseteq t} \|\nabla (I_{t'} u_2 - P_1^{cfe} u_2)\|^2_{L^2(t)} \\
\leq \sum_{t \in T} \sum_{t' \subseteq t} \|\nabla (I_{t'} u_2 - P_1^{cfe} u_2)\|^2_{L^2(t)} \\
\lesssim \sum_{t \in T} \left( \sum_{t' \subseteq t} |t| \right) \text{diam}(T)^{2-d} \|\nabla^2 u_2\|^2_{L^2(\omega_T)} \\
\lesssim \|h\nabla^2 u\|^2_{L^2(\Omega)}.
\]

(3.9)

Similar arguments as in (3.7), (3.8), and (3.9) lead to an estimate of the last term on the right-hand side of (3.6),
\[
\|\nabla (I_{T_2} u_2 - P_2^{cfe} u_2)\|^2_{L^2(\cup T^\Gamma_{T_2})} \lesssim \|h\nabla^2 u\|^2_{L^2(\Omega)}.
\]

The combination of (3.4), (3.5), (3.6), (3.9), and (3.10) proves the assertion. \( \Box \)

### 3.2. Non-conformity

If the solution is sufficiently smooth, i.e., \( u^* \in H^{3/2}(\Omega_1 \cup \Omega_2) \), the second term in (3.1) can be estimated using Greens’s identity, (2.1), (2.8), the classical jump relation, and the Cauchy-Schwarz inequality as follows:
\[
\sup_{0 \neq \nu \in S^{cfe}} \frac{\|a(u^* - u^{cfe}, v)\|}{\|v\|} \leq C \left\| \frac{\partial u^*}{\partial \nu_{\Omega_1}} \right\|_{L^2(\Gamma)} \sup_{0 \neq \nu \in S^{cfe}} \frac{\|[[v]]\|_{L^2(\Gamma)}}{\|v\|}.
\]

Here, \( \nu_{\Omega_i} \) denotes the outer normal of \( \Omega_i \) and \( [[v]] \) denotes the jump of \( v \) across \( \Gamma \).

By picking up ideas from [18, Lemma 4.9], one checks that the discontinuity \( [[v]] \) is in fact small.

**Lemma 3.2 (Non-conformity).** There is a constant \( C = C(C_1, C_3) > 0 \) with \( C_3 := \max_{T \in T^\Gamma_t : \Gamma \cap T \neq \emptyset} |\Gamma \cap T| \text{diam}(T)^{(d-1)} \), such that
\[
\|[[v]]\|_{L^2(\Gamma)} \leq C\|h\|_{L^\infty(\Omega)} \|h^{1/3}/|\Omega_1| \|_{L^\infty(\cup \{T \in T^\Gamma_t : \Gamma \cap T \neq \emptyset\})} \|v\|
\]

for all \( v \in S^{cfe} \).

**Proof.** Let \( v = P^{cfe}(I_{T_1} v, I_{T_2} v) \in S^{cfe} \). Let \( t \in T^\Gamma_t \) with \( t \cap \Gamma \neq \emptyset \). We start with some pointwise estimate of the jump of \( v \) on \( t \):
\[
\|[[v]]\|_{L^\infty(\Gamma \cap t)} = \|v|_{\Omega_2} - v|_{\Omega_1}\|_{L^\infty(\Gamma \cap t)} \leq \|v|_{\Omega_2} - v|_{\Omega_1}\|_{L^\infty(t)} ,
\]

where \( v|_{\Omega_1} \) (resp. \( u|_{\Omega_2} \)) is identified with its unique affine extension onto \( t \). The definitions (2.6) and (2.7) yield
\[
\|[[v]]\|_{L^\infty(\Gamma \cap t)} = \max_{y \in V(t)} |v|_{\Omega_2}(y) - v|_{\Omega_2}(y^\Gamma) - \left( \nabla I_{T_y}^\Gamma v, y - y^\Gamma \right) | \lesssim \text{diam}(t) \|h^{-d/2} \nabla v\|_{L^2(T^1_y \cup T^2_y)}.
\]

(3.12)
Hence, the $L^2$-norm of $v$ on $\partial \Omega$ is estimated as follows:

$$
\|v\|_{L^2(\Gamma)}^2 \leq \sum_{T_1 \in T_1, T_2 \in T_2} \sum_{t \in T_1^\Gamma : t \cap \Gamma \neq \emptyset, T_k^t = T_k} |\Gamma \cap t| \|[[v]]\|_{L^\infty(t)}^2 \\
\lesssim \sum_{T_1 \in T_1, T_2 \in T_2} \sum_{t \in T_1^\Gamma : t \cap \Gamma \neq \emptyset, T_k^t = T_k} |\Gamma \cap t| \frac{\text{diam}(t)^2}{\text{diam}(T)^d} \|\nabla v\|_{L^2(T_1 \cup T_2)}^2 \\
\lesssim \|h_1^\Gamma / \sqrt{n}\|_{L^\infty(\cup \{t \in T_1^\Gamma : t \cap \Gamma \neq \emptyset\})} \|\nabla v\|_{L^2(\Omega)}^2.
$$

If $h_1^\Gamma|\Gamma$ is chosen proportional to $h^{(3/2)}$, as it is assumed in (2.9), Theorem 2.3 follows from (3.1), Lemma 3.1, and Lemma 3.2.

Remark 3.3. The constant $C_3$ introduced in Lemma 3.2 reflects the smoothness of the interface $\Gamma$. Note that $C_3$ may be large if $\Gamma$ is highly oscillating. However, the proof of Lemma 3.2 shows that a possibly large constant can be controlled by simply choosing $h_1^\Gamma|\Gamma$ appropriately small. This modification concerns only the submesh $T_1^\Gamma$ and does not affect the overall number of degrees of freedom.

4. Regularity

This section proves the regularity result (2.11) under the following assumptions on the geometrical setting:

(R1) $\Omega \subset \mathbb{R}^2$ is a convex polygon,
(R2) $\Omega_1, \Omega_2 \subset \Omega$ are disjoint open Lipschitz domains with $\overline{\Omega} = \overline{\Omega}_1 \cup \overline{\Omega}_2$, and
(R3) $\Gamma := \overline{\Omega}_1 \cap \overline{\Omega}_2$ is a $C^{1,1}$ curve that separates $\Omega_1$ and $\Omega_2$.

The conditions (R1)–(R3) guarantee that both subdomains $\Omega_k$ have a piecewise smooth boundary with interior angles less than $\pi$. In particular, the interface is not tangential to $\partial \Omega$ in intersection points $\Gamma \cap \partial \Omega$. Two relevant cases covered by these conditions are depicted in Figure 5.

![Figure 5](https://example.com/figure5.png)

**Figure 5.** Two geometric situations in which conditions (R1)–(R3) are satisfied: (left) interface cuts through the boundary of $\Omega$ at some positive angle, (right) smooth separated inclusions dispersed in some matrix.

Under the conditions (R1)–(R3) [13] shows piecewise $H^2$ regularity in the sense that $f \in L^2(\Omega)$ implies $\nabla^2 u^* \in H^2(\Omega_1 \cup \Omega_2)$ and

$$
\|\nabla^2 u^*\|_{L^2(\Omega_1)} + \|\nabla^2 u^*\|_{L^2(\Omega_2)} \leq C \|f\|_{L^2(\Omega)}.
$$
The subsequent theorem clarifies the dependence of the constant in the estimate above on the contrast parameter \(a_{\text{cont}}\). In this respect, the theorem generalizes the previous result [4, Theorem B.1], which assumes a smoother interface and, more importantly, the inclusion \(\Omega_1 \subset \Omega\) with some positive distance between \(\Omega_1\) and \(\partial \Omega\).

**Theorem 4.1.** Under the assumptions (R1)–(R3) the unique solution \(u^*\) of (2.1) is piecewise smooth, \(u^* \in H^2(\Omega_1 \cup \Omega_2)\). Moreover, the estimates (2.11) hold with a generic constant \(C_{\text{reg}}\) that does not depend on \(f\) and \(a_{\text{cont}}\).

**Proof.** Let \(u_k^* := u^*|_{\Omega_k}\) for \(k = 1, 2\). As discussed earlier, the assumptions (R1)–(R3) yield \(u_k^* \in H^2(\Omega_k)\) for \(k = 1, 2\). Since \(\Omega_k, k = 1, 2\), is piecewise smooth with interior angles less than \(\pi\), classical a priori bounds yield

\[
\|\nabla^2 u_k^*\|_{L^2(\Omega_k)} \leq C_{\text{reg}}'(f) (\|f\|_{L^2(\Omega_1)} + \|u_k^*\|_{H^{3/2}(\Gamma)}),
\]

\[
\|\nabla^2 u_k^*\|_{L^2(\Omega_2)} \leq C_{\text{reg}}''(a_{\text{cont}} f) (\|u_k^*\|_{H^{3/2}(\Gamma)} + \|\partial u_k^* / \partial \nu_{\Omega_1}\|_{H^{1/2}(\Gamma)}).
\]

Since the above estimates are solely performed in the subdomains, the constants \(C_{\text{reg}}'\) and \(C_{\text{reg}}''\) do not depend on \(a_{\text{cont}}\). The classical jump relations at the interface imply \(\|u_1^*\|_{H^{3/2}(\Gamma)} = \|u_2^*\|_{H^{3/2}(\Gamma)}\) and \(\|\partial u_1^* / \partial \nu_{\Omega_1}\|_{H^{1/2}(\Gamma)} = a_{\text{cont}} \|\partial u_2^* / \partial \nu_{\Omega_2}\|_{H^{1/2}(\Gamma)}\). Hence,

\[
\|\nabla^2 u_1^*\|_{L^2(\Omega_1)} \leq C_{\text{reg}}'(f) (\|f\|_{L^2(\Omega_1)} + \|u_2^*\|_{H^{3/2}(\Gamma)}),
\]

\[
\|\nabla^2 u_2^*\|_{L^2(\Omega_2)} \leq C_{\text{reg}}''(a_{\text{cont}} f) (\|f\|_{L^2(\Omega_2)} + \|\partial u_2^* / \partial \nu_{\Omega_1}\|_{H^{1/2}(\Gamma)}).
\]

The combination of (4.2), the trace theorem \(\|\partial u_2^* / \partial \nu_{\Omega_1}\|_{H^{1/2}(\Gamma)} \leq C \|u_2^*\|_{H^2(\Omega_2)}\), and the trace theorem \(\|u_2^*\|_{H^{3/2}(\Gamma)} \leq C \|u_2^*\|_{H^2(\Omega_2)}\) leads to

\[
\|\nabla^2 u_2^*\|_{L^2(\Omega_2)} \leq C_{\text{reg}}''(a_{\text{cont}} f) (\|f\|_{L^2(\Omega_2)} + \|u_2^*\|_{H^2(\Omega_2)}).
\]

Since \(C_{\text{reg}}''\) does not depend on \(a_{\text{cont}}\), coercivity of the bilinear form \(a\) and the energy estimate \(\|u^*\| \leq \|f\|_{L^2(\Omega)}\) prove the estimate

\[
\|\nabla^2 u_2^*\|_{L^2(\Omega_2)} \leq C_{\text{reg}}''(a_{\text{cont}} f) (\|f\|_{L^2(\Omega)}).
\]

provided \(a_{\text{cont}} \geq C_{\text{reg}}'' / 2\). Since for small contrast \(a_{\text{cont}} < C_{\text{reg}}'' / 2\) nothing is to show, one assertion is proved. The estimate for \(\|\nabla^2 u_2^*\|_{L^2(\Omega_2)}\) is analogous by interchanging the application of (4.2) and (4.1) as well as the corresponding trace inequalities.

For a characterization of the singularities that may appear if the conditions (R1)–(R3) are not satisfied, we refer the reader to [4, 11, 10, 11] among many others. A comprehensive regularity analysis for the three-dimensional case is more technical and beyond the scope of this paper; we refer to [12] for necessary conditions under which \(H^2(\Omega_1 \cup \Omega_2)\)-regularity is achieved. If the geometric setting allows \(H^2(\Omega_1 \cup \Omega_2)\)-regularity, then the proof of (2.11) could be treated in a similar way as in Theorem 4.1.

We shall emphasize that the above result is not explicit with respect to the geometric setting, e.g., the constants \(C_{\text{reg}}'\) and \(C_{\text{reg}}''\) may depend on oscillations of the interface, minimal distances between inclusions, the distance between inclusions...
and the boundary, etc. The dependence on the geometry is involved and has been studied only for special cases, e.g., the case of densely packed, perfectly conducting, circular inclusions in 2d [17]. We further mention that regularity estimates for the case of diffusive interfaces may be found in [20].

5. Conclusion

We have described a finite element method for the Poisson equation with discontinuous diffusion coefficient across some interface. The method does not require the underlying finite element mesh to resolve the interface exactly. Overlapping, and possibly structured, simplicial meshes can be used instead. Moreover, the definition of the basis functions is explicit, and no local problems have to be solved. On a quasi-uniform coarse grid of width $h$, the complexity of our method is proportional to $h^{-d}$, whereas the error is proportional to $h$. This is optimal in comparison with the approximation of a Poisson problem with overall constant coefficient on the same mesh.

This paper focuses on the difficulty of treating discontinuous coefficients. To keep notation and technicalities at a minimum, the simplest possible setting has been chosen. Generalizations, not only to general linear elliptic problems but also saddle point problems such as Stokes’ problem, are straightforward with regard to the previous work [18][19].
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