A PERTURBATION APPROACH FOR AN INVERSE QUADRATIC PROGRAMMING PROBLEM OVER SECOND-ORDER CONES
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Abstract. This paper is devoted to studying a type of inverse second-order cone quadratic programming problems, in which the parameters in both the objective function and the constraint set of a given second-order cone quadratic programming problem need to be adjusted as little as possible so that a known feasible solution becomes optimal. This inverse problem can be written as a minimization problem with second-order cone complementarity constraints and a positive semidefinite cone constraint. Applying the duality theory, we reformulate this problem as a linear second-order cone complementarity constrained optimization problem with a semismoothly differentiable objective function, which has fewer variables than the original one. A perturbed problem is proposed with the help of the projection operator over second-order cones, whose feasible set and optimal solution set are demonstrated to be continuous and outer semicontinuous, respectively, as the parameter decreases to zero. A smoothing Newton method is constructed to solve the perturbed problem and its global convergence and local quadratic convergence rate are shown. Finally, the numerical results are reported to show the effectiveness for the smoothing Newton method to solve the inverse second-order cone quadratic programming problem.

1. Introduction

In an optimization problem, all parameters of the model are given, and we need to find from among all feasible solutions an optimal solution for a specified objective function. However, in an inverse optimization problem, the situation is reversed and we try to find values of parameters in an optimization model which make a given feasible solution optimal and which differ from the given estimates as little as possible.

Burton and Toint [3] first investigated an inverse shortest path problem motivated by two interesting examples in traffic flow and seismic tomography. Since then, a variety of inverse combinatorial optimization problems have been studied;
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see for instance, [1,4,31]. Recently, several special inverse continuous optimization problems have been investigated. Zhang and Liu [29,30] first studied the inverse linear programming, and Iyengar and Kang [12] discussed inverse conic programming models and their applications in portfolio optimization. After that, Zhang and Zhang [32], Zhang, Zhang and Xiao [33] and Xiao and Zhang [26] studied numerical methods for two different types of inverse quadratic programming problems. In [26] and [32], parameters in the objective function of a quadratic programming problem need to be estimated and in [33] parameters in both the objective function and the constraint set are required to be adjusted. Numerical algorithms were developed for a type of inverse semidefinite quadratic programming problems in [27] and [28], in which only parameters in the objective function were required to be estimated. In this paper, we focus on an inverse optimization problem with second-order cone constraints in which parameters in both the objective function and the constraint set are required to be adjusted. Just like the inverse quadratic programming problem addressed in [33], the problem considered in this paper is essentially a mathematical program with second-order cone complementarity constraints, and we propose a perturbation approach for finding an approximation solution.

1.1. Motivation. We take an interesting facility location problem, which is an extension of Weber problem in [8,14], to show that the study of inverse programming over second-order cones is significant in practice.

A manager wants to find the best location for the warehouse of a company, in such a way that the total transportation cost to serve the customers is minimum. Suppose that there are \( m \) customers needing to be served and different customers may have different demands, to be translated as weight \( w_i \) for customer \( i, \ i = 1, 2, \cdots, m \). Let the location of customer \( i \) be \( a_i' \). Denote the desired location of the warehouse to be \( x' \) and the additional transportation cost to be a quadratic term with respect to \( x' \), say \( \frac{1}{2}x'^T G' x' \), here \( G' \) is a symmetric matrix. Then, the optimization problem is

\[
\min_{x' \in \mathbb{R}^2} \frac{1}{2} x'^T G' x' + \sum_{i=1}^{m} w_i \|x' - a_i'\|
\]

with \( \| \cdot \| \) being the Euclidean norm. In particular, if \( G' = O_2 \), problem (1.1) is reduced to

\[
\min_{x' \in \mathbb{R}^2} \sum_{i=1}^{m} w_i \|x' - a_i'\|
\]

which is the famous Weber problem introduced by German economist Alfred Weber in 1909.

It follows from [2, Section 2.2] that (1.1) can be formulated as a second-order cone programming of the form

\[
\min \ \frac{1}{2} x'^T G' x' + \sum_{i=1}^{m} w_i t_i
\]

s. t. \( (t_i, x' - a_i') \in Q_3, i = 1, 2, \cdots, m \),
where \( Q_3 := \{(s_1; s_2) \in \mathbb{R} \times \mathbb{R}^2 \mid \|s_2\| \leq s_1\} \) is a 3-dimensional second-order cone. We rewrite problem (1.2) as

\[
(1.3) \quad \min_{x \in \mathbb{R}^3} \frac{1}{2} x^T G x + w^T x \\
\text{s.t.} \quad A_i x - a_i \in Q_3, \quad i = 1, 2, \ldots, m,
\]

where \( x = (t_1; \ldots; t_m; x') \in \mathbb{R}^{m+2}, \quad w = (w_1; \ldots; w_m; 0_2) \in \mathbb{R}^{m+2}, \quad a_i = (0; a_i') \in \mathbb{R}^3, \)

\[ G = \begin{pmatrix} O_m & G' \end{pmatrix} \in \mathbb{R}^{(m+2) \times (m+2)}, \quad A_i = \begin{pmatrix} e_i^T \\ I_2 \end{pmatrix} \in \mathbb{R}^{3 \times (m+2)}, \]

\( O_m \) is the zero matrix in \( \mathbb{R}^{m \times m} \), \( I_2 \) is the identity matrix in \( \mathbb{R}^{2 \times 2} \) and \( e_i \) is the \( i \)-th unit element in \( \mathbb{R}^m \), \( i = 1, 2, \ldots, m. \)

Let \( (\hat{G}, \hat{w}, \hat{a}_1, \ldots, \hat{a}_m) \) be a current estimate of \((G, w, a_1, \ldots, a_m)\) and \( \hat{x} \) an optimal solution of problem (1.3) with \((G, w, a_1, \ldots, a_m) = (\hat{G}, \hat{w}, \hat{a}_1, \ldots, \hat{a}_m)\). As information (e.g. the price of petrol, the capacity and living level of the consumers, target customer segments) changes dynamically, the manager has to judge the efficiency of location \( \hat{x} \) after a period of time. Suppose that the additional transportation cost, the customer locations and the customer demands are changed, and \((\bar{G}, \bar{w}, \bar{a}_1, \ldots, \bar{a}_m)\) is an estimate of \((G, w, a_1, \ldots, a_m)\), which is obtained by observations, investigations or experience. The manager faces the question of whether the current location of the warehouse \( \hat{x} \) is required to be modified. Moving from \( \hat{x} \) to a new efficient location \( \hat{x} \) would result in a loss. On the other hand, a new efficient location \( \hat{x} \) is likely to have a high return. Thus the manager needs to balance these two factors.

Let \( \Phi(\hat{x}) \) denote the set of all \((G, w, a_1, \ldots, a_m)\) which make \( \hat{x} \) optimal to problem (1.3), i.e.,

\[ \Phi(\hat{x}) = \{(G, w, a_1, \ldots, a_m) \mid \hat{x} \text{ is optimal to problem (1.3)}\}. \]

We consider the following inverse optimization problem:

\[
(1.4) \quad \min \sigma(G, w, a_1, \ldots, a_m) = \|(G, w, a_1, \ldots, a_m) - (\bar{G}, \bar{w}, \bar{a}_1, \ldots, \bar{a}_m)\|^2 \\
\text{s.t.} \quad (G, w, a_1, \ldots, a_m) \in \Phi(\hat{x}),
\]

where \( \| \cdot \| \) is defined by

\[ \|(G, w, a_1, \ldots, a_m)\| = \sqrt{\text{Tr}(G^T G) + w^T w + a_1^T a_1 + \cdots + a_m^T a_m}. \]

Let \( \sigma^* \) denote the optimal value of (1.4). It is clear that if \((\bar{G}, \bar{w}, \bar{a}_1, \ldots, \bar{a}_m) \in \Phi(\hat{x})\), then \( \sigma^* = 0 \), and \( \hat{x} \) is still an optimal location to the new estimate \((\bar{G}, \bar{w}, \bar{a}_1, \ldots, \bar{a}_m)\), and changes will not be made on \( \hat{x} \). If \((\bar{G}, \bar{w}, \bar{a}_1, \ldots, \bar{a}_m) \notin \Phi(\hat{x})\), then \( \sigma^* > 0 \) and the strategy to manage the trade-off between the moving costs and higher return depends on the closeness of the new estimate \((\bar{G}, \bar{w}, \bar{a}_1, \ldots, \bar{a}_m)\) to the set \( \Phi(\hat{x}) \), that is, adjustments will be made on the warehouse location \( \hat{x} \) if \( \sigma^* > \alpha \), where the value of \( \alpha \) is determined by the manager’s threshold. In any case, we need to solve problem (1.4), which is a typical inverse quadratic programming problem over second-order cones.
1.2. The problem description and paper organization. We consider a quadratic programming problem over second-order cones of the form
\[
\begin{align*}
(\text{QSOCP}) \quad \min_{x \in \mathbb{R}^n} \quad & f(x) = \frac{1}{2} x^T G x + c^T x \\
\text{ s. t.} \quad & g_j(x) = A_j x - b_j \in Q_{m_j + 1}, \quad j = 1, 2, \ldots, J,
\end{align*}
\]
where \( G \in \mathbb{R}^{n \times n} \) is a symmetric matrix, \( c \in \mathbb{R}^n, A_j \in \mathbb{R}^{(m_j + 1) \times n}, b_j \in \mathbb{R}^{m_j + 1} \) and \( Q_{m_j + 1} \) is a \( m_j + 1 \)-dimensional second-order cone defined by
\[
Q_{m_j + 1} := \{ s = (s_1; s_2) \in \mathbb{R} \times \mathbb{R}^{m_j} \mid \|s_2\| \leq s_1 \},
\]
with \( \| \cdot \| \) being the Euclidean norm. Let \( \mathcal{S}^n \) denote the space of \( n \times n \) symmetric matrices, and let \( \text{SOL}(P) \) be the set of optimal solutions to a problem \((P)\).  

Let \( A_j \) be given for \( j = 1, 2, \ldots, J \). Given a feasible point \( x_0 \) to (1.5), which is required to be an optimal solution and a set \( (G^0, c^0, b^0_{m_1 + 1}, \ldots, b^0_{m_J + 1}) \in \mathcal{S}^n \times \mathbb{R}^n \times \mathbb{R}^{m_1 + 1} \times \cdots \times \mathbb{R}^{m_J + 1} \) which is an estimate to \( (G, c, b_{m_1 + 1}, \ldots, b_{m_J + 1}) \). The inverse problem considered in this paper is to find \( (G, c, b_{m_1 + 1}, \ldots, b_{m_J + 1}) \in \mathcal{S}^n \times \mathbb{R}^n \times \mathbb{R}^{m_1 + 1} \times \cdots \times \mathbb{R}^{m_J + 1} \) to solve the problem:
\[
\begin{align*}
\min_{x \in \text{SOL}(\text{QSOCP})} \quad & \frac{1}{2} \|(G, c, b_{m_1 + 1}, \ldots, b_{m_J + 1}) - (G^0, c^0, b^0_{m_1 + 1}, \ldots, b^0_{m_J + 1})\|_2^2 \\
\text{s. t.} \quad & x_0 \in \text{SOL}(\text{QSOCP}), \\
& (G, c, b_{m_1 + 1}, \ldots, b_{m_J + 1}) \in \mathcal{S}^+_n \times \mathbb{R}^n \times \mathbb{R}^{m_1 + 1} \times \cdots \times \mathbb{R}^{m_J + 1},
\end{align*}
\]
where \( \mathcal{S}^+_n \) is the cone of positive semidefinite symmetric matrices in \( \mathcal{S}^n \) and \( \| \cdot \| \) is defined by
\[
\|(G', c', b'_{m_1 + 1}, \ldots, b'_{m_J + 1})\| := \sqrt{\text{Tr}(G'TG') + c'Tc' + b'T_{m_1 + 1}b'_{m_1 + 1} + \cdots + b'T_{m_J + 1}b'_{m_J + 1}}
\]
for \( (G', c', b'_{m_1 + 1}, \ldots, b'_{m_J + 1}) \in \mathcal{S}^n \times \mathbb{R}^n \times \mathbb{R}^{m_1 + 1} \times \cdots \times \mathbb{R}^{m_J + 1}. \)

Problem (1.6) is a cone-constrained optimization problem with a quadratic objective function, whose scale will be quite large when \( n \) is large as the number of decision variables is \( n + n(n + 1)/2 + \sum_{j=1}^J (m_j + 1) \). With the help of duality theory, we formulate (1.6) as a linear second-order cone complementarity constrained optimization problem (3.10) (see Section 3) with semismoothly differentiable objective function which is essentially a mathematical program with second-order cone complementarity constraints and has fewer decision variables than the original inverse problem.

The mathematical program with second-order cone complementarity constraints includes the mathematical program with (vector) complementarity constraints (denoted as MPCC for short) as a special case. For MPCCs, there have been proposed many algorithms such as the sequential quadratic programming approach, the implicit programming approach, the penalty function approach, the reformulation approach, and so on; see [6,9,13,15,20,21] for references. However, there are only a few studies on the mathematical program with second-order cone complementarity constraints. Zhang, Zhang and Wu [34] approximated the second-order cone complementarity constraints by the smoothing projection operator over second-order cones and introduced a smoothing approach. Wu, Zhang and Zhang [25] employed a smoothing Newton method for the mathematical programs governed by second-order cone constrained parameterized generalized equations. However, the analysis in these two papers requires twice differentiability of the objective function. In this paper we will propose a perturbation approach to solve the mathematical program with second-order cone complementarity constraints under a weaker condition, the
objective function is not twice differentiable, but semismoothly differentiable. Furthermore, a smoothing Newton method is employed to solve the perturbed problems and numerical results reported show that the approach we adopted is quite effective.

The organization of this paper is as follows. Section 2 reviews several basic results in nonsmooth analysis and some properties of a second-order cone. Section 3 is devoted to reformulating the inverse quadratic programming problem over second-order cones as a linear second-order cone complementarity constrained optimization problem with a semismoothly differentiable objective function. In Section 4, we use a smoothing function to approximate the complementarity relation and demonstrate the convergence behavior of the perturbed problem. In Section 5, a smoothing Newton method is constructed to solve the perturbed problem and its global convergence and local quadratic convergence rate is shown. Finally, we report the numerical results of the smoothing Newton method for solving the perturbed problem in Section 6.

The following notations are used throughout the paper. For any vectors \( x, y \in \mathbb{R}^n \) and matrices \( A, B \in \mathbb{R}^{n \times n} \), the inner product \( \langle x, y \rangle := x^T y, \langle A, B \rangle = \text{Tr}(A^T B) \) and the norm \( \| x \| := \sqrt{x^T x}, \| A \|_F := \sqrt{\text{Tr}(A^T A)} \). We denote \( I_n \) and \( O_n \) as the identity matrix and zero matrix in \( \mathbb{R}^{n \times n} \). We use \( ; \) for adjoining vectors in a column, for example, vector \( d = (d_1; d_2) = (d_1^T, d_2^T)^T \in \mathbb{R}^{m_1 + m_2} \), with \( d_1 \in \mathbb{R}^{m_1} \) and \( d_2 \in \mathbb{R}^{m_2} \). \( \text{diag}(B_1, B_2) \) is denoted as the block diagonal matrix whose block diagonal entries are symmetric matrices \( B_1 \) and \( B_2 \). For two matrices \( A \) and \( B \), we write \( A \succeq B (A \succ B) \) to mean that \( A - B \) is positive semidefinite (positive definite).

2. Preliminaries

2.1. Background in nonsmooth analysis and variational analysis. Now we give some basic concepts on nonsmooth analysis. The first one is the general Jacobian of a Lipschitz continuous function.

Definition 2.1. Let \( X \) and \( Y \) be two finite dimensional real vector spaces. Let \( \mathcal{O} \) be an open set in \( X \) and \( \Phi : \mathcal{O} \subseteq X \rightarrow Y \) be a locally Lipschitz continuous function on the open set \( \mathcal{O} \). By Rademacher’s theorem, \( \Phi \) is almost everywhere Fréchet-differentiable in \( \mathcal{O} \). We denote by \( \mathcal{D}_\Phi \) the set of Fréchet-differentiable points of \( \Phi \) in \( \mathcal{O} \). Then, the Bouligand-subdifferential of \( \Phi \) at \( x \in \mathcal{O} \), denoted as \( \partial_B \Phi(x) \), is

\[
\partial_B \Phi(x) := \left\{ \lim_{k \to \infty} \mathcal{J} \Phi(x^k) | x^k \in \mathcal{D}_\Phi, x^k \to x \right\},
\]

where \( \mathcal{J} \Phi(x^k) \) is the Jacobian of \( \Phi \) at \( x^k \). The generalized Jacobian in the sense of Clarke is the convex hull of \( \partial_B \Phi(x) \), i.e.,

\[
\partial \Phi(x) = \text{conv}\{\partial_B \Phi(x)\}.
\]

The following concept of semismoothness was extended by Qi and Sun [17] from real valued functions to vector valued functions.

Definition 2.2. Let \( X \) and \( Y \) be two finite dimensional real vector spaces. Let \( \Phi : \mathcal{O} \subseteq X \rightarrow Y \) be a locally Lipschitz continuous function on the open set \( \mathcal{O} \). We say that \( \Phi \) is semismooth at a point \( x \in \mathcal{O} \) if:
(i) $\Phi$ is directionally differentiable at $x$; and
(ii) for any $\Delta x \in X$ and $V \in \partial \Phi(x + \Delta x)$ with $\Delta x \to 0$,
\[
\Phi(x + \Delta x) - \Phi(x) - V(\Delta x) = o(\|\Delta x\|).
\]
Furthermore, $\Phi$ is said to be strongly semismooth at $x$ if $\Phi$ is semismooth at $x$ and for any $\Delta x \in X$ and $V \in \partial \Phi(x + \Delta x)$ with $\Delta x \to 0$,
\[
\Phi(x + \Delta x) - \Phi(x) - V(\Delta x) = O(\|\Delta x\|^2).
\]

The definition of $SC^1$ function in the sense of [10] is given below, which will be used in Section 3.

**Definition 2.3.** A function $\tau : \mathbb{R}^n \to \mathbb{R}$ is said to be a $SC^1$ (semismoothly differentiable) function on an open set $O \subseteq \mathbb{R}^n$ if $\tau$ is continuously differentiable on $O$ and $\nabla \tau$ is semismooth on $O$. The generalized Hessian of $\tau$ at $x$ is defined to be the set $\partial^2 \tau(x)$ of $n \times n$ matrices by
\[
\partial^2 \tau(x) = \text{conv}\{\partial_B[\nabla \tau](x)\},
\]
where $\partial_B[\nabla \tau](x)$ is the $B$-differential of $\nabla \tau$ at $x$, which can be expressed as
\[
\partial_B[\nabla \tau](x) = \{H \in \mathbb{R}^{n \times n} | \exists x^k \to x \text{ with } \nabla \tau \text{ differentiable at } x^k \text{ and } \nabla^2 \tau(x^k) \to H\}.
\]

For a $SC^1$ function $\tau$ on an open set $O \subseteq \mathbb{R}^n$, we have the following second-order Taylor-like formula and mean value formula; see [7]. For a segment $[y, y'] \subseteq O$, there is a matrix $H \in \partial^2 \tau(w)$ at some $w \in (y, y')$ such that
\[
\tau(y') = \tau(y) + \nabla \tau(y)^T(y' - y) + \frac{1}{2}(y' - y)^TH(y' - y)
\]
and there exist $l (l \geq n)$ points $w^1, \ldots, w^l \in (y, y')$ and $H^i \in \partial^2 \tau(w^i)$ for $i = 1, \ldots, l$ such that
\[
\nabla \tau(y') = \nabla \tau(y) + \sum_{i=1}^l t_i H^i(y' - y),
\]
where $t_i \geq 0, \ i = 1, \ldots, l$, and $t_1 + \cdots + t_l = 1$.

Let $Y$ be a finite dimensional real vector space and $K$ a closed convex set in $Y$. For instance, the convex set $K$ will be chosen as the convex cone $S^n_+, Q_{m+1}$ or $\mathbb{R}^n_+$ in the following sections. It is well known that the metric projector $\Pi_K(\cdot)$ is Lipschitz continuous with the Lipschitz constant 1 and semismooth everywhere. Then for any $y \in Y$, $\partial \Pi_K(y)$ is well defined. Below is a lemma on some general properties of $\partial \Pi_K(\cdot)$.

**Lemma 2.1** ([10] Proposition 1]). Let $K \subseteq Y$ be a closed convex set. Then, for any $y \in Y$ and $V \in \partial \Pi_K(y)$, it holds that:
(i) $V$ is self-adjoint,
(ii) $\langle d, Vd \rangle \geq 0$, $\forall d \in Y$,
(iii) $\langle Vd, d - Vd \rangle \geq 0$, $\forall d \in Y$.

Definition 2.4. A set-valued mapping $S : \mathbb{R}^n \rightrightarrows \mathbb{R}^m$ is outer semicontinuous at $\bar{x}$ if
\[
\limsup_{x \to \bar{x}} S(x) : = \{ u | \exists x^k \to x, \exists u^k \to u \ \text{with} \ u^k \in S(x^k) \},
\]
and inner semicontinuous at $\bar{x}$ if
\[
\liminf_{x \to \bar{x}} S(x) : = \{ u | \forall x^k \to x, \exists u^k \to u \ \text{with} \ u^k \in S(x^k) \}.
\]
It is called continuous at $\bar{x}$ if both conditions hold, i.e., if $\lim_{x \to \bar{x}} S(x) = S(\bar{x})$.

Definition 2.5. For a function $f : \mathbb{R}^n \times \mathbb{R} \to \mathbb{R}$, the function-valued mapping $\varepsilon \to f(\cdot, \varepsilon)$ is said to be epi-continuous at $\bar{\varepsilon}$, denoted as $e - \lim_{\varepsilon \to \bar{\varepsilon}} f(\cdot, \varepsilon) = f(\cdot, \bar{\varepsilon})$, if
\[
\lim_{\varepsilon \to \bar{\varepsilon}} \varepsilon \text{epi} f(\cdot, \varepsilon) = \varepsilon \text{epi} f(\cdot, \bar{\varepsilon}).
\]
where $\varepsilon \text{epi} f(\cdot, \varepsilon) := \{(x, \alpha) \in \mathbb{R}^n \times \mathbb{R} | f(x, \varepsilon) \leq \alpha \}$.

2.2. Basic results for a second-order cone. In this subsection, we review some basic results for a second-order cone.

Let $Q_{m+1}$ be a second-order cone of dimension $m + 1$. The topological interior part and the boundary of $Q_{m+1}$ denoted by $\text{int}Q_{m+1}$ and $\text{bd}Q_{m+1}$, respectively, are given by
\[
\text{int}Q_{m+1} := \{ s = (s_1; s_2) \in \mathbb{R} \times \mathbb{R}^m | \| s_2 \| < s_1 \},
\]
\[
\text{bd}Q_{m+1} := \{ s = (s_1; s_2) \in \mathbb{R} \times \mathbb{R}^m | \| s_2 \| = s_1 \}.
\]

For any $x = (x_1; x_2) \in \mathbb{R} \times \mathbb{R}^m$ and $y = (y_1; y_2) \in \mathbb{R} \times \mathbb{R}^m$, we define their Jordan product as
\[
x \circ y = (x^T y; y_1 x_2 + x_1 y_2).
\]
The identity element under this product is $e := (1; 0; \cdots; 0) \in \mathbb{R}^{m+1}$. We write $x^2$ to mean $x \circ x$ and write $x + y$ to mean the usual componentwise addition of vectors.

It is known that $x^2 \in Q_{m+1}$ for all $x \in \mathbb{R}^{m+1}$. Moreover, if $x \in Q_{m+1}$, there exists a unique vector in $Q_{m+1}$ denoted by $\sqrt{x}$, such that $(\sqrt{x})^2 = \sqrt{x} \circ \sqrt{x} = x$. For $x \in \mathbb{R}^{m+1}$, we define its determinant as $\det(x) = x_1^2 - \| x_2 \|^2$.

We introduce the spectral factorization of vectors in $\mathbb{R}^{m+1}$ associated with $Q_{m+1}$. Let $x = (x_1; x_2) \in Q_{m+1}$, then $x$ can be decomposed as
\[
x = \lambda_1 c_1 + \lambda_2 c_2,
\]
where $\lambda_1$, $\lambda_2$ and $c_1$, $c_2$ are the spectral values and the associated spectral vectors of $x$ given by
\[
\lambda_i = x_1 + (-1)^i \| x_2 \|,
\]
\[
c_i = \begin{cases} 
\frac{1}{2} \left( 1, (-1)^i \frac{x_2}{\| x_2 \|} \right), & \text{if } x_2 \neq 0, \\
\frac{1}{2} \left( 1, (-1)^i w \right), & \text{if } x_2 = 0,
\end{cases}
\]
for $i = 1, 2$, with $w$ being any vector in $\mathbb{R}^m$ satisfying $\| w \| = 1$. By [11], we also know that
\[
\sqrt{x} = \sqrt{\lambda_1} c_1 + \sqrt{\lambda_2} c_2.
\]
For any \(x = (x_1; x_2) \in \mathbb{R} \times \mathbb{R}^m\), we define the linear mapping \(L_x\) from \(\mathbb{R}^{m+1}\) to \(\mathbb{R}^{m+1}\) as
\[
L_xy := \begin{bmatrix} x_1 \\
x_2 \\
x_1I_m \end{bmatrix} y.
\]
It can be easily verified that \(x \circ y = L_xy, \forall y \in \mathbb{R}^{m+1}\), and \(L_x\) is positive definite (and hence invertible) if and only if \(x \in \text{int}Q_{m+1}\). Also, we have
\[
L_x^{-1} = \frac{1}{\det(x)} \begin{bmatrix} x_1 & -x_2^T \\
-x_2 & \frac{\det(x)}{x_1} I_m + x_2x_2^T \end{bmatrix}.
\]

More interesting properties about the spectral factorization of \(x\), as well as \(x^2, \sqrt{x}\) and the matrix \(L_x\), can be found in [11].

The following consequence from [2, Lemma 15] will be used in Section 4.

**Lemma 2.2.** Let \(x = (x_1; x_2) \in Q_{m+1}\), \(y = (y_1; y_2) \in Q_{m+1}\) and \(x \circ y = 0\). Then we have either \(x = 0\) or \(y = 0\), or there exists \(\sigma > 0\) such that \(x = \sigma(y_1; -y_2)\).

### 3. Problem reformulation

If \(G \in S_+^n\), then \(x_0 \in \text{SOL}(\text{QSOCP})\) if and only if there exist \(u_j \in Q_{m_j+1}\) such that
\[
\begin{align*}
&c + Gx_0 - \sum_{j=1}^J A_j^Tu_j = 0, \\
u_j \circ (A_jx_0 - b_j) = 0, & j = 1, 2, \cdots, J.
\end{align*}
\]

Let \(Q\) be the Cartesian product of second-order cones, that is, \(Q := Q_{m_1+1} \times Q_{m_2+1} \times \cdots \times Q_{m_J+1}\) and \(q = \sum_{j=1}^J (m_j + 1)\). Denote
\[
\begin{align*}
A &:= (A_1; A_2; \cdots; A_J) \in \mathbb{R}^{q \times n}, \\
v &:= (v_1; v_2; \cdots; v_J) \in Q, & v_j := A_jx_0^0 - b_j \in Q_{m_j+1}, \\
v^0 &:= (v_1^0; v_2^0; \cdots; v_J^0) \in Q, & v_j^0 := A_jx_0^0 - b_j^0 \in Q_{m_j+1}, \\
u &:= (u_1; u_2; \cdots; u_J) \in Q, \\
u \circ v &= ((u_1 \circ v_1); (u_2 \circ v_2); \cdots; (u_J \circ v_J)).
\end{align*}
\]

Then combining with (3.1), we have an equivalent formulation of (1.6) as follows:
\[
\begin{align*}
\min & \quad \frac{1}{2}\|(G - G_0^0, c - c_0, v - v^0)\|^2 \\
\text{s. t.} & \quad c + Gx_0 - A^Tu = 0, \\
& \quad u \circ v = 0, \\
& \quad (G, c, u, v) \in S_+^n \times \mathbb{R}^n \times Q \times Q.
\end{align*}
\]

First, we consider a subproblem of (3.2) below:
\[
\begin{align*}
\min & \quad \frac{1}{2}\|(G - G_0^0, c - c_0)\|^2 \\
\text{s. t.} & \quad c + Gx_0 - A^Tu = 0, \\
& \quad (G, c) \in S_+^n \times \mathbb{R}^n,
\end{align*}
\]
which is a convex programming parameterized by $u \in Q$. Let its optimal value be $f_0(u)$, i.e.,

$$f_0(u) := \frac{1}{2} \inf \left\{ \|G - G^0\|_F^2 + \|c - c^0\|_2^2 \mid c + Gx_0 - A^T u = 0, (G, c) \in S^n_+ \times \mathbb{R}^n \right\}. \quad (3.4)$$

Define

$$f(u, v) := \frac{1}{2} \|v - v^0\|_2^2 + f_0(u).$$

For any $u \in Q$, it is obvious that the generalized Slater constraint qualification holds for problem (3.3). Therefore, by the classical duality theory for convex programming, there is no duality gap between problem (3.3) and its dual. Let $L : S^n_+ \times \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}$ be the Lagrange function of (3.3), defined by

$$L(G, c, x) := \frac{1}{2} \|G - G^0\|_F^2 + \frac{1}{2} \|c - c^0\|_2^2 + \langle x, c + Gx_0 - A^T u \rangle.$$

The Lagrange dual problem of (3.3) is

$$\max_{x \in \mathbb{R}^n} \nu(x) := \inf_{(G, c) \in S^n_+ \times \mathbb{R}^n} L(G, c, x). \quad (3.5)$$

Let $\mathcal{B} : \mathbb{R}^n \to S^n$ defined by

$$\mathcal{B}x := \frac{xx^T + x^Tx}{2},$$

the adjoint of $\mathcal{B}$ is denoted by $\mathcal{B}^*$. Define

$$\bar{G}(x) := G^0 - \mathcal{B}x,$$

$$\Psi(x) := \|\Pi_{S^n_+}(\bar{G}(x))\|_F^2 = \text{Tr} \left( \Pi_{S^n_+}(\bar{G}(x))^T \Pi_{S^n_+}(\bar{G}(x)) \right).$$

The Moreau envelop function and proximal mapping of $\Psi$ are defined by Morea-Yosida regularization (see [19, Definition 1.22]), i.e.,

$$e_\lambda \Psi(x) := \inf_{\omega} \left\{ \Psi(\omega) + \frac{1}{2\lambda} \|\omega - x\|^2 \right\}$$

and

$$P_\lambda \Psi(x) := \text{Argmin}_{\omega} \left\{ \Psi(\omega) + \frac{1}{2\lambda} \|\omega - x\|^2 \right\},$$

respectively. If $\Psi$ is lower semicontinuous, proper and convex, by [19, Theorem 2.26], we get that $e_\lambda \Psi$ is convex, and continuously differentiable with

$$\nabla e_\lambda \Psi(x) = \frac{1}{\lambda} [x - P_\lambda \Psi(x)]. \quad (3.6)$$

Furthermore, $\nabla e_\lambda \Psi$ is Lipschitz continuous.

**Lemma 3.1.** The function $\nu(x)$ defined in (3.5) and the function $f_0(u)$ defined in (3.4) can be expressed by

$$\nu(x) = -\frac{1}{2} \|x\|^2 + \langle c^0 - A^T u, x \rangle - \frac{1}{2} \|\Pi_{S^n_+}(\bar{G}(x))\|_F^2 + \frac{1}{2} \|G^0\|_F^2 \quad (3.7)$$

and

$$f_0(u) = \frac{1}{2} \|G^0\|_F^2 + \frac{1}{2} \|c^0 - A^T u\|^2 - \frac{1}{2} \frac{e_1/2}{2} \Psi(c^0 - A^T u),$$

respectively.
Proof. From the definition of $\nu$, we have

$$
\nu(x) = \inf_{(G, c) \in S_+^n \times \mathbb{R}^n} \left\{ \frac{1}{2} \|c - c^0\|^2 + \langle c, x \rangle + \frac{1}{2} \|G - G^0\|_F^2 + \langle Gx_0, x \rangle - \langle A^T u, x \rangle \right\}
$$

$$
= -\langle A^T u, x \rangle + \inf_{c \in \mathbb{R}^n} \left\{ \frac{1}{2} \|c - c^0\|^2 + \langle c, x \rangle \right\} + \inf_{G \in S_+^n} \left\{ \frac{1}{2} \|G - G^0\|_F^2 + \langle Gx_0, x \rangle \right\}.
$$

As the unconstrained quadratic programming problem

$$
\min_{c \in \mathbb{R}^n} \frac{1}{2} \|c - c^0\|^2 + \langle c, x \rangle
$$

takes its minimum at

$$
(3.8) \quad c^*(x) = c^0 - x,
$$

we have that

$$
\inf_{c \in \mathbb{R}^n} \left\{ \frac{1}{2} \|c - c^0\|^2 + \langle c, x \rangle \right\} = -\frac{1}{2} \|x\|^2 + c^0^T x.
$$

From the expression

$$
\inf_{G \in S_+^n} \left\{ \frac{1}{2} \|G - G^0\|_F^2 + \langle Gx_0, x \rangle \right\}
$$

$$
= \inf_{G \in S_+^n} \left\{ \frac{1}{2} \|G - \bar{G}(x)\|_F^2 + 2 \langle G^0, Bx \rangle - \|Bx\|_F^2 \right\},
$$

we know that the minimum value is reached at

$$
(3.9) \quad G^*(x) = \Pi_{S_+^n}(\bar{G}(x)),
$$

and thus

$$
\inf_{G \in S_+^n} \left\{ \frac{1}{2} \|G - G^0\|_F^2 + \langle Gx_0, x \rangle \right\}
$$

$$
= \frac{1}{2} \left[ \|\bar{G}(x) - \Pi_{S_+^n}(\bar{G}(x))\|_F^2 - \|\bar{G}(x)\|_F^2 + \|G^0\|_F^2 \right],
$$

$$
= -\frac{1}{2} \|\Pi_{S_+^n}(\bar{G}(x))\|_F^2 + \frac{1}{2} \|G^0\|_F^2.
$$

Therefore, the function $\nu(x)$ has the expression (3.7).

It follows from the zero duality gap property between (3.4) and (3.5) that

$$
f_0(u) = \max_x \nu(x)
$$

$$
= \max_x \left\{ -\frac{1}{2} \|x\|^2 + \langle c^0 - A^T u, x \rangle - \frac{1}{2} \|\Pi_{S_+^n}(\bar{G}(x))\|_F^2 + \frac{1}{2} \|G^0\|_F^2 \right\}
$$

$$
= \frac{1}{2} \|G^0\|_F^2 + \frac{1}{2} \|c^0 - A^T u\|^2 - \frac{1}{2} \min_x \left\{ \|\Pi_{S_+^n}(\bar{G}(x))\|_F^2 + \|x - (c^0 - A^T u)\|^2 \right\}
$$

$$
= \frac{1}{2} \|G^0\|_F^2 + \frac{1}{2} \|c^0 - A^T u\|^2 - \frac{1}{2} \min_x \left\{ \Psi(x) + \|x - (c^0 - A^T u)\|^2 \right\}
$$

$$
= \frac{1}{2} \|G^0\|_F^2 + \frac{1}{2} \|c^0 - A^T u\|^2 - \frac{1}{2} \epsilon_{1/2} \Psi(c^0 - A^T u).
$$

The proof is completed. \qed
In view of the above lemma, (3.2) can be equivalently expressed as
\begin{equation}
\begin{aligned}
\min_{u,v} & \quad f(u,v) = \frac{1}{2} \|v-v^0\|^2 + \frac{1}{2} \|G^0\|^2 + \frac{1}{2} \|c^0 - A^T u\|^2 - \frac{1}{2} e_1/2 \Psi(c^0 - A^T u) \\
\text{s.t.} & \quad u \circ v = 0, \\
& \quad u \in Q, v \in Q,
\end{aligned}
\tag{3.10}
\end{equation}
which is a mathematical program with linear second-order cone complementarity constraints.

Note that the dimension of the above problem is O(q), much smaller than that of problem (3.2) when n is large, which is O(n^2). Now we focus on discussing how to solve problem (3.10).

Let
\[ x(u) := P_{1/2} \Psi(c^0 - A^T u) = \text{Argmin}_x \left\{ \|\Pi_{S^+_u} (\bar{G}(x))\|^2 + \|x - (c^0 - A^T u)\|^2 \right\}, \]
so that
\[ e_{1/2} \Psi(c^0 - A^T u) = \|\Pi_{S^+_u} (\bar{G}(x(u)))\|^2 + \|x(u) - (c^0 - A^T u)\|^2. \]
If (3.10) has an optimal solution \((u^*, v^*)\), then we know from (3.8) and (3.9) that
\[ (G^*, c^*, b^*) = \left( \Pi_{S^+_u}(\bar{G}(x(u^*))), c^0 - x(u^*), Ax_0 - v^* \right) \]
is an optimal solution to the original problem (1.6).

**Lemma 3.2.** The function \( \Psi(x) \) is convex and the mapping \( x(u) \) is strongly semismooth. Furthermore,
\[ \partial_B x(u) \Delta u \subset \left\{ - [B^* W B + I_n]^{-1} A^T \Delta u \mid W \in \partial_B \Pi_{S^+_u} (\bar{G}(x(u))) \right\}, \quad \forall \Delta u \in \mathbb{R}^q, \]
where \( B^* \) is the adjoint operator of \( B \).

**Proof.** Let \( g(x) = \Pi_{S^+_u} (\bar{G}(x)) \), then \( \Psi(x) = \|g(x)\|_F^2 \). Function \( \Psi \) is a SC1 function with
\[ \nabla \Psi(x) = 2J\bar{G}(x)^* g(x) = -2B^* g(x). \]
It follows from [24, Lemma 3] that
\[ \partial^2 \Psi(x) = -2B^* \partial g(x). \]
From [23, Lemma 2.1], we have
\[ \partial g(x) \subset \partial \Pi_{S^+_u} (\bar{G}(x)) J\bar{G}(x) = -\partial \Pi_{S^+_u} (\bar{G}(x)) B, \]
and therefore
\[ \partial^2 \Psi(x) \subset 2B^* \partial \Pi_{S^+_u} (\bar{G}(x)) B, \quad \forall x \in \mathbb{R}^n. \]
For any \( x, x' \in \mathbb{R}^n \), it follows from (2.11) that there exist \( l \geq n \) points \( w^1, \ldots, w^l \in (x, x') \) and \( H^i \in \partial^2 \Psi(w^i) \) for \( i = 1, \ldots, l \) such that
\begin{equation}
\nabla \Psi(x') - \nabla \Psi(x) = \sum_{i=1}^l t_i H^i (x' - x),
\end{equation}
where \( t_i \geq 0, i = 1, \ldots, l \) and \( t_1 + \cdots + t_l = 1 \). In view of (ii) of Definition 2.2, we know from (3.11) that each \( H^i \) is positively semidefinite, which implies that
\[ \langle \nabla \Psi(x') - \nabla \Psi(x), x' - x \rangle \geq 0, \quad \forall x', x \in \mathbb{R}^n, \]
namely the gradient mapping $\nabla \Psi$ is a monotone operator. Thus from [19] Theorem 12.17, we obtain that $\Psi$ is a convex function.

From the definition of $x(u)$, we know that $x(u)$ is the unique solution of the following strongly semismooth system

\begin{equation}
-2B^* \Pi_{S^+_\infty}(\tilde{G}(x)) + 2[x - (c^0 - A^T u)] = 0.
\end{equation}

Since the generalized Jacobian of the left-hand side with respect to $x$ is contained in $2(I + B^* \partial \Pi_{S^+_\infty}(\tilde{G}(x)) \mathcal{B})$, and its every element is nonsingular, by [24, Lemma 1], we know that $x(u)$ is strongly semismooth and

\begin{equation}
-2B^* \Pi_{S^+_\infty}(\tilde{G}(x(u))) + x(u) - (c^0 - A^T u) = 0.
\end{equation}

Let $D_x$ denote the set of $u' \in \mathbb{R}^q$ such that $\mathcal{J}x(u')$ exists. Let \( Z \in \partial_Bx(u) \). Then there is a sequence $u_k \subset D_x$ with $u_k \to u$, such that $\mathcal{J}x(u_k) \to Z$. For any $\Delta u \in \mathbb{R}^q$ and each $k$, we have from (3.13) that

$$-B^* \Pi_{S^+_\infty}(\tilde{G}(x(u_k))) + \mathcal{J}x(u_k)\Delta u + A^T \Delta u = 0.$$ 

As $\Pi_{S^+_\infty}(\cdot)$ is strongly semismooth, we know that there is $W_{\Delta u}^k \in \partial_B \Pi_{S^+_\infty}(\tilde{G}(x(u_k)))$ such that $\Pi_{S^+_\infty}(\tilde{G}(x(u_k)), -B\mathcal{J}x(u_k)\Delta u) = W_{\Delta u}^k [-B\mathcal{J}x(u_k)\Delta u]$. Therefore,

$$\mathcal{J}x(u_k)\Delta u = -[B^* W_{\Delta u}^k B + I_n]^{-1} A^T \Delta u,$$

which leads to

$$\mathcal{J}x(u_k)\Delta u \in \left\{ -[B^* W_{\Delta u}^k B + I_n]^{-1} A^T \Delta u | W_{\Delta u}^k \in \partial_B \Pi_{S^+_\infty}(\tilde{G}(x(u_k))) \right\}.$$

As $\partial_B \Pi_{S^+_\infty}(\cdot)$ is outer semicontinuous, taking $k \to \infty$, we obtain

$$Z\Delta u \in \left\{ -[B^* WB + I_n]^{-1} A^T \Delta u | W \in \partial_B \Pi_{S^+_\infty}(\tilde{G}(x(u))) \right\},$$

which yields the inclusion. \hfill \square

**Lemma 3.3.** The function $f$ is convex with

\begin{equation}
\nabla f(u,v) = \begin{bmatrix} -Ax(u) \\ v - v^0 \end{bmatrix}
\end{equation}

and

\begin{equation}
\partial_B[\nabla f](u,v) (\Delta u; \Delta v) \subset \left\{ \begin{bmatrix} A[B^* WB + I_n]^{-1} A^T \Delta u \\ \Delta v \end{bmatrix} | W \in \partial_B \Pi_{S^+_\infty}(\tilde{G}(x(u))) \right\},
\end{equation}

\begin{equation}
\partial[\nabla f](u,v) (\Delta u; \Delta v) \subset \left\{ \begin{bmatrix} A[B^* WB + I_n]^{-1} A^T \Delta u \\ \Delta v \end{bmatrix} | W \in \partial \Pi_{S^+_\infty}(\tilde{G}(x(u))) \right\}.
\end{equation}

Furthermore, if $A$ has full rank, then $f$ is strongly convex on any compact set $\Gamma \subset \mathbb{R}^q \times \mathbb{R}^q$. Namely, there is some constant $\sigma > 0$ such that

$$f((1-t)(u',v') + t(u,v)) \leq (1-t)f(u',v') + tf(u,v) - \frac{1}{2} \sigma t(1-t)\| (u' - u, v' - v) \|^2,$$

when $t \in (0,1)$ and $(u', v'), (u, v) \in \Gamma$. 

Proof. It follows from (3.6) that
\[
\nabla_u e_1/2\Psi(e^0 - ATu) = -2A[e^0 - ATu - x(u)].
\]
Hence we obtain the expression (3.14) for \(\nabla f(u, v)\) from (3.10). By (3.14) and Lemma 3.2, we obtain
\[
\partial_B [\nabla f](u, v)(\Delta u; \Delta v) = \left\{ \begin{array}{c}
- AZ\Delta u \\
\Delta v
\end{array} \right| Z \in \partial_B x(u) \}
\]
\[
\subset \left\{ \begin{array}{c}
A[B^*WB + I_n]^{-1}AT\Delta u \\
\Delta v
\end{array} \right| W \in \partial_B \Pi S_n^+ (\bar{G}(x(u))) \}
\]
The inclusion (3.16) comes from (3.15).

Similar to the proof for the function \(\Psi\) in Lemma 3.2, we can use (2.1), (3.16) and (ii) of Definition 2.2 to prove that \(\nabla f\) is a monotone operator, and hence \(f\) is a convex function.

For a compact set \(\Gamma \subset \mathbb{R}^q \times \mathbb{R}^q\), define
\[
\gamma_0 := \sup_{u \in \Pi_u(\Gamma)} \left\{ \|B^*WB\| \right| W \in \partial_B \Pi S_n^+ (\bar{G}(x(u))) \}
\]
where \(\Pi_u(\Gamma)\) is the projection of \(\Gamma\) onto \(u\)-space, then \(\gamma_0\) is well defined and finite. Let \(\gamma := \min\{1, (\gamma_0 + 1)^{-1}\lambda_{\min}(AA^T)\}\). Then we have, from the assumption that \(A\) is of full row rank and by the mean value formula, that \(\gamma > 0\) and
\[
\langle \nabla f(u', v') - \nabla f(u, v), (u' - u, v' - v) \rangle \geq \gamma \|(u' - u, v' - v)\|^2.
\]
Namely \(\nabla f\) is strongly monotone and hence \(f\) is strongly convex with constant \(\gamma\).

4. Perturbation Approach and Convergence Behavior

Now, we discuss how to solve (3.10). Due to the second-order cone complementarity constraints in (3.10), Robinson’s constraint qualifications do not hold at any feasible point (see [35]), then the KKT conditions may fail at any local minimizer. To overcome this difficulty, we choose a smoothing function \(\varphi_\mu(u, v) = 0\) to approximate the second-order cone complementarity relation \(u \circ v = 0\), \(u \in Q_{m+1}, v \in Q_{m+1}\), where \(\varphi_\mu(u, v) = 0\) is defined by
\[
\varphi_\mu(u, v) = u + v - \sqrt{(v - u)^2 + 4\mu^2e}
\]
with \(e\) the identity element in \(\mathbb{R}^{m+1}\) and \(\mu > 0\) a parameter. It is easily verified that \(\lim_{\mu \to 0} \varphi_\mu(u, v) = \varphi_0(u, v)\) and \(\varphi_0(u, v) = 0\) if and only if \(u \circ v = 0\), \(u \in Q_{m+1}, v \in Q_{m+1}\).

Define function \(\Phi_\mu : \mathbb{R}^q \times \mathbb{R}^q \to \mathbb{R}^q\) as:
\[
\Phi_\mu(u, v) = \left( \begin{array}{c}
\varphi_{1\mu}(u_1, v_1) \\
\varphi_{2\mu}(u_2, v_2) \\
\vdots \\
\varphi_{J\mu}(u_J, v_J)
\end{array} \right),
\]
where \( \varphi_{j\mu}(u_j, v_j) = u_j + v_j - \sqrt{(v_j - u_j)^2 + 4\mu^2}\epsilon_j \) and \( e_j = (1, 0, \cdots, 0) \in \mathbb{R}^{m_j+1}, j = 1, 2, \cdots, J \). Then, we construct a perturbation problem of (3.10) with parameter \( \mu > 0 \) as follows:

\[
(P_\mu) \quad \min_{\Phi(\mu)(u,v)} f(u,v) \quad \text{s. t.} \quad \Phi(\mu)(u,v) = 0.
\]

Obviously, function \( \Phi(\mu)(u,v) \) is continuously differentiable with respect to \( u \) and \( v \) when \( \mu > 0 \).

Now we consider how close is the optimal solution set of \((P_\mu)\) from the optimal solution set of (3.10) as \( \mu \searrow 0 \). Let us introduce some notations:

\[
\Omega^0 := \{(u_j, v_j) \in Q_{m_j+1} \times Q_{m_j+1} \mid u_j \circ v_j = 0\}, \ j = 1, 2, \cdots, J,
\]

\[
\Omega^0 := \{(u, v) \in Q \times Q | u \circ v = 0\} = \Omega^0_1 \times \Omega^0_2 \times \cdots \times \Omega^0_J,
\]

\[
\Omega_j(\mu) := \{(u_j, v_j) \in Q_{m_j+1} \times Q_{m_j+1} | \varphi_{j\mu}(u_j, v_j) = 0\}, \ j = 1, 2, \cdots, J,
\]

\[
\Omega(\mu) := \{(u, v) \in Q \times Q | \Phi(\mu)(u,v) = 0\} = \Omega_1(\mu) \times \Omega_2(\mu) \times \cdots \times \Omega_J(\mu),
\]

\[
f(u,v,\mu) := \begin{cases} f(u,v), & (u,v) \in \Omega(\mu), \\ \infty, & \text{otherwise}, \end{cases}
\]

\[
\kappa(\mu) := \inf \{ f(u,v) | (u,v) \in \Omega(\mu) \},
\]

\[
S(\mu) := \arg \min \{ f(u,v) | (u,v) \in \Omega(\mu) \}.
\]

We will give a conclusion about the convergence of the set-value mapping \( \Omega(\mu) \) at \( \mu = 0 \) with respect to \( \mathbb{R}_+ \) in the following proposition.

**Proposition 4.1.** Let \( \Omega(\mu) \) and \( \Omega^0 \) be defined as above. Then we have

\[
\lim_{\mu \searrow 0} \Omega(\mu) = \Omega^0.
\]

**Proof.** Noting that both \( \Omega(\mu) \) and \( \Omega^0 \) are the Cartesian product of finite sets, without loss of generality, we only consider the case \( J = 1 \).

From the definition of \( \Omega^0 \) and \( \Omega(\mu) \), by Definition 2.1, one has

\[
\Omega^0 = \{(u_1; u_2), (v_1; v_2) \in Q_{m+1} \times Q_{m+1} \mid u_1 v_1 + u_2^Tv_2 = 0, u_1 v_2 + v_1 u_2 = 0\}
\]

with

\[
\Omega_1 := \{(u, v) | u = 0, v = 0\},
\]

\[
\Omega_2 := \{(u, v) | u = 0, v \in bdQ \setminus \{0\}\},
\]

\[
\Omega_3 := \{(u, v) | u \in bdQ \setminus \{0\}, v = 0\},
\]

\[
\Omega_4 := \{(u, v) | u = 0, v \in \text{int}Q\},
\]

\[
\Omega_5 := \{(u, v) | u \in \text{int}Q, v = 0\},
\]

\[
\Omega_6 := \left\{ (u, v) | u = (u_1; -\frac{u_1}{\|v_2\|}v_2) \in bdQ \setminus \{0\}, v = (\|v_2\|; v_2) \in bdQ \setminus \{0\} \right\},
\]

and

\[
\Omega(\mu) = \{(u_1^\mu; u_2^\mu), (v_1^\mu; v_2^\mu) \in Q_{m+1} \times Q_{m+1} | u_1^\mu v_1^\mu + u_2^\mu v_2^\mu = \mu^2, u_1^\mu v_2^\mu + v_1^\mu u_2^\mu = 0\}.
\]
It follows from Chapter 4 of [19] that \( \limsup_{\mu \searrow 0} \Omega(\mu) \subseteq \Omega^0 \), then we only need to establish the inclusion
\[
(4.2) \quad \Omega^0 \subset \liminf_{\mu \searrow 0} \Omega(\mu),
\]

namely, for all \((u, v) \in \Omega^0\), we can find \((u^\mu, v^\mu) \in \Omega(\mu)\) with \((u^\mu, v^\mu) \to (u, v)\) when \(\mu \searrow 0\). We consider the following six cases:

**Case 1:** \((u, v) = (0, 0) \in \Omega_1\).

Taking \((u^\mu, v^\mu) = ((\mu; 0), (\mu; 0))\), obviously, \((u^\mu, v^\mu) \in \Omega(\mu)\) and \((u^\mu, v^\mu) \to (u, v) = (0, 0)\) when \(\mu \searrow 0\).

**Case 2:** \((u, v) = (0, (\|v_2\|; v_2)) \in \Omega_2\).

Taking
\[
u^\mu = \left(\mu; -\frac{2\mu v_2}{\mu + \sqrt{\mu^2 + 4\|v_2\|^2}}\right), \quad v^\mu = \left(\mu + \sqrt{\mu^2 + 4\|v_2\|^2} \div 2; v_2\right),
\]
we have that \((u^\mu, v^\mu) \in \Omega(\mu)\) with \((u^\mu, v^\mu) \to (u, v) = (0, (\|v_2\|; v_2))\) when \(\mu \searrow 0\).

**Case 3:** \((u, v) = ((\|u_2\|; u_2), 0) \in \Omega_3\).

Similar to Case 2, we omit the detail.

**Case 4:** \((u, v) = (0, (v_1; v_2)) \in \Omega_4\).

Let
\[
u^\mu = \frac{\mu^2 v_1}{\sqrt{\mu^2 + 4\|u_2\|^2}} - \frac{2\mu v_2}{\mu + \sqrt{\mu^2 + 4\|v_2\|^2}}, \quad v^\mu = \frac{\mu^2 v_2}{\mu + \sqrt{\mu^2 + 4\|v_2\|^2}}, \quad u^\mu = u_1, \quad v^\mu = v_2,
\]
then we see that \((u^\mu, v^\mu) \in \Omega(\mu)\), \((u^\mu, v^\mu) \to (u, v) = (0, (\|v_2\|; v_2))\), and \((\mu \searrow 0\)

**Case 5:** \((u, v) = ((u_1; u_2), 0) \in \Omega_5\).

Similar to Case 4, we omit the details, too.

**Case 6:** \((u, v) = \left((u_1; -\frac{u_1}{\|v_2\|} v_2), (\|v_2\|; v_2)\right) \in \Omega_6\).

Let
\[
u^\mu = \left(u_1; -\frac{2u_1^2 v_2}{\mu^2 + \sqrt{\mu^4 + 4u_1^2\|v_2\|^2}}\right), \quad v^\mu = \left(\mu + \frac{\mu^2 + \sqrt{\mu^4 + 4u_1^2\|v_2\|^2}}{2u_1}\right; v_2)
\]
then \((u^\mu, v^\mu) \in \Omega(\mu)\), and \((u^\mu, v^\mu) \to (u, v) = \left((u_1; -\frac{u_1}{\|v_2\|} v_2), (\|v_2\|; v_2)\right)\) as \(\mu \searrow 0\).

As in each of the six cases, \((u^\mu, v^\mu) \in \Omega(\mu)\), and \((u^\mu, v^\mu) \to (u, v)\). Therefore, \((4.2)\) holds and the proof is completed.

The following lemma shows the relationship between the convergence of a set-valued mapping and the epi-convergence of the indicator function of the set-valued mapping.

**Lemma 4.1.** For a set-valued mapping \(T : [0, \infty) \to \mathbb{R}^{2q}\), the following equivalence holds:
\[
\lim_{\mu \searrow 0} T(\mu) = T(0) \iff e - \lim_{\mu \searrow 0} \delta_{T(\mu)}(\cdot) = \delta_{T(0)}(\cdot).
\]
\textbf{Proof.} Noting that 
\[ \text{epi}[\delta T(\mu)(\cdot)] = \{(z, \alpha) \mid z \in T(\mu), \alpha \geq 0\} = T(\mu) \times \mathbb{R}_+ \]
and
\[ \lim_{\mu \searrow 0} T(\mu) \times \mathbb{R}_+ = T(0) \times \mathbb{R}_+ = \text{epi}[\delta T(0)(\cdot)], \]
we obtain the equivalence. \hfill \Box

The following lemma discusses the epi-convergence of the sum of a function-valued mapping and a continuous function.

\textbf{Lemma 4.2.} Let $\psi(\cdot)$ satisfy
\[ e^- \lim_{\mu \searrow 0} \psi(\mu)(\cdot) = \psi(0)(\cdot) \]
and $\psi_1$ be a continuous function, then
\[ e^- \lim_{\mu \searrow 0} [\psi(\mu)(\cdot) + \psi_1(\cdot)] = \psi(0)(\cdot) + \psi_1(\cdot). \]

\textbf{Proof.} The conclusion is obvious by the definition of epi-convergence. \hfill \Box

Then the convergence behavior of the feasible set and optimal solution set of $(P_\mu)$ is obtained in the following two theorems, which are the main results in this paper.

\textbf{Theorem 4.1.} The function-valued mapping $\mu \to \bar{f}(\cdot, \cdot, \mu)$ is epi-continuous at $\mu = 0$ with respect to $\mathbb{R}_+$.

\textbf{Proof.} Since $f(u, v)$ is continuous and from Proposition 4.1 that $\Omega(\mu)$ is continuous at $\mu = 0$ with respect to $\mathbb{R}_+$, the result comes from Lemmas 4.1 and Lemma 4.2. \hfill \Box

\textbf{Theorem 4.2.} Assume $A$ is of full row rank. Then the function $\kappa(\mu)$ is continuous at $\mu = 0$ with respect to $\mathbb{R}_+$ and the set-valued mapping $S(\mu)$ is outer semicontinuous at $\mu = 0$ with respect to $\mathbb{R}_+$.

\textbf{Proof.} As $A$ is of full row rank, we have from Lemma 5.3 that $f$ is strongly convex. Then for a given $\bar{\alpha}$ such that $\text{lev}_{\leq \bar{\alpha}} f \neq \emptyset$, we have that $\text{lev}_{\leq \bar{\alpha}} f$ is a nonempty compact set. Hence there is an $M > 0$ such that the level set $\text{lev}_{\leq \bar{\alpha}} f \subset [-M \mathbb{1}_{2q}, M \mathbb{1}_{2q}]$, where $\mathbb{1}_{2q}$ is a vector in $\mathbb{R}^{2q}$ with all entries being ones. Let $\bar{\mu} > 0$ be a given number, and define $\mathcal{E} = [0, \bar{\mu})$. As for any $\alpha \leq \bar{\alpha}$, $\text{lev}_{\leq \alpha} f(\cdot, \cdot, \mu) = \text{lev}_{\leq \alpha} f \cap \Omega(\mu) \subset [-M \mathbb{1}_{2q}, M \mathbb{1}_{2q}]$, the level set is uniformly bounded for all $\mu \in \mathcal{E}$, i.e., $f$ is level-bounded in $(u, v)$ uniformly for all $\mu \in \mathcal{E}$. Hence we have, from [19] Theorem 7.41, that $\kappa(\mu)$ is continuous at $\mu = 0$ and $S(\mu)$ is outer semi-continuous at $\mu = 0$ with respect to $\mathbb{R}_+$. \hfill \Box

5. **Smoothing Newton method for solving $P_\mu$**

We obtain that the optimal solution set of $(P_\mu)$ is outer semicontinuous at $\mu = 0$ if we set $(P_0)$ as problem (3.10) by Theorem 4.2. Therefore, we focus on the issue of solving $(P_\mu)$ with a sufficiently small $\mu > 0$.

Let $w_j := \sqrt{(v_j - u_j)^2 + 4\mu^2 e_j}$, $w := (w_1; \cdots; w_J) \in \mathbb{R}^q$, $L_u := \text{diag}(L_{u_1}, \cdots, L_{u_J})$, $L_v := \text{diag}(L_{v_1}, \cdots, L_{v_J})$ and $L_w := \text{diag}(L_{w_1}, \cdots, L_{w_J})$. The following lemma implies the linear independent constraint qualification (LICQ) holds for $(P_\mu)$ automatically, then we can get its KKT conditions at local optimal solutions.

\textbf{Lemma 5.1.} $\mathcal{J}(u, v) \Phi_\mu(u, v)$ is of full row rank.
Lemma 5.2. Denote $s_j := L_{w_j}^{-1} \lambda_j \in \mathbb{R}^{m_j+1}$, then for any $M \in \partial^2 (u,v) \mathcal{L}(u,v,\lambda)$ there exists $Z \in \partial x(u)$ such that

\begin{equation}
M = \begin{bmatrix}
-AZ - L_s + L_{v-u} L_w^{-1} L_s L_w^{-1} L_{v-u} & L_s - L_{v-u} L_w^{-1} L_s L_w^{-1} L_{v-u} \\
L_s - L_{v-u} L_w^{-1} L_s L_w^{-1} L_{v-u} & I_q - L_{v-u} L_w^{-1} L_s L_w^{-1} L_{v-u}
\end{bmatrix},
\end{equation}

where $L_s = \text{diag}(L_{s_1}, L_{s_2}, \ldots, L_{s_J})$. 

Proof. For any $u_j \in Q_{m_j+1}$, $v_j \in Q_{m_j+1}$, we have $w_j^2 = (v_j - u_j)^2 + 4 \mu^2 e_j \in \text{int}Q_{m_j+1}$, hence $w_j \in \text{int}Q_{m_j+1}$ by [11] Proposition 3.4. Applying [11] Lemma 5, it holds that

$L_{w_j} - L_{v_j - u_j} > 0$, $L_{w_j} + L_{v_j - u_j} > 0$, $L_{w_j} > 0$.

Similar to the proof in [11] Corollary 5.4, for any $j$,

$J_{(u_j,v_j)} \varphi_{j\mu}(u_j, v_j) = \begin{bmatrix} I_{m_j+1} - L_{w_j}^{-1} L_{v_j - u_j} & I_{m_j+1} - L_{w_j}^{-1} L_{v_j - u_j} \end{bmatrix}$.

Suppose $J_{(u_j,v_j)} \varphi_{j\mu}(u_j, v_j)^T d_j = 0$ with $d_j \in \mathbb{R}^{m_j+1}$, namely,

$\begin{bmatrix} I_{m_j+1} - L_{v_j - u_j} L_{w_j}^{-1} \\
I_{m_j+1} - L_{v_j - u_j} L_{w_j}^{-1} \end{bmatrix} d_j = 0$

or, equivalently,

$(L_{w_j} + L_{v_j - u_j}) L_{w_j}^{-1} d_j = 0$ and $(L_{w_j} - L_{v_j - u_j}) L_{w_j}^{-1} d_j = 0$.

As the matrices $L_{w_j} + L_{v_j - u_j}$, $L_{w_j} - L_{v_j - u_j}$ and $L_{w_j}$ are invertible, we get $d_j = 0$ for $j = 1, 2, \ldots, J$. Similarly, suppose

$J_{(u,v)} \Phi_{\mu}(u, v)^T d = 0$,

with $d = (d_1; d_2; \cdots; d_J)$, $d_j \in \mathbb{R}^{m_j+1}$, $j = 1, 2, \cdots, J$. We have

$J_{(u,v)} \Phi_{\mu}(u, v)^T d = \begin{bmatrix} I_q + L_{v-u} L_w^{-1} \\
I_q - L_{v-u} L_w^{-1} \end{bmatrix} d = 0$,

which implies $d = 0$. Then $J_{(u,v)} \Phi_{\mu}(u, v)$ is of full row rank. The proof is completed. 

Let $\mathcal{L} : \mathbb{R}^q \times \mathbb{R}^q \times \mathbb{R}^q \to \mathbb{R}$ be the Lagrange function for (P $\mu$):

$\mathcal{L}(u, v, \lambda) = f(u, v) + \lambda^T \Phi_{\mu}(u, v) = f(u, v) + \sum_{j=1}^{J} \lambda_j^T \varphi_{j\mu}(u_j, v_j)$,

where $\lambda = (\lambda_1; \lambda_2; \cdots; \lambda_J) \in \mathbb{R}^q, \lambda_j \in \mathbb{R}^{m_j+1}$, $j = 1, 2, \cdots, J$. Define $F : \mathbb{R}^q \times \mathbb{R}^q \times \mathbb{R}^q \to \mathbb{R}^{3q}$:

$F(u, v, \lambda) := \begin{bmatrix} \nabla_u \mathcal{L}(u, v, \lambda) \\
\nabla_v \mathcal{L}(u, v, \lambda) \\
\Phi_{\mu}(u, v) \end{bmatrix}$.

As the LICQ holds at any local minimizer $(\tilde{u}, \tilde{v})$ of (P $\mu$), there is a unique Lagrange multiplier $\lambda \in \mathbb{R}^q$ such that the KKT conditions are satisfied at $(\tilde{u}, \tilde{v}, \tilde{\lambda})$, hence $F(\tilde{u}, \tilde{v}, \tilde{\lambda}) = 0_{3q}$. Now we consider the second-order sufficient conditions of (P $\mu$) at $(\tilde{u}, \tilde{v}, \tilde{\lambda})$.

Lemma 5.2. Denote $s_j := L_{w_j}^{-1} \lambda_j \in \mathbb{R}^{m_j+1}$, then for any $M \in \partial^2 (u,v) \mathcal{L}(u,v,\lambda)$ there exists $Z \in \partial x(u)$ such that
Proof. It follows from the proof in Lemma 5.1, we have
\[ \nabla_u \Phi_\mu(u, v) = I_q + L_{v-u}L_w^{-1}, \]
\[ \nabla_v \Phi_\mu(u, v) = I_q - L_{v-u}L_w^{-1}, \]
together with \ref{3.14}, it holds that
\[ \nabla_u \mathcal{L}(u, v, \lambda) = -Ax(u) + (I_q + L_{v-u}L_w^{-1})\lambda, \]
\[ \nabla_v \mathcal{L}(u, v, \lambda) = v - v_0 + (I_q - L_{v-u}L_w^{-1})\lambda. \]
Since \( s_j = L_w^{-1}\lambda_j \in \mathbb{R}^{m_j+1} \), we have \( L_w s_j = \lambda_j \), then
\[ w_j \circ s_j = \lambda_j. \]
From \textbf{[5] Lemma 3.1}, taking the Jacobian matrix of both sides in equation \textbf{(5.4)} with respect to \((u_j, v_j)\) yields
\[ L_{s_j} \mathcal{J}_{u_j} w_j + L_{w_j} \mathcal{J}_{u_j} s_j = 0, \]
\[ L_{s_j} \mathcal{J}_{v_j} w_j + L_{w_j} \mathcal{J}_{v_j} s_j = 0. \]
As \( \mathcal{J}_{u_j} w_j = -L_w^{-1}L_{v_j-u_j} \) and \( \mathcal{J}_{v_j} w_j = L_w^{-1}L_{v_j-u_j} \), combining with \textbf{(5.5)} and \textbf{(5.6)}, we have that
\[ \mathcal{J}_{u_j} s_j = -L_w^{-1}L_{s_j} \mathcal{J}_{u_j} w_j = -L_w^{-1}L_{s_j} L_w^{-1}L_{v_j-u_j}, \]
\[ \mathcal{J}_{v_j} s_j = -L_w^{-1}L_{s_j} \mathcal{J}_{v_j} w_j = -L_w^{-1}L_{s_j} L_w^{-1}L_{v_j-u_j}. \]
Therefore,
\[ \mathcal{J}_{u_j} [(I_{m_j+1} + L_{v_j-u_j}L_w^{-1})\lambda_j] = \mathcal{J}_{u_j} (L_{v_j-u_j}L_w^{-1}\lambda_j) \]
\[ = \mathcal{J}_{u_j} (L_{v_j-u_j} s_j) \]
\[ = -L_{s_j} + L_{v_j-u_j} \mathcal{J}_{u_j} s_j \]
\[ = -L_{s_j} + L_{v_j-u_j} L_{w_j^{-1}} L_{s_j} L_{v_j-u_j}, \]
\[ \mathcal{J}_{v_j} [(I_{m_j+1} + L_{v_j-u_j}L_w^{-1})\lambda_j] = \mathcal{J}_{v_j} (L_{v_j-u_j}L_w^{-1}\lambda_j) \]
\[ = \mathcal{J}_{v_j} (L_{v_j-u_j} s_j) \]
\[ = L_{s_j} + L_{v_j-u_j} \mathcal{J}_{v_j} s_j \]
\[ = L_{s_j} - L_{v_j-u_j} L_{w_j^{-1}} L_{s_j} L_{v_j-u_j}; \]
similarly,
\[ \mathcal{J}_{u_j} [(I_{m_j+1} - L_{v_j-u_j}L_w^{-1})\lambda_j] = L_{s_j} - L_{v_j-u_j} L_{s_j} L_{w_j^{-1}} L_{v_j-u_j}, \]
\[ \mathcal{J}_{v_j} [(I_{m_j+1} - L_{v_j-u_j}L_w^{-1})\lambda_j] = -L_{s_j} + L_{v_j-u_j} L_{s_j} L_{w_j^{-1}} L_{v_j-u_j}. \]
In a compact form, one has
\[ \mathcal{J}_u [(I_q + L_{v-u}L_w^{-1})\lambda] = -L_{s} + L_{v-u} L_{s} L_{w}^{-1} L_{v-u}, \]
\[ \mathcal{J}_v [(I_q + L_{v-u}L_w^{-1})\lambda] = L_{s} - L_{v-u} L_{s} L_{w}^{-1} L_{v-u}, \]
\[ \mathcal{J}_u [(I_q - L_{v-u}L_w^{-1})\lambda] = L_{s} - L_{v-u} L_{s} L_{w}^{-1} L_{v-u}, \]
\[ \mathcal{J}_v [(I_q - L_{v-u}L_w^{-1})\lambda] = -L_{s} + L_{v-u} L_{s} L_{w}^{-1} L_{v-u}. \]
Then, for any \( M \in \partial^2 (u, v, \mathcal{L}(u, v, \lambda)), \) there exists \( Z \in \partial x(u) \) such that
\[ M = \begin{bmatrix}
- AZ - L_s + L_{v-u}L_w^{-1} L_s L_w^{-1} L_{v-u} & L_s - L_{v-u} L_s L_w^{-1} L_{v-u} \\
- L_s + L_{v-u} L_w^{-1} L_s L_w^{-1} L_{v-u} & I_q - L_s + L_{v-u} L_w L_s L_w^{-1} L_{v-u}
\end{bmatrix}. \]
The proof is completed. \( \square \)
Assumption 5.1. Let \( \bar{u}, \bar{v}, \bar{\lambda} \) be a KKT point of \((P_\mu)\). Matrices \( L_{\bar{u}}, L_{\bar{v}}, L_{\bar{w}} \) and \( L_{\bar{s}} \) satisfy
\[
(L_{\bar{w}} + L_{\bar{v} - \bar{u}}) (L_{\bar{v} - \bar{u}} - L_{\bar{w}})^{-1} L_{\bar{s}} + L_{\bar{s}} (L_{\bar{v} - \bar{u}} - L_{\bar{w}})^{-1} (L_{\bar{w}} + L_{\bar{v} - \bar{u}}) \geq 0.
\]

Lemma 5.3. If Assumption 5.1 holds, then the second-order sufficient condition of \((P_\mu)\) holds at \( \bar{u}, \bar{v}, \bar{\lambda} \), namely, for any \( \bar{M} \in \partial^2_{(u,v)} L(\bar{u}, \bar{v}, \bar{\lambda}) \),
\[
d^T \bar{M} d > 0, \quad \forall d \in \text{ker} \mathcal{J}_{(u,v)} \Phi_\mu(\bar{u}, \bar{v}) \setminus \{0\},
\]
where ker\(C\) denotes the kernel of operator \(C\).

Proof. For any vector \( d = (d_1; d_2) \in \text{ker} \mathcal{J}_\Phi(\bar{u}, \bar{v}) \setminus \{0\} \) with \( d_i \in \mathbb{R}^q, i = 1, 2 \), we have
\[
\mathcal{J}_\Phi(\bar{u}, \bar{v}) d = 0,
\]
namely,
\[
(I_q + L_{\bar{w}}^{-1} L_{\bar{v} - \bar{u}}) d_1 + (I_q - L_{\bar{w}}^{-1} L_{\bar{v} - \bar{u}}) d_2 = 0,
\]
hence
\[
L_{\bar{w}}^{-1} L_{\bar{v} - \bar{u}} (d_2 - d_1) = d_1 + d_2.
\]
As \( I_q - L_{\bar{w}}^{-1} L_{\bar{v} - \bar{u}} \) is invertible, we have
\[
d_2 = -(I_q - L_{\bar{w}}^{-1} L_{\bar{v} - \bar{u}})^{-1} (I_q + L_{\bar{w}}^{-1} L_{\bar{v} - \bar{u}}) d_1
\]
(5.8)
\[
= (L_{\bar{v} - \bar{u}} - L_{\bar{w}})^{-1} (L_{\bar{w}} + L_{\bar{v} - \bar{u}}) d_1.
\]
Therefore, under Assumption 5.1 and together with (5.7) and (5.8), it holds that
\[
(5.9) \quad \begin{pmatrix} d_1 \\ d_2 \end{pmatrix}^T \begin{bmatrix}
-L_{\bar{s}} + L_{\bar{v} - \bar{u}} L_{\bar{w}}^{-1} L_{\bar{s}} L_{\bar{w}}^{-1} L_{\bar{v} - \bar{u}} \\
L_{\bar{s}} - L_{\bar{v} - \bar{u}} L_{\bar{w}}^{-1} L_{\bar{s}} L_{\bar{w}}^{-1} L_{\bar{v} - \bar{u}}
\end{bmatrix} \begin{pmatrix} d_1 \\ d_2 \end{pmatrix} = (d_1 - d_2)^T L_{\bar{v} - \bar{u}} L_{\bar{w}}^{-1} L_{\bar{s}} L_{\bar{w}}^{-1} L_{\bar{v} - \bar{u}} (d_1 - d_2) - d_1^T L_{\bar{s}} d_1 - d_2^T L_{\bar{s}} d_2 + 2d_1^T L_{\bar{s}} d_2
\]
\[
= (d_1^2 + d_2^2) L_{\bar{s}} (d_1 + d_2) - d_1^T L_{\bar{s}} d_1 - d_2^T L_{\bar{s}} d_2 + 2d_1^T L_{\bar{s}} d_2 = 4d_1^T L_{\bar{s}} (L_{\bar{v} - \bar{u}} - L_{\bar{w}})^{-1} (L_{\bar{w}} + L_{\bar{v} - \bar{u}}) d_1 \geq 0.
\]
From Lemma 5.2, we obtain that for any \( \tilde{M} \in \partial^2_{(u,v)} \mathcal{L}(\bar{u}, \bar{v}, \lambda) \), there exists \( \bar{Z} \in \partial x(\bar{u}) \), such that

\[
(5.10)
\]

\[
\tilde{M} = \begin{bmatrix}
-\bar{A}Z - L_s + L_{\bar{v} - \bar{u}} L_{\bar{w}}^{-1} L_s L_{\bar{w}}^{-1} L_{\bar{v} - \bar{u}} & L_s - L_{\bar{v} - \bar{u}} L_{\bar{w}}^{-1} L_s L_{\bar{w}}^{-1} L_{\bar{v} - \bar{u}} \\
L_s - L_{\bar{v} - \bar{u}} L_{\bar{w}}^{-1} L_s L_{\bar{w}}^{-1} L_{\bar{v} - \bar{u}} & I_q - L_{\bar{v} - \bar{u}} L_{\bar{w}}^{-1} L_s L_{\bar{w}}^{-1} L_{\bar{v} - \bar{u}}
\end{bmatrix}.
\]

It follows from Lemma 3.2 that \(-A\bar{Z}\) is positive definite for any \( \bar{Z} \in \partial x(\bar{u}) \), then together with (5.9) and (5.10), we have

\[
d^T \tilde{M} d = (d_1)^T \begin{bmatrix} -\bar{A}Z & 0 \\ 0 & I_q \end{bmatrix} (d_1) + (d_1)^T \begin{bmatrix} -L_s + L_{\bar{v} - \bar{u}} L_{\bar{w}}^{-1} L_s L_{\bar{w}}^{-1} L_{\bar{v} - \bar{u}} & L_s - L_{\bar{v} - \bar{u}} L_{\bar{w}}^{-1} L_s L_{\bar{w}}^{-1} L_{\bar{v} - \bar{u}} \\ L_s - L_{\bar{v} - \bar{u}} L_{\bar{w}}^{-1} L_s L_{\bar{w}}^{-1} L_{\bar{v} - \bar{u}} & -L_s + L_{\bar{v} - \bar{u}} L_{\bar{w}}^{-1} L_s L_{\bar{w}}^{-1} L_{\bar{v} - \bar{u}} \end{bmatrix} (d_2)
\]

\[
> 0
\]

for any \( d = (d_1; d_2) \in \ker \mathcal{J} \Phi_\mu(u, v) \setminus \{0\} \), namely the second-order sufficient condition of (P_\mu) holds at \((\bar{u}, \bar{v}, \bar{\lambda})\). \( \square \)

If the second-order sufficient condition holds at \((\bar{u}, \bar{v}, \bar{\lambda})\), then \((\bar{u}, \bar{v}, \bar{\lambda})\) is a local minimizer of (P_\mu). Therefore we turn to solve the equation \( F(u, v, \lambda) = 0 \). Define

\[
\hat{F}(x, u, v, \lambda) := \begin{bmatrix}
-\bar{A}x + (I_q + L_{\bar{v} - \bar{u}} L_{\bar{w}}^{-1}) \lambda \\
v - v_0 + (I_q - L_{\bar{v} - \bar{u}} L_{\bar{w}}^{-1}) \lambda \\
\Phi_\mu(u, v) \\
x - (e^0 - A^T u) - \mathcal{B}^* \Pi_{n^1} (\bar{G}(x))
\end{bmatrix}.
\]

Noting that \( \|\Pi_{\bar{S}}(\bar{G}(x))\|^2 + \|x - (e^0 - A^T u)\|^2 \) is strongly convex with respect to \( x \) and \( x(u) \) is the unique solution of (5.12), then together with (5.2) and (5.3), we have that solving \( F(u, v, \lambda) = 0 \) is equivalent to solving \( \hat{F}(x, u, v, \lambda) = 0 \).

Now we are in a position to state a smoothing Newton method for solving \( \hat{F}(x, u, v, \lambda) = 0 \). Considering a square smoothing function \( \psi : \mathbb{R} \times S^n \to S^n \); see [22], defined by

\[
\psi(\varepsilon, X) := \sqrt{X^2 + \varepsilon^2 I_n}, \quad \forall \ (\varepsilon, X) \in \mathbb{R} \times S^n.
\]

Then, \( \psi \) is continuously differentiable at \((\varepsilon, X)\) unless \( \varepsilon = 0 \). For \( X \in S^n \), we also have the Lyapunov operator \( L_X \):

\[
L_X(Y) := XY + YX, \quad \forall \ Y \in S^n,
\]

with \( L_X^{-1} \) being its inverse (if it exists at all), i.e., for any \( Y \in S^n \), \( L_X^{-1}(Y) \) is the unique \( Z \in S^n \) satisfying \( XZ + ZX = Y \).

Let \( T: \mathbb{R} \times \mathbb{R}^n \times \mathbb{R}^q \times \mathbb{R}^q \to \mathbb{R}^q \times \mathbb{R}^q \times \mathbb{R}^q \times \mathbb{R}^n \) be a smoothing approximation mapping defined by

\[
T(\varepsilon, x, u, v, \lambda) := \begin{bmatrix}
-\bar{A}x + (I_q + L_{\bar{v} - \bar{u}} L_{\bar{w}}^{-1}) \lambda \\
v - v_0 + (I_q - L_{\bar{v} - \bar{u}} L_{\bar{w}}^{-1}) \lambda \\
\Phi_\mu(u, v) \\
A^T u - c^0 + x - \frac{1}{2} \mathcal{B}^* (\bar{G}(x) + \sqrt{\bar{G}(x)^2 + \varepsilon^2 I_n})
\end{bmatrix}.
\]
Obviously, \( \lim_{z \to 0} T(\varepsilon, x, u, v, \lambda) = \tilde{F}(x, u, v, \lambda) \). The smoothing Newton method is based on solving
\[
E(\varepsilon, x, u, v, \lambda) := \left[ T(\varepsilon, x, u, v, \lambda) \right] = 0
\]
and uses the merit function \( \phi(z) := \|E(\varepsilon, x, u, v, \lambda)\|^2 \) for the line search, where \( z := (\varepsilon, x, u, v, \lambda) \). Let \( \varepsilon > 0 \) and \( \eta \in (0, 1) \) be such that \( \eta \varepsilon < 1 \). Define an auxiliary point \( \hat{z} \) by \( \hat{z} := (\hat{\varepsilon}, 0, 0, 0, 0) \) \( \in \mathbb{R} \times \mathbb{R}^n \times \mathbb{R}^q \times \mathbb{R}^q \times \mathbb{R}^q \rightarrow \mathbb{R}^+ \) by \( \theta(z) := \eta \min\{1, \phi(z)\} \). The smoothing Newton method, proposed by [18] can be described as follows:

**Algorithm 5.1 (Smoothing Newton method)**

**step 1:** Select constants \( \delta \in (0, 1) \) and \( \sigma \in (0, 1/2) \). Let \( \varepsilon^0 := \hat{\varepsilon}, (x^0, v^0, v^0, \lambda^0) \in \mathbb{R}^n \times \mathbb{R}^q \times \mathbb{R}^q \times \mathbb{R}^q \) be an arbitrary point. Then let the initial point \( z^0 := (\varepsilon^0, x^0, v^0, v^0, \lambda^0) \) and \( k = 0 \).

**step 2:** If \( E(z^k) = 0 \), then stop; otherwise, let \( \theta_k := \theta(z^k) \).

**step 3:** Compute \( \Delta z^k := (\Delta \varepsilon^k, \Delta x^k, \Delta u^k, \Delta v^k, \Delta \lambda^k) \in \mathbb{R} \times \mathbb{R}^n \times \mathbb{R}^q \times \mathbb{R}^q \times \mathbb{R}^q \) by
\[
E(z^k) + J E(z^k)(\Delta z^k) = \theta_k \hat{z}.
\]

**step 4:** Let \( l_k \) be the smallest nonnegative integer \( l \) satisfying
\[
\phi(z^k + \delta^l \Delta z^k) \leq (1 - 2\sigma(1 - \eta \varepsilon)) \phi(z^k).
\]
Define \( z^{k+1} = z^k + \delta^l \Delta z^k \).

**step 5:** Set \( k := k + 1 \), go to Step 2.

From [18] Theorem 8], the key conditions for quadratic convergence of Algorithm 5.1 are: (a) the strong semismoothness of the smoothing function \( E \) and (b) the nonsingularity of all matrices \( H \in \partial_B E(\tilde{z}) = 0 \). Here (a) is naturally implied by the strong semismoothness of \( \psi \), then we focus on proving the nonsingularity of the elements in \( \partial_B E(\tilde{z}) \).

**Lemma 5.4.** Let \( \tilde{z} = (0, \tilde{x}, \tilde{u}, \tilde{v}, \tilde{\lambda}) \in \mathbb{R} \times \mathbb{R}^n \times \mathbb{R}^q \times \mathbb{R}^q \times \mathbb{R}^q \) be a solution of \( E(z) = 0 \). If \( A \) is of full row rank and Assumption 5.1 holds at \((\tilde{u}, \tilde{v}, \tilde{\lambda}) \), then for any \( H \in \partial_B E(\tilde{z}) \), we have \( H \) is nonsingular.

**Proof.** Suppose that there exists \((\Delta \varepsilon, \Delta x, \Delta u, \Delta v, \Delta \lambda) \in \mathbb{R} \times \mathbb{R}^n \times \mathbb{R}^q \times \mathbb{R}^q \times \mathbb{R}^q \) such that \( H(\Delta \varepsilon, \Delta x, \Delta u, \Delta v, \Delta \lambda) = 0 \), namely,
\[
\Delta \varepsilon = 0, \quad \Delta x + \tilde{N} \Delta u - \tilde{N} \Delta v + (I_q + L_{\tilde{v}_{0,-\tilde{a}}L_{\tilde{a}}^{-1}}) \Delta \lambda = 0, \quad (I_q + L_{\tilde{w}_1^{-1}L_{\tilde{v}_{0,-\tilde{a}}}}) \Delta u + (I_q - L_{\tilde{w}_{0,-\tilde{a}}}^{-1}L_{\tilde{w}_{0,-\tilde{a}}}) \Delta v = 0,
\]
\[
\Delta x + \frac{1}{2} B^* B \Delta x + \frac{1}{2} B^* V(\Delta \varepsilon, B \Delta x) + A^T \Delta u = 0,
\]
with \( \tilde{N} = -L_{\tilde{s}_{0,-\tilde{a}}L_{\tilde{w}}^{-1}L_{\tilde{a}}L_{\tilde{w}_{0,-\tilde{a}}}^{-1}L_{\tilde{a}}^{-1}L_{\tilde{v}_{0,-\tilde{a}}} V \in \partial_B \psi(0, \tilde{G}(\tilde{x})) \). Together with (5.13), (5.17) implies that
\[
\Delta x + \frac{1}{2} B^* B \Delta x + \frac{1}{2} B^* V(0, B \Delta x) + A^T \Delta u = 0.
\]
To prove that $JE(z)$ is nonsingular we only need to show $\Delta z = 0$. By premultiplying $\Delta u^T$ to both sides of (5.14) and $\Delta v^T$ to both sides of (5.15), together with the equality (5.16), we obtain that

$$
\Delta u^T \Delta v - \Delta u^T A \Delta x + \Delta u^T \bar{N} \Delta u + \Delta v^T \bar{N} \Delta v - 2 \Delta u^T \bar{N} \Delta v = 0.
$$

(5.19)

By (5.18), submitting $A^T \Delta u = -\left(\Delta x + \frac{1}{2}B^* B \Delta x + \frac{1}{2}B^* V(0, B \Delta x)\right)$ to (5.19), then

$$
\Delta u^T \bar{N} \Delta u + \Delta v^T \bar{N} \Delta v - 2 \Delta u^T \bar{N} \Delta v = -\Delta x^T \Delta x - \frac{1}{2} \Delta x^T \left(B^* B \Delta x + B^* V(0, B \Delta x)\right) - \Delta v^T \Delta v.
$$

(5.20)

Suppose that $\bar{G}(\bar{x})$ has the spectral decomposition $\bar{G}(\bar{x}) = \bar{P} \bar{\Sigma} \bar{P}^T$, where $\bar{\Sigma}$ is the diagonal matrix of eigenvalues of $\bar{G}(\bar{x})$ and $\bar{P}$ is a corresponding orthogonal matrix of the orthogonal eigenvectors. Then from [22, Proposition 3.1], we have that

$$
V(0, B \Delta x) = \bar{P} \left[\Omega \bullet \left(\bar{P}^T (B \Delta x) \bar{P}\right)\right] \bar{P}^T,
$$

where $\Omega \in S_{++}^n$ with all entries belonging to $[-1, 1]$, $\bullet$ denotes the Hadamard product of two matrices and

$$
\Delta x^T \left(B^* B \Delta x + B^* V(0, B \Delta x)\right) = \langle B \Delta x, B \Delta x + \bar{P} \left[\Omega \bullet \left(\bar{P}^T (B \Delta x) \bar{P}\right)\right] \bar{P}^T \rangle
$$

$$
= \langle \bar{P}^T (B \Delta x) \bar{P}, \bar{P}^T (B \Delta x) \bar{P} + \Omega \bullet \left(\bar{P}^T (B \Delta x) \bar{P}\right) \rangle
$$

$$
\geq 0.
$$

Hence the right-hand side of equation (5.20) is less than zero. On the other hand, from (5.16), we see that $(\Delta u; \Delta v) \in \ker J_{(u,v)} \Phi_{\mu}(\bar{u}, \bar{v})$. As Assumption 5.1 holds, by (5.9), we have $\Delta u^T \bar{N} \Delta u + \Delta v^T \bar{N} \Delta v - 2 \Delta u^T \bar{N} \Delta v \geq 0$. Then it is not difficult to deduce from (5.20) that $\Delta x = 0$, $\Delta v = 0$. By (5.18), since $A$ is of full row rank, we have $\Delta u = 0$, which in turn implies $\Delta \lambda = 0$. Consequently, $H$ is nonsingular. 

We now state the convergence behavior and quadratic convergence rate of Algorithm 5.1 in the following theorem, which is directly from [18, Theorem 4 and Theorem 8].

**Theorem 5.1.** Let a sequence $\{z^k\}$ be generated by Algorithm 5.1 and let $\bar{z} := (\bar{\varepsilon}, \bar{x}, \bar{u}, \bar{v}, \bar{\lambda})$ be an accumulation point $\{z^k\}$. Suppose that for every $k$, $JE(z^k)$ is nonsingular, matrix $A$ is of full row rank and Assumption 5.1 holds at $(\bar{u}, \bar{v}, \bar{\lambda})$. Then $\bar{z}$ is a solution of $E(z) = 0$ and the sequence $\{z^k\}$ converges to $\bar{z}$ quadratically.

6. Numerical results

In this section, we report the numerical experiments conducted for testing the efficiency of Algorithm 5.1. The main task of Algorithm 5.1 for solving $(P_{\mu})$, at the $k$-th iterate, is to compute the direction $\Delta z^k$ at a given $z^k$ from the linear system (5.12). For writing convenience, we omit the iterate index $k$ in the following discussion.
It follows from [22, Lemma 2.3] that $\mathcal{J}E(z)(\Delta z)$ in linear system (5.12) has the expression

(6.1)  \[ \mathcal{J}E(z)(\Delta z) = \begin{bmatrix} \Delta \varepsilon \\ -A\Delta x + N\Delta u - N\Delta v + (I_q + L_{v-u}L_w^{-1}) \Delta \lambda \\ -N\Delta u + N\Delta v + (I_q - L_{v-u}L_w^{-1}) \Delta \lambda \\ (I_q + L_w^{-1}L_{v-u}) \Delta u + (I_q - L_w^{-1}L_{v-u}) \Delta v \\ \Delta x + A^T\Delta u + \frac{1}{2}B^*B\Delta x - \frac{1}{2}B^*\mathbb{I}_{\sqrt{G(x)}^2 + \varepsilon^2 I_n} [L_0 G(x)(-B\Delta x) + 2\varepsilon \Delta \varepsilon I_n] \end{bmatrix}, \]

where $N = -L_s + L_{v-u}L_w^{-1}L_sL_w^{-1}L_{v-u}$.

Next, we compute the term $B^*\mathbb{I}_{\sqrt{G(x)}^2 + \varepsilon^2 I_n} [L_0 G(x)(-B\Delta x)$ in (6.1). Since $G(x) \in S^n$, suppose that $\bar{G}(x)$ has the spectral decomposition $\bar{G}(x) = P\Sigma P^T$, where $\Sigma = \text{diag}(\sigma_1, \cdots, \sigma_n)$ is the diagonal matrix of eigenvalues of $\bar{G}(x)$ and $P$ is a corresponding orthogonal matrix of the orthogonal eigenvectors, then $\sqrt{G(x)}^2 + \varepsilon^2 I_n = P\sqrt{\Sigma^2 + \varepsilon^2} I_n P^T$.

Denote $X := B\Delta x \in S^n, Y := \frac{1}{\sqrt{G(x)}^2 + \varepsilon^2 I_n} [L_0 G(x)(-B\Delta x)] \in S^n$, we have

(6.2)  \[ \sqrt{G(x)}^2 + \varepsilon^2 I_n Y + Y \sqrt{G(x)}^2 + \varepsilon^2 I_n = \bar{G}(x)X + X \bar{G}(x). \]

Then (6.2) can be written as

\[ \sqrt{\Sigma^2 + \varepsilon^2} I_n P^T P + \sqrt{\Sigma^2 + \varepsilon^2} I_n P^T P = \Sigma P^T XP + P^T X P \Sigma, \]

hence

(6.3)  \[ \sqrt{\sigma_i^2 + \varepsilon^2} + \sqrt{\sigma_j^2 + \varepsilon^2} \] \[ [P^T Y P]_{ij} = (\sigma_i + \sigma_j) [P^T X P]_{ij}, \quad i, j = 1, 2, \cdots, n. \]

Then

\[ \frac{1}{\sqrt{G(x)}^2 + \varepsilon^2 I_n} [L_0 G(x)(-B\Delta x)] = -P(\Xi \bullet (P^T B\Delta x P))P^T, \]

where “$\bullet$” denotes the Hadamard product and $\Xi \in S^n_+$ is defined by

\[ [\Xi]_{ij} = \frac{\sigma_i + \sigma_j}{\sqrt{\sigma_i^2 + \varepsilon^2} + \sqrt{\sigma_j^2 + \varepsilon^2}}, \]

hence

\[ B^*\mathbb{I}_{\sqrt{G(x)}^2 + \varepsilon^2 I_n} [L_0 G(x)(-B\Delta x)] = -P(\Xi \bullet (P^T B\Delta x P))P^T x_0. \]

Since $\mathcal{J}E(z)$ in (5.12) is a linear operator on $\mathbb{R} \times \mathbb{R}^n \times \mathbb{R}^q \times \mathbb{R}^q \times \mathbb{R}^q$, it is difficult to express it explicitly without any vector. This implies that it is impractical to use direct methods to solve linear system (5.12). Given the fact that the operator $\mathcal{J}E(z)$ is nonsymmetric, it is natural to choose the BiCGStab method as our iterative solver for solving the linear system (5.12), as $\mathcal{J}E(z)(\Delta z)$ has the expression (6.1).
We report the numerical results of Algorithm 5.1 for solving \((P_\mu)\) with a sufficiently small perturbed parameter \(\mu\) in MATLAB 7.8 running on a PC Intel Core 2 of 2.40 GHz CPU and 4GB of RAM. The stopping criterion chosen for Algorithm 5.1 is
\[
res_k := \|E(x^k, x^k, u^k, v^k, \lambda^k)\| \leq 10^{-5}.
\]
The maximum number of BiCGStab step at each iteration is set as 300. The other parameters used in Algorithm 5.1 are set as \(\hat{\varepsilon} = 3.0, \eta = 0.02, \delta = 0.5, \sigma = 0.3\).

The testing examples for the inverse problem (3.2) we considered are randomly generated, which are described below.

**Example 6.1.** The matrix \(A = (A_1; \cdots; A_J)\) is a randomly generated \(q \times n\) full row rank matrix with entries in \([-1,1]\) by MATLAB code:
\[
A = 2.0 \ast \text{rand}(q,n) - \text{ones}(q,n).
\]
The parameter set \((x_0, G^0, c^0, b_{m_1+1}^0, \cdots, b_{m_J+1}^0)\) required in (1.6) is generated as follows: Let \(x \in \text{SOL(QSOCP)}\) with \(G \in S_n^+\), \(c \in \mathbb{R}^n\), \(b = (b_{m_1+1}; \cdots; b_{m_J+1}) \in \mathbb{R}^q\) be randomly generated. Then \((x_0, G^0, c^0, b_{m_1+1}^0, \cdots, b_{m_J+1}^0)\) is obtained by perturbing \((x,G,c,b_{m_1+1}, \cdots,b_{m_J+1})\). We consider the inverse problem (3.2) with a single second-order cone complementarity constraint, that is, \(J = 1\), and solve the corresponding perturbed problem \((P_\mu)\) with \(\mu = 1.0e-5, 1.0e-6, 1.0e-7\), and \(1.0e-8\), respectively.

We take the initial \(u^0, v^0\) and \(\lambda^0\) being the random \(q \times 1\) vectors and the initial point \(x^0\) being zero in \(\mathbb{R}^n\) in Algorithm 5.1. The random problems of each size are generated 50 times. The obtained results are shown in Table 1 and Table 2, and each column represents the following:

- **iter.**: the average number of iterations among the test problems with the same dimension.
- **infeas.**: the average infeasibility among the test problems with the same dimension. The infeasibility of inverse problem (3.2) denotes the absolute value \(\langle u^*, v^* \rangle\) at the final iteration of Algorithm 5.1, where \((u^*, v^*)\) is the finally iterative value when Algorithm 5.1 terminates.
- **res.**: the average residual norm of \(E(\cdot)\) at the final iteration among the test problems with the same dimension.
- **time**: the average cpu time among the test problems with the same dimension.

From Table 1 and Table 2, we can see that Algorithm 5.1 is able to achieve high accuracy as the infeasibility is less than \(5 \times 10^{-8}\) for all the cases. The number of iteration and the accuracy for the random problems with the same dimension does not change so much when the parameter \(\mu\) changes from \(1.0e-5\) to \(1.0e-8\). However, for a group of problems with the same dimension, Algorithm 5.1 takes a little longer cpu time to solve problem \((P_\mu)\) with \(\mu = 1.0e-5\) than with the other three parameters. When \(\mu \leq 1.0e-8\), by our numerical observation, the matrix \(L_{wk}\) generated in some iterations may be close to be singular for \(n\) more than 200.

Therefore, the performance of Algorithm 5.1 for solving \(P_\mu\) with \(\mu = 1.0e-6\) and \(\mu = 1.0e-7\) is better than that with \(\mu = 1.0e-5\) and \(\mu = 1.0e-8\).
Example 6.2. All the data are the same as in Example 6.1. We consider the inverse problem (3.2) with multiple second-order cone complementarity constraints, and solve the corresponding perturbed problem \((P_\mu)\) with \(\mu \equiv 1.0e - 6\).

The random problems of each size for Example 6.2 are generated 10 times, and the initial \(u^0, v^0, \lambda^0 \in \mathbb{R}^q\) are randomly generated and the initial point \(x^0\) is chosen to be zero in \(\mathbb{R}^n\). The obtained results are listed in Table 3 with “Q” being the structure of second-order cones and “iter.”, “infea.”, “res.” representing the same as which in Table 1 and Table 2. From the numerical results reported in Table 3, we can see that the cpu time is relevant to not only the variable dimensions \(m, q\) but also the number of second-order cone complementarity constraints in the inverse problem (3.2). For cases with the same dimensions \(m\) and \(q\), Algorithm 5.1 for solving the corresponding perturbed problem \((P_\mu)\) with less second-order cone blocks in the constraints converges faster than that with more second-order cone blocks. The largest numerical example we tested in this paper is \(n = 1000, q = 400\). In this case, there are roughly 1,000,000 unknowns in the primal problem. Regarding the scales of problems solved, cpu time spent and the accuracy achieved in Table 3, the smoothing Newton method we adopted to solve \((P_\mu)\) is quite effective.

### Table 1. Numerical results for Example 6.1 with \(\mu = 1.0e - 5\) and \(\mu = 1.0e - 6\)

<table>
<thead>
<tr>
<th>(n)</th>
<th>(q)</th>
<th>(\mu = 1.0e - 5)</th>
<th>(\mu = 1.0e - 6)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>iter.</td>
<td>infeas.</td>
</tr>
<tr>
<td>50</td>
<td>20</td>
<td>26.7</td>
<td>2.3e-10</td>
</tr>
<tr>
<td>100</td>
<td>40</td>
<td>26.5</td>
<td>2.2e-09</td>
</tr>
<tr>
<td>200</td>
<td>80</td>
<td>29.0</td>
<td>1.1e-08</td>
</tr>
<tr>
<td>300</td>
<td>120</td>
<td>32.0</td>
<td>3.9e-08</td>
</tr>
<tr>
<td>500</td>
<td>200</td>
<td>29.0</td>
<td>1.9e-08</td>
</tr>
<tr>
<td>800</td>
<td>320</td>
<td>32.1</td>
<td>4.1e-08</td>
</tr>
</tbody>
</table>

### Table 2. Numerical results for Example 6.1 with \(\mu = 1.0e - 7\) and \(\mu = 1.0e - 8\)

<table>
<thead>
<tr>
<th>(n)</th>
<th>(q)</th>
<th>(\mu = 1.0e - 7)</th>
<th>(\mu = 1.0e - 8)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>iter.</td>
<td>infeas.</td>
</tr>
<tr>
<td>50</td>
<td>20</td>
<td>25.7</td>
<td>5.4e-09</td>
</tr>
<tr>
<td>100</td>
<td>40</td>
<td>26.1</td>
<td>1.2e-08</td>
</tr>
<tr>
<td>200</td>
<td>80</td>
<td>27.7</td>
<td>2.5e-09</td>
</tr>
<tr>
<td>300</td>
<td>120</td>
<td>26.8</td>
<td>2.3e-08</td>
</tr>
<tr>
<td>500</td>
<td>200</td>
<td>28.5</td>
<td>4.6e-09</td>
</tr>
<tr>
<td>800</td>
<td>320</td>
<td>29.0</td>
<td>1.6e-08</td>
</tr>
</tbody>
</table>
Table 3. Numerical results for Example 6.2

<table>
<thead>
<tr>
<th>$n$</th>
<th>$q$</th>
<th>$Q$</th>
<th>iter.</th>
<th>infeas.</th>
<th>res.</th>
<th>time</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>20</td>
<td>$Q_{10} \times Q_{10}$</td>
<td>33.3</td>
<td>9.2e-10</td>
<td>6.66e-06</td>
<td>3.2s</td>
</tr>
<tr>
<td>50</td>
<td>20</td>
<td>$Q_7 \times Q_5 \times Q_5 \times Q_5$</td>
<td>36.5</td>
<td>5.8e-09</td>
<td>6.14e-06</td>
<td>4.9s</td>
</tr>
<tr>
<td>100</td>
<td>40</td>
<td>$Q_{20} \times Q_{20}$</td>
<td>33.8</td>
<td>4.2e-09</td>
<td>7.24e-06</td>
<td>7.6s</td>
</tr>
<tr>
<td>100</td>
<td>40</td>
<td>$Q_{10} \times Q_{10} \times Q_{10} \times Q_{10}$</td>
<td>35.9</td>
<td>1.8e-08</td>
<td>8.13e-06</td>
<td>11.7s</td>
</tr>
<tr>
<td>100</td>
<td>40</td>
<td>$Q_5 \times Q_5 \times Q_5 \times Q_5 \times Q_5 \times Q_5 \times Q_5 \times Q_5$</td>
<td>48.7</td>
<td>7.9e-09</td>
<td>1.92e-06</td>
<td>33.4s</td>
</tr>
<tr>
<td>200</td>
<td>80</td>
<td>$Q_{40} \times Q_{40}$</td>
<td>34.1</td>
<td>7.3e-08</td>
<td>4.16e-06</td>
<td>34.6s</td>
</tr>
<tr>
<td>200</td>
<td>80</td>
<td>$Q_{20} \times Q_{20} \times Q_{20} \times Q_{20}$</td>
<td>37.5</td>
<td>6.5e-09</td>
<td>7.72e-06</td>
<td>59.4s</td>
</tr>
<tr>
<td>200</td>
<td>80</td>
<td>$Q_{16} \times Q_{16} \times Q_{16} \times Q_{16}$</td>
<td>35.8</td>
<td>1.5e-09</td>
<td>8.43e-06</td>
<td>1m 7.8s</td>
</tr>
<tr>
<td>200</td>
<td>80</td>
<td>$Q_{10} \times Q_{10} \times Q_{10} \times Q_{10} \times Q_{10} \times Q_{10} \times Q_{10} \times Q_{10}$</td>
<td>45.4</td>
<td>9.8e-09</td>
<td>6.61e-06</td>
<td>1m 26.3s</td>
</tr>
<tr>
<td>300</td>
<td>120</td>
<td>$Q_{60} \times Q_{60}$</td>
<td>32.7</td>
<td>1.2e-08</td>
<td>7.11e-06</td>
<td>1m 57.8s</td>
</tr>
<tr>
<td>300</td>
<td>120</td>
<td>$Q_{40} \times Q_{40} \times Q_{40}$</td>
<td>32.3</td>
<td>1.0e-08</td>
<td>8.37e-06</td>
<td>2m 10.3s</td>
</tr>
<tr>
<td>300</td>
<td>120</td>
<td>$Q_{30} \times Q_{30} \times Q_{30} \times Q_{30}$</td>
<td>38.8</td>
<td>1.6e-09</td>
<td>9.31e-06</td>
<td>3m 16.9s</td>
</tr>
<tr>
<td>300</td>
<td>120</td>
<td>$Q_{20} \times Q_{20} \times Q_{20} \times Q_{20} \times Q_{20} \times Q_{20} \times Q_{20} \times Q_{20}$</td>
<td>39.5</td>
<td>2.7e-10</td>
<td>7.21e-06</td>
<td>3m 45.7s</td>
</tr>
<tr>
<td>400</td>
<td>160</td>
<td>$Q_{80} \times Q_{80}$</td>
<td>29.7</td>
<td>4.7e-08</td>
<td>8.64e-06</td>
<td>4m 42.2s</td>
</tr>
<tr>
<td>400</td>
<td>160</td>
<td>$Q_{40} \times Q_{40} \times Q_{40} \times Q_{40}$</td>
<td>37.6</td>
<td>1.8e-08</td>
<td>7.82e-06</td>
<td>5m 45.8s</td>
</tr>
<tr>
<td>400</td>
<td>160</td>
<td>$Q_{20} \times Q_{20} \times Q_{20} \times Q_{20} \times Q_{20} \times Q_{20} \times Q_{20} \times Q_{20}$</td>
<td>38.0</td>
<td>2.5e-09</td>
<td>7.07e-06</td>
<td>9m 15.3s</td>
</tr>
<tr>
<td>500</td>
<td>200</td>
<td>$Q_{100} \times Q_{100}$</td>
<td>28.0</td>
<td>3.9e-09</td>
<td>7.83e-06</td>
<td>8m 15.5s</td>
</tr>
<tr>
<td>500</td>
<td>200</td>
<td>$Q_{50} \times Q_{50} \times Q_{50} \times Q_{50}$</td>
<td>37.1</td>
<td>2.8e-08</td>
<td>7.72e-06</td>
<td>11m 34.7s</td>
</tr>
<tr>
<td>500</td>
<td>200</td>
<td>$Q_{25} \times Q_{25} \times Q_{25} \times Q_{25} \times Q_{25} \times Q_{25} \times Q_{25} \times Q_{25}$</td>
<td>40.2</td>
<td>9.5e-10</td>
<td>8.55e-06</td>
<td>15m 47.5s</td>
</tr>
<tr>
<td>600</td>
<td>240</td>
<td>$Q_{120} \times Q_{120}$</td>
<td>36.0</td>
<td>2.6e-08</td>
<td>7.07e-06</td>
<td>17m 28.3s</td>
</tr>
<tr>
<td>600</td>
<td>240</td>
<td>$Q_{60} \times Q_{60} \times Q_{60} \times Q_{60}$</td>
<td>38.5</td>
<td>6.4e-09</td>
<td>8.04e-06</td>
<td>22m 15.7s</td>
</tr>
<tr>
<td>600</td>
<td>240</td>
<td>$Q_{40} \times Q_{40} \times Q_{40} \times Q_{40} \times Q_{40} \times Q_{40}$</td>
<td>35.2</td>
<td>8.9e-09</td>
<td>8.03e-06</td>
<td>24m 52.5s</td>
</tr>
<tr>
<td>600</td>
<td>240</td>
<td>$Q_{30} \times Q_{30} \times Q_{30} \times Q_{30} \times Q_{30} \times Q_{30} \times Q_{30} \times Q_{30}$</td>
<td>47.4</td>
<td>5.8e-10</td>
<td>5.65e-06</td>
<td>46m 39.3s</td>
</tr>
<tr>
<td>800</td>
<td>320</td>
<td>$Q_{160} \times Q_{160}$</td>
<td>32.3</td>
<td>1.3e-08</td>
<td>6.06e-06</td>
<td>41m 40.6s</td>
</tr>
<tr>
<td>800</td>
<td>320</td>
<td>$Q_{80} \times Q_{80} \times Q_{80} \times Q_{80}$</td>
<td>34.4</td>
<td>1.4e-09</td>
<td>8.25e-06</td>
<td>49m 1.1s</td>
</tr>
<tr>
<td>800</td>
<td>320</td>
<td>$Q_{40} \times Q_{40} \times Q_{40} \times Q_{40} \times Q_{40} \times Q_{40} \times Q_{40} \times Q_{40}$</td>
<td>35.7</td>
<td>2.2e-09</td>
<td>8.28e-06</td>
<td>1h 7m 7.9s</td>
</tr>
<tr>
<td>1000</td>
<td>400</td>
<td>$Q_{200} \times Q_{200}$</td>
<td>33.4</td>
<td>8.3e-10</td>
<td>8.21e-06</td>
<td>1h 2m 10.0s</td>
</tr>
<tr>
<td>1000</td>
<td>400</td>
<td>$Q_{100} \times Q_{100} \times Q_{100} \times Q_{100}$</td>
<td>34.0</td>
<td>1.1e-08</td>
<td>1.44e-06</td>
<td>1h 14m 9.3s</td>
</tr>
<tr>
<td>1000</td>
<td>400</td>
<td>$Q_{50} \times Q_{50} \times Q_{50} \times Q_{50} \times Q_{50} \times Q_{50} \times Q_{50} \times Q_{50}$</td>
<td>39.2</td>
<td>2.4e-09</td>
<td>8.56e-06</td>
<td>1h 38m 21.4s</td>
</tr>
</tbody>
</table>

7. Conclusion

In this paper, we study an inverse second-order cone quadratic programming problem in which the parameters in both the objective function and the constraint set need to be adjusted. By the duality theory, we formulate the inverse problem as a linear second-order cone complementarity constrained optimization problem with semismoothly differentiable objective function involving a mapping $x(u)$ which is defined by a Yosida-regularization. We use a smoothing function to approximate the complementarity relation and demonstrate the outer semicontinuous of the optimal solution set of the perturbed problem $(P_\mu)$. The smoothing Newton method with Armijo line search is employed to solve $(P_\mu)$ and the numerical results reported show that our algorithm is quite effective.

The methodology in this paper can be extended to solve other inverse conic optimization problems in which both the objective function and the constraint set need to be adjusted.
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