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Abstract. This is the third in a series of papers in which we study the $n$-Selmer group of an elliptic curve, with the aim of representing its elements as curves of degree $n$ in $\mathbb{P}^{n-1}$. The methods we describe are practical in the case $n = 3$ for elliptic curves over the rationals, and have been implemented in MAGMA.

One important ingredient of our work is an algorithm for trivialising central simple algebras. This is of independent interest; for example, it could be used for parametrising Brauer-Severi surfaces.

1. Introduction

Descent on an elliptic curve $E$, defined over a number field $K$, is a method for obtaining information about both the Mordell-Weil group $E(K)$ and the Tate-Shafarevich group $\text{III}(E/K)$. Indeed for each integer $n \geq 2$ there is an exact sequence

$$0 \to E(K)/nE(K) \to \text{Sel}^{(n)}(E/K) \to \text{III}(E/K)[n] \to 0,$$

where $\text{Sel}^{(n)}(E/K)$ is the $n$-Selmer group.

This is the third in a series of papers in which we study the $n$-Selmer group with the aim of representing its elements (when $n \geq 3$) as curves of degree $n$ in $\mathbb{P}^{n-1}$. Having this representation allows searching for rational points on $C$ (which in turn gives points in $E(K)$, since $C$ may be seen as an $n$-covering of $E$) and is a first step towards doing higher descents. A further application is to the study of explicit counterexamples to the Hasse Principle.

The Selmer group $\text{Sel}^{(n)}(E/K)$ is by definition a subgroup of the Galois cohomology group $H^1(K, E[n])$, which parametrises the $n$-coverings of $E$. An $n$-covering $\pi: C \to E$ represents a Selmer group element if and only if $C$ is everywhere locally soluble, i.e., $C$ has $K_v$-rational points for each completion $K_v$ of $K$. In this case it was shown by Cassels [5] that $C$ admits a $K$-rational divisor $D$ of degree $n$. When $n > 2$, we can then use the complete linear system $|D|$ to embed $C$ in $\mathbb{P}^{n-1}$. Following the terminology in [10] Section 1.3, the image is called a genus one normal curve of degree $n$. For $n = 2$ we obtain instead a double cover $C \to \mathbb{P}^1$. More precisely, Cassels’ argument shows that $\text{Sel}^{(n)}(E/K)$ is contained in the “kernel” of the obstruction map $\text{Ob}: H^1(K, E[n]) \to \text{Br}(K)$.

In the first paper of this series [10] we gave a list of interpretations of $H^1(K, E[n])$ and of the obstruction map. Then we showed how, given $\xi \in H^1(K, E[n])$, to explicitly represent $\text{Ob}(\xi)$ as a central simple algebra $A$ of dimension $n^2$ over $K$, by giving structure constants for $A$; we call $A$ the obstruction algebra. In the case
\[ \xi \in \text{Sel}^{(n)}(E/K), \text{ we have } A \cong \text{Mat}_n(K). \] Assuming the existence of a “Black Box” to compute such an isomorphism explicitly, a process we call \textit{trivialising the obstruction algebra}, we then outlined three algorithms to compute equations for \( C \subset \mathbb{P}^{n-1} \). These were called the Hesse pencil, flex algebra, and Segre embedding methods. In the second paper [11] we developed the Segre embedding method. In this paper we are again concerned with the Segre embedding method. We give further details of the algorithms and, in particular, in Section 6 we explain our method for trivialising the obstruction algebra.

Returning to general \( n \), we observe that

\[ \text{Sel}^{(mn)}(E/K) \cong \text{Sel}^{(m)}(E/K) \times \text{Sel}^{(n)}(E/K) \]

whenever \( m \) and \( n \) are coprime. Therefore for the purposes of computing Selmer groups we can restrict our attention to prime powers \( n \). Then, if \( n = p^f \) with \( f \geq 2 \), the most efficient way to proceed seems to be to first recursively compute \( \text{Sel}^{(p^{f-1})}(E/K) \), to realise the elements of that Selmer group as suitable covering curves (using the methods of this paper, for example), and then to compute the fibres of the natural map \( \text{Sel}^{(p^{f-1})}(E/K) \to \text{Sel}^{(p^{f-1})}(E/K) \) via \( p \)-descents on these covering curves. This has been worked out for \( p = 2 \) and \( f = 2 \) by Siksek [35], Merriman, Siksek and Smart [28], Cassels [6] and Womack [39]; for \( p = 2 \) and \( f = 3 \) by Stamminger [36]; and for odd \( p \) and \( f = 2 \) by Creutz [14].

In Section 2 we recall the construction of an étale algebra (that is, a product of number fields) \( R \) and a homomorphism \( \partial : R^\times \to (R \otimes R)^\times / \partial R^\times \), with elements represented by \( \rho \in (R \otimes R)^\times \), or as a subgroup of \( (R^\times / (R^\times)^n) \), with elements represented by \( \alpha \in R^\times \). The first of these works for any \( n \geq 2 \) and is better suited to the computation of the obstruction algebra and equations for \( C \). The second only works for prime \( n \), but is better suited to computing the Selmer group itself, in that the class group and unit calculations are more manageable. So in Section 2.4, we discuss how to convert from one representation to the other (from \( \alpha \) to \( \rho \)). The Segre embedding method is then reviewed in Section 3.

It is sometimes convenient to assume \( n > 2 \). For example, when \( n = 2 \) the map \( C \to \mathbb{P}^1 \) is a double cover rather than an embedding. However, if the Segre embedding method is suitably interpreted in the case \( n = 2 \), then it corresponds exactly to the classical number field method [12] for 2-descent. This is explained in [12, Section 3]. In Section 4 we give an equally explicit description of our algorithms in the case \( n = 3 \), assuming that the action of Galois on \( E[3] \) is generic. We do not give full details of the modifications required to handle the other Galois actions as this would be unduly tedious, though each case had to be handled in detail in our MAGMA implementation.

Starting with \( \alpha \in R^\times \), we write down structure constants for the obstruction algebra \( A \). Then we trivialise the algebra \( A \). Using the trivialisation, we obtain a plane cubic \( C \subset \mathbb{P}^2 \). Now, the element \( \alpha \) is typically of very large height: it comes out of a class group and unit calculation that involves many random choices. Consequently, the first equation for \( C \) which we obtain is a ternary cubic with enormous coefficients. In order to obtain a more reasonable equation, we finally

\footnote{An alternative method for 2-descent over \( K = \mathbb{Q} \), based on invariant theory, is implemented in \textit{mwrank} [8], and is competitive over a large range of curves, but seems to become impractical in other cases: when \( K \) is a larger number field, or when \( n > 2 \).}
use our algorithms for minimisation and reduction (see [13]) to make a good change of coordinates.

After we wrote our initial implementation for $K = \mathbb{Q}$ and $n = 3$, it became clear that the algorithm could be improved by carrying out steps equivalent to minimisation and reduction at an earlier stage. First, $\alpha$ should be replaced by a good representative modulo $n$th powers, as described in [19, Section 2]. Then we should choose a good basis for the obstruction algebra, so as to make the structure constants small integers. This is described in Section 5 and makes trivialising the obstruction algebra much easier. In fact, this trivialisation is again a problem of “minimisation and reduction” type. As a result, the algorithms in [13], although still required, do not need to work so hard.

In Section 6 we describe our methods for trivialising the obstruction algebra. Since our methods are of independent interest, we have made this section self-contained. For instance, our methods could be used to improve the algorithm in [24] for parametrising Brauer-Severi surfaces.

One peculiar feature of the Segre embedding method is that in our initial implementation (for $K = \mathbb{Q}$ and $n = 3$) it was necessary to multiply by a “fudge factor” $1/y$ to ensure that the projection of $C \subset \mathbb{P}(A)$ to the trace 0 subspace is contained in the rank 1 locus. The need for this factor was justified by a generic calculation (unpublished) specific to the case $n = 3$. In Section 7 we give a better explanation, based on the theory in [11], that works for all odd integers $n$.

One application of our work is that it can help find generators of large height on an elliptic curve. Indeed, the logarithmic height of a rational point on an $n$-covering is expected to be smaller by a factor $2n$ compared to its image on the elliptic curve. See [20] for a precise statement. Our work in the case $n = 3$ is a starting point both for the work on 6- and 12-descents in [18], and for the work on 9-descent in [14]. In Section 8 we illustrate our work by computing some explicit elements of $\text{III}(E/Q)[3]$. The use of our methods to compute some explicit elements of $\text{III}(E/Q)[5]$ is described in [22].

Our algorithms have been implemented in (and contributed to) MAGMA [3, Version 2.13 and later] for $K = \mathbb{Q}$ and $n = 3$. A first version of the implementation was written by Michael Stoll; it was restricted to the case of a transitive Galois action on the points of order 3. Steve Donnelly extended the part that computes the 3-Selmer group as an abstract group to cover all possible Galois actions, and Tom Fisher reworked and extended the part that turns abstract Selmer group elements into plane cubic curves, so that it also works for all possible Galois actions.

These programs are currently specific to the case $K = \mathbb{Q}$. The two main obstacles to extending them to general number fields are as follows. First, it would be necessary (unless the Galois action on $E[3]$ is smaller than usual) to compute class group and units over number fields of larger degree. Second, we do not have a suitable theory of lattice reduction over number fields. Notice that our algorithms over $K = \mathbb{Q}$ are dependent on the LLL-algorithm, first in [19, Section 2], then in Sections 5 and 8 and finally in [13]. It is possible that the algorithms described in [17] could be used here, but we have not yet investigated this further.

2. Algorithms in outline: Algebra

In this section we give an outline of the algorithms used in our implementation of explicit 3-descent on elliptic curves over $\mathbb{Q}$. However, as far as possible in this
overview, we keep to the case where $n$ is general and the base field is a general
number field $K$. Details specific to the case $n = 3$ can be found in Section 3 below. We begin with a review of the computation of the Selmer group as an
abstract group. In the following, we use $E[n]$ to denote both the group scheme
of $n$-torsion points on an elliptic curve $E$ over a field $K$ and the Galois module
$E[n](K) = E(K)[n]$. If $X$ is a finite set with $G_K$-action, then the étale algebra
of $X$ is the $K$-algebra $\text{Map}_K(X,K)$ of $G_K$-equivariant maps from $X$ to $K$; this is
simply the coordinate ring of the affine $K$-scheme whose set of $K$-points is $X$.

2.1. The étale algebra. Let $E$ be an elliptic curve over a field $K$. We will take
$K$ to be a number field later. We fix a Weierstraß equation for $E$ and denote the
coordinate functions with respect to this equation by $x$ and $y$. Let $n \geq 2$ be an
integer not divisible by the characteristic of $K$. We let $R = \text{Map}_K(E[n],K)$ be
the étale algebra of $E[n]$. This is a product of finite extensions of $K$ corresponding
to the Galois orbits on $E[n]$, where the component corresponding to the orbit of
$T \in E[n]$ is $K(T)$, the field of definition of $T$. There is always a splitting $R = K \times L$
with $K$ corresponding to the singleton orbit $\{O\}$ and $L = \text{Map}_K(E[n]\setminus\{O\},K)$. If $n$ is a prime $p$, then generically the Galois action is transitive on the points of
order $p$, and $L/K$ is a field extension of degree $p^2 - 1$.

The tensor product $R \otimes_K R$ is the étale algebra of $E[n] \times E[n]$. We denote by
$\text{Sym}^2_K(R)$ the subalgebra consisting of symmetric functions:

$$\text{Sym}^2_K(R) = \{ \rho \in R \otimes_K R \mid \rho(T_1,T_2) = \rho(T_2,T_1) \text{ for all } T_1, T_2 \in E[n] \}. $$

This is the étale algebra of the set of unordered pairs of $n$-torsion points. As before,
these algebras split into products of finite field extensions of $K$ corresponding to the
Galois orbits on $E[n] \times E[n]$ and on the set of unordered pairs of $n$-torsion points,
respectively. The algebra $\text{Sym}^2_K(R)$ contains a factor corresponding to unordered
bases of $E[n]$ as a $\mathbb{Z}/n\mathbb{Z}$-module. When $n$ is a prime $p$, then generically, the Galois
group acts transitively on these bases, and the corresponding factor of $\text{Sym}^2_K(R)$ is
a field extension of $K$ of degree $(p^2 - 1)(p^2 - p)/2$.

The group law $E[n] \times E[n] \to E[n]$ corresponds to the comultiplication homo-
morphism $\Delta_K : R \to \text{Sym}^2_K(R) \subset R \otimes_K R$. We write $\text{Tr}_K : R \otimes_K R \to R$ for
the trace map obtained by viewing $R \otimes_K R$ as an $R$-algebra via $\Delta_K$. In terms of maps we have

$$\Delta_K(\alpha) : (T_1, T_2) \mapsto \alpha(T_1 + T_2) \quad \text{and} \quad \text{Tr}_K(\rho) : T \mapsto \sum_{T_1 + T_2 = T} \rho(T_1, T_2).$$

2.2. Computation of the Selmer group: Using $w_2$. We define

$$\partial_K : R^\times \longrightarrow \text{Sym}^2_K(R)^\times$$

by

$$\alpha \mapsto \frac{\alpha \otimes \alpha}{\Delta_K(\alpha)} = \left( (T_1, T_2) \mapsto \frac{\alpha(T_1)\alpha(T_2)}{\alpha(T_1 + T_2)} \right).$$

In [10] p. 138], we defined another map $\partial$, which we here denote $\partial^{(2)}_K$ to avoid
confusion. It is given by

$$\partial^{(2)}_K : (R \otimes_K R)^\times \longrightarrow (R \otimes_K R \otimes_K R)^\times$$

by

$$\rho \mapsto \left( (T_1, T_2, T_3) \mapsto \frac{\rho(T_1, T_2)\rho(T_1 + T_2, T_3)}{\rho(T_1, T_2 + T_3)\rho(T_2, T_3)} \right).$$
We let $H_K = \text{Sym}_K^2(R)^\times \cap \ker \partial_K^{(2)}$.

Let $\mathcal{R} = R \otimes_K K$, which is the étale algebra of $E[n]$ over $K$, and let $\text{Sym}_K^2(\mathcal{R})$ be the étale algebra over $K$ of the set of unordered pairs of $n$-torsion points. Similarly, we write $\mathcal{H}$ for $H_K$. We usually abbreviate $H_K$ as $H$, and then drop the subscripts on $\Delta$, $\partial$, etc.

Let $w: E[n] \to \mathcal{R}^\times$ be given by

$$w(S): T \mapsto e_n(S, T)$$

where $e_n: E[n] \times E[n] \to \mu_n$ denotes the Weil pairing. Then it is easily seen that the image of $w$ equals the kernel of $\partial_K$. We showed in [10] that the following is an exact sequence of $G_K$-modules:

$$0 \to E[n] \xrightarrow{w} \mathcal{R}^\times \xrightarrow{\partial_K} \mathcal{H} \to 0.$$ 

Taking cohomology, this gives an isomorphism

$$w_2: H^1(K, E[n]) \to H/\partial R^\times;$$

see [10] Lemmas 3.2 and 3.5.

Recall the Kummer exact sequence

$$0 \to E(K)/nE(K) \xrightarrow{\delta} H^1(K, E[n]) \to H^1(K, E)[n] \to 0.$$ 

We now give an explicit description of the composition $w_2 \circ \delta$. For $T_1, T_2 \in E[n]$ define rational functions $r_{T_1, T_2}$ on $E$ by (compare [11 p. 67])

$$r_{T_1, T_2} = \begin{cases} 
1 & \text{if } T_1 = O \text{ or } T_2 = O, \\
x - x(T_1) & \text{if } T_1 + T_2 = O, T_1 \neq O, \\
y + y(T_1 + T_2) & \text{if } T_1 \neq O, T_2 \neq O, \\
\lambda(T_1, T_2) & \text{otherwise,}
\end{cases}$$

where $\lambda(T_1, T_2)$ denotes the slope of the line joining $T_1$ and $T_2$, or the slope of the tangent line at $T_1 = T_2$ if the points coincide. We can package these functions into a single element $r \in \text{Sym}_K^2(R)(E)^\times = \text{Map}_K(X, K(E)^\times)$, where $X$ is the $G_K$-set of unordered pairs of $n$-torsion points. We can extend $r$ to divisors on $E$ with support disjoint from $E[n]$ by defining

$$r\left(\sum_P n_P(P)\right) = \prod_P r(P)^{n_P}.$$ 

Then for a principal divisor $D = \text{div}(h)$ with support disjoint from $E[n]$ we find by Weil reciprocity

$$r_{T_1, T_2}(D) = r_{T_1, T_1}(\text{div}(h)) = h(\text{div}(r_{T_1, T_2})) = \frac{h(T_1)h(T_2)}{h(O)h(T_1 + T_2)} = \frac{1}{h(O)}(\partial h|_{E[n]})(T_1, T_2).$$

We can scale $h$ so that $h(O) = 1$; then

$$r(\text{div}(h)) = \partial h|_{E[n]} \in \partial R^\times$$

if $h \in K(E)^\times$. Therefore, we obtain a well-defined map

$$\tilde{r}: E(K) \cong \text{Pic}^0(E/K) \to H/\partial R^\times.$$ 

We then have (compare [37 Prop. 2.3]):

**Proposition 2.1.** The composition $w_2 \circ \delta$ is given by $\tilde{r}: E(K) \to H/\partial R^\times$. 

We now assume that $K$ is a number field. For a place $v$ of $K$, we write $R_v = R \otimes_K K_v$ and $H_v = H_{K_v}$. We denote the canonical map $H/\partial R^\times \to H_v/\partial R_v^\times$ by $\text{res}_v$. The maps corresponding to $\delta$ and $w_2$ that we obtain by working over $K_v$ are denoted by $\delta_v$ and $w_{2,v}$. By the definition of the $n$-Selmer group, and the fact that $w_2$ is an isomorphism, we have

$$w_2(\text{Sel}^{(n)}(E/K)) = \{ \rho \in H/\partial R^\times \mid \text{res}_v(\rho) \in \text{im}(w_{2,v} \circ \delta_v) \text{ for all places } v \text{ of } K \}.$$ 

Proposition 2.2 is valid over any field of characteristic not dividing $n$; in particular, it can be applied over $K_v$ to find $\text{im}(w_{2,v} \circ \delta_v)$. In [34] there is a discussion of how to compute images under local descent maps, which applies mutatis mutandis to the situation at hand. This gives the following result.

**Theorem 2.2.** Let $K$ be a number field, $E/K$ an elliptic curve, and $n \geq 2$. There is an algorithm that computes $\text{Sel}^{(n)}(E/K)$. It is efficient if we assume that the primes of bad reduction of $E$ and the class and unit groups of the number fields $K(\{T_1, T_2\})$ are known, where $\{T_1, T_2\}$ runs through unordered pairs of $n$-torsion points of $E$.

**Proof.** Compare Theorem 2.4 in [37] and Proposition A.15 and Theorem A.16 in [4]. Note that we can replace $H/\partial R^\times$ by a finite group that encodes the local conditions for all places outside a suitable finite set $S$ in an efficient way if we know the class and unit groups of the relevant number fields. □

As it stands, this result is rather theoretical, since the number fields that occur are in most cases too large for practical computations: as mentioned earlier, when $n$ is a prime $p$, then usually there is a component of $\text{Sym}_K^2(R)$ that is a field extension of degree $(p^2 - 1)(p^2 - p)/2$ over $K$. Even when $n = 3$ and this degree is 24, this makes unconditional computation of the class group nearly impossible in reasonable time with currently available implementations. However, when $n$ is a prime, there is a better alternative, which we describe next.

### 2.3. Computation of the Selmer group: Using $w_1$.

There is a group homomorphism (recalled from [10])

$$w_1: H^1(K, E[n]) \to R^\times/(R^\times)^n,$$

which is obtained by applying cohomology to the exact sequence

$$(1) \quad 0 \to E[n] \xrightarrow{w} \mu_n(R) \xrightarrow{\partial} \partial(\mu_n(R)) \to 0.$$ 

It is shown in [16] and [34] that when $n$ is a prime $p$, the map $w_1$ is injective for any field $K$ of characteristic different from $p$, and in [34] a description of the image is given.

We now give an explicit description of the composition $w_1 \circ \delta$. For $T \in E[n]$, let $F_T \in \overline{K}(E)^\times$ denote the function with divisor $\text{div} n(T) - n(O)$, scaled to have leading coefficient 1 in its Laurent expansion at $O$ with respect to the parameter $x/y$. We can again package the $F_T$ together in one function $F \in R(E)^\times$. In the same way as discussed earlier for $r$, $F$ induces a homomorphism

$$\overline{F}: E(K) \cong \text{Pic}^0(E/K) \to R^\times/(R^\times)^n.$$ 

We then have the following well-known fact (see for example [33] or [37]).

**Proposition 2.3.** The composition $w_1 \circ \delta: E(K) \to R^\times/(R^\times)^n$ is given by $\overline{F}$. 

The functions $F_T$ can be evaluated at a given point using Miller’s algorithm [29], which follows the computation of $nT$ and keeps track of the functions $r_{T_1,T_2}$ witnessing the intermediate sums; it is not necessary to compute an expression for $F_T$ in terms of the coordinates on a Weierstraß equation of $E$, which will be quite complicated when $n$ is large. In practice, however, even moderately large $n$ quickly make computations infeasible, so $n$ will be rather small, and it is no problem to work with an explicit expression for $F_T$ as a function. Such an expression is also helpful for computing $\varepsilon$ as defined by (7) below.

We now assume that $K$ is a number field. For a place $v$ of $K$, we denote the canonical map $R^\times/(R^\times)^n \to R_v^\times/(R_v^\times)^n$ by $\text{res}_v$. The maps corresponding to $\delta$ and $w_1$ that we obtain by working over $K_v$ are denoted by $\delta_v$ and $w_{1,v}$. If $n$ is prime, and hence $w_1$ and all $w_{1,v}$ are injective, then the $n$-Selmer group can be realised as an abstract group via

$$\text{Sel}^{(n)}(E/K) \cong R(S,n) \cap \text{im}(w_1) \cap \bigcap_{v \in S} \text{res}_v^{-1}\left(\text{im}(w_{1,v} \circ \delta_v)\right);$$

see [34]. Here $S$ is the finite set of places of $K$ specified in Step (1) below. Then $R(S,n) \subset R^\times/(R^\times)^n$ is the subgroup of elements $\alpha$ unramified outside $S$, i.e., such that the extension $R[\sqrt[n]{\alpha}]/R$ of étale algebras is unramified outside $S$.

**Theorem 2.4.** Let $K$ be a number field, $E/K$ an elliptic curve and $p$ a prime number. There is a practical algorithm that computes $\text{Sel}^{(p)}(E/K)$, given knowledge of the primes of bad reduction for $E$ and of the class groups and units of the number fields $K(T)$, where $T$ runs through points of order $p$ on $E$.

**Proof.** The algorithm proceeds in the following steps (see [34]).

1. Let $S$ be the set of places $v$ of $K$ that divide $p$ or such that the Tamagawa number of $E/K_v$ is divisible by $p$, together with the real places of $K$ when $p = 2$.
2. Construct the étale algebra $R$.
3. Compute an explicit representation of $R_1 = R(S,n) \cap \text{im}(w_1)$.
4. For each $v \in S$ construct $R_v^\times/(R_v^\times)^p$, together with the homomorphism $\text{res}_v: R(S,p) \to R_v^\times/(R_v^\times)^p$, and find $\tilde{F}(E(K_v)) \subset R_v^\times/(R_v^\times)^p$.
5. Compute $\text{Sel}^{(p)}(E/K)$ as $R_1 \cap \bigcap_{v \in S} \text{res}_v^{-1}(\tilde{F}(E(K_v))) \subset R(S,p)$. \hfill \Box

2.4. **Changing algebras.** For the purpose of constructing explicit models of $n$-coverings representing the various elements of the $n$-Selmer group, we need to represent the Selmer group elements by elements $\rho \in H$. So after computing $\text{Sel}^{(p)}(E/K)$ as in Theorem 2.4, we need to convert the elements $\alpha \in R^\times$ we obtain as representatives into elements $\rho \in H$. Note that for this purpose it is helpful to choose a small representative for the class of $\alpha$ up to $n$th powers, by applying the method in [19], Section 2, over each constituent field of $R$.

Recall that $H$ is the subgroup of elements $\rho \in \text{Sym}^2_R((R^\times)^n)$ satisfying

$$\rho(T_1,T_2 + T_3)\rho(T_2,T_3) = \rho(T_1,T_2)\rho(T_1 + T_2,T_3)$$

for all $T_1,T_2,T_3 \in E[n]$.

**Lemma 2.5.** Let $\alpha \in (R^\times)^n$ represent an element in the image of $w_1$, i.e., we have $\alpha \cdot (R^\times)^n = w_1(\xi)$ for some $\xi \in H^1(K,E[n])$. Then there exists $\rho \in H$ satisfying

$$\alpha(T) = \prod_{i=0}^{n-1} \rho(T,iT)$$

for all $T \in E[n]$. 

Then we also have \( \partial \alpha = \rho^n \) and \( \rho \cdot \partial R^x = w_2(\xi') \) for some \( \xi' \in H^1(K, E[n]) \) with \( w_1(\xi) = w_1(\xi') \).

**Proof.** This is [10], Lemma 3.8.

To convert \( \alpha \) to \( \rho \) we first extract an \( n \)th root of \( \partial \alpha \) in \( \text{Sym}^2_K(R) \). We then multiply by an \( n \)th root of unity in \( \text{Sym}^2_K(R) \) to find \( \rho \) satisfying (2) and (3). The simplest case, which occurs frequently in practice, is when \( \text{Sym}^2_K(R) \) contains no non-trivial \( n \)th roots of unity. There is then a unique choice of \( \rho \). In general we can avoid checking all the conditions in (2) by determining in advance the number of solutions for \( \rho \).

**Definition 2.6.** Let \( \Gamma \) be the group (under pointwise operations) of all maps \( \gamma: E[n] \to \mu_n \) satisfying

\[
\frac{\gamma(\sigma T_1) \gamma(\sigma T_2)}{\gamma(\sigma (T_1 + T_2))} = \sigma \left( \frac{\gamma(T_1) \gamma(T_2)}{\gamma(T_1 + T_2)} \right)
\]

for all \( \sigma \in G_K \) and \( T_1, T_2 \in E[n] \).

Let \( G \cong \text{Gal}(K(E[n])/K) \) be the subgroup of \( \text{GL}_2(\mathbb{Z}/n\mathbb{Z}) \) describing the action of \( G_K \) on \( E[n] \). The action of \( G_K \) on \( \mu_n \) is given by the determinants of these matrices. Hence \( \Gamma \) depends only on \( G \). Indeed, given generators for \( G \), it is easy to compute \( \Gamma \) using linear algebra over \( \mathbb{Z}/n\mathbb{Z} \). The following lemma shows that the number of solutions for \( \rho \) in Lemma 2.6 is \( \# \partial \Gamma = (#\Gamma)/n^2 \).

**Lemma 2.7.** (i) There is an exact sequence of abelian groups:

\[
0 \to E[n] \to \Gamma \to \partial \Gamma \to 0.
\]

(ii) \( \partial \Gamma = \{ \rho \in H : \prod_{i=0}^{n-1} \rho(T, iT) = 1 \text{ for all } T \in E[n] \} \).

**Proof.** (i) Since \( \Gamma \subset \mu_n(\mathbb{R}) \), this is obtained by restricting the exact sequence (1). We note that if \( \gamma \in w(E[n]) \), then \( \gamma: E[n] \to \mu_n \) is a group homomorphism and so clearly \( \gamma \in \Gamma \).

(ii) By [10], Corollary 3.6] every \( \rho \in H \) can be written as \( \rho = \partial \gamma \) for some \( \gamma \in \mathbb{R}^\times \).

We note that if \( \rho = \partial \gamma \), then

\[
\prod_{i=0}^{n-1} \rho(T, iT) = \gamma(T)^n.
\]

Hence the group on the right of (ii) consists of elements \( \partial \gamma \) where \( \gamma \) belongs to \( \mu_n(\mathbb{R}) = \text{Map}(E[n], \mu_n) \) and \( \partial \gamma: E[n] \times E[n] \to \mu_n \) is Galois equivariant. From Definition 2.6 we recognise this group as \( \partial \Gamma \).

**Lemma 2.8.** The kernel of \( w_1: H^1(K, E[n]) \to R^x/(R^x)^n \) is isomorphic to

\[
(\partial(\mu_n(\mathbb{R})))^G / \partial(\mu_n(\mathbb{R})) = \partial \Gamma / \partial(\mu_n(\mathbb{R})).
\]

**Proof.** This is seen by taking Galois cohomology of the short exact sequence (1) and recalling that \( w_1 \) is the composite of \( w_n : H^1(K, E[n]) \to H^1(K, \mu_n(\mathbb{R})) \) and an isomorphism \( H^1(K, \mu_n(\mathbb{R})) \cong R^x/(R^x)^n \).

In the case \( n = p \) is prime, we know that \( w_1 \) is injective. Then by Lemma 2.8 each of the \( \# \partial \Gamma \) possibilities for \( \rho \) represent the same element of \( H/\partial R^x \). The lemma
also gives a formula for \#\partial \Gamma. Writing \( \dim \) for the dimension of a \( \mathbb{Z}/p\mathbb{Z} \)-vector space we have

\[
\dim \partial \Gamma = \dim \partial(\mu_p(R)) = \dim \mu_p(R) - \dim E(K)[p].
\]

For general \( n \) we can use Lemma 2.8 to check whether \( w_1 \) is injective. For example, if \( n = 4 \) and \( E/\mathbb{Q} \) is the elliptic curve \( y^2 = x^3 + x + 2/13 \), then it can be shown that \( w_1 \) is not injective. See [12, Section 2.4] for details.

3. Algorithms in outline: Geometry

Let \( C_\xi \rightarrow E \) be the \( n \)-covering corresponding to some \( \xi \in H^1(K, E[n]) \). We show how to find an explicit model for \( C_\xi \) as a genus one normal curve, first of degree \( n^2 \) in \( \mathbb{P}^{n^2-1} \) (see Section 3.1) and then of degree \( n \) in \( \mathbb{P}^{n-1} \) (see Section 3.2).

3.1. Initial equations for the covering curves. One approach would be to start with \( \alpha \in R^\times \) representing \( \xi \). However, as explained in [12, Section 2.5], this does not work so well. Instead, we start with \( \rho \in H \) representing \( \xi \). By Proposition 2.1 we have \( w_2 \circ \delta = \tilde{\tau} \). The \( K \)-rational points on \( C_\xi \) should map to the points in \( E(K) \) whose image under \( \delta \) is \( \xi \), so whose image under \( \tilde{\tau} \) is \( w_2(\xi) = \rho \partial R^\times \). We can therefore define our covering curve using the relation \( r(P) = \rho \partial z \) with \( z \in R^\times \).

Considering the component at \( \{O, O\} \), we see that \( z_O := z(O) = 1 \). Homogenising, this reads as

\[
C_\rho = \{(P, z) \in E \times \mathbb{P}(R) : r(P)z_O \Delta(z) = \rho \cdot (z \otimes z) \} \subset E \times \mathbb{P}(R),
\]

where \( \mathbb{P}(R) \) is the projective space over \( K \) associated to the \( K \)-vector space \( R \). The covering map \( C_\rho \rightarrow E \) is given by projection to the first factor. Note that the equation in (4) is quadratic in \( z \). Over \( \overline{K} \), in terms of the coordinates \( z_T := z(T) \) for \( T \in E[n] \), the equations read

\[
r_{T_1, T_2}(P)z_Oz_{T_1}z_{T_2} = \rho(T_1, T_2)z_{T_1}z_{T_2}
\]

with \( T_1, T_2 \in E[n] \). It is shown in [11] that projecting to \( \mathbb{P}(R) \), which is equivalent to eliminating \( P \in E \), gives \( n^2(n^2 - 3)/2 \) linearly independent quadrics defining \( C_\rho \subset \mathbb{P}(R) \cong \mathbb{P}^{n^2-1} \) as a genus one normal curve of degree \( n^2 \).

The equations for \( C_\rho \subset \mathbb{P}(R) \) are obtained from

\[
(X - x_T)z_O^2 - \rho(T, -T)z_Tz_T
\]

for \( T \in E[n] \setminus \{O\} \) and

\[
(\lambda_T - \lambda(T_1, T_2))z_Oz_T - \rho(T_1, T_2)z_{T_1}z_{T_2}
\]

for \( T_1, T_2, T \in E[n] \setminus \{O\} \) with \( T_1 + T_2 = T \), by taking differences to eliminate the indeterminates \( X \) and \( \lambda_T \). In fact the equations recorded in [11, Proposition 3.7] are these differences.

3.2. Improved equations for the covering curves. Suppose \( \rho \in H \) represents an element \( \xi \in H^1(K, E[n]) \) with trivial obstruction, as defined in [10][11], for example a Selmer group element \( \xi \in \text{Sel}^{(n)}(E/K) \). In the previous section we showed how to write the covering curve \( C_\rho \) as a curve of degree \( n^2 \) in \( \mathbb{P}^{n^2-1} \). We now want to write it as a curve of degree \( n \) in \( \mathbb{P}^{n-1} \). We sketch how to do this using the Segre embedding method, as described in [10, Section 5.3] and [11].
Recall from Section 2.3 that we fixed the scaling of the functions $F_T$ with divisor $n(T) - n(O)$ so that each has leading coefficient 1 when expanded as a Laurent series in the local parameter $x/y$ at $O$. Then we define $\varepsilon \in (R \otimes K R)^\times$ by

$$
\varepsilon(T_1, T_2) = \frac{F_{T_1 + T_2}(P)}{F_{T_1}(P)F_{T_2}(P - T_1)},
$$

which is independent of $P \in E$, compare Step 2 on p. 154 in [10]. This formula for $\varepsilon$ is discussed further in Section 7. Let $\ast_{\varepsilon, \rho}$ be the new multiplication on $R$ defined by

$$
z_1 \ast_{\varepsilon, \rho} z_2 = \text{Tr}(\varepsilon \rho \cdot (z_1 \otimes z_2)).
$$

Then the obstruction algebra $A_\rho = (R, +, \ast_{\varepsilon, \rho})$ is a central simple algebra over $K$ of dimension $n^2$. Since we are assuming that $\rho$ represents an element with trivial obstruction we have $A_\rho \cong \text{Mat}_n(K)$. In Section 4 we discuss how to find such an isomorphism explicitly.

Recall that we have equations for $C_\rho \subset \mathbb{P}(R)$. Since $R$ and $A_\rho$ have the same underlying vector space, and we have now trivialised the obstruction algebra, we get $C_\rho \subset \mathbb{P}(\text{Mat}_n)$. We project $C_\rho$ away from the identity matrix onto the hyperplane of trace zero matrices. As shown in [11], the result is a curve $\tilde{C}$ lying in the locus of rank 1 matrices. In other words, the inclusion of this curve in $\mathbb{P}(\text{Mat}_n)$ factors via the Segre embedding

$$
\mathbb{P}^{n-1} \times (\mathbb{P}^{n-1})^\vee \to \mathbb{P}(\text{Mat}_n).
$$

Projecting onto a row or column gives either the degree-$n$ curve $C \to \mathbb{P}^{n-1}$ we are looking for, or its dual $C \to (\mathbb{P}^{n-1})^\vee$, which is a curve of degree $n^2 - n$.

Writing $z \in R = K \times L$ as $z = (z_O, z')$, the projection to the subspace of trace-zero matrices corresponds to eliminating $z_O$ from the equations. We note that if $T_1 + T_2 = T'_1 + T'_2 = T$ and $\{T_1, T_2\} \neq \{T'_1, T'_2\}$, then $\lambda(T_1, T_2) \neq \lambda(T'_1, T'_2)$. Assuming $n \geq 3$, it is clear by (5) and (6) that eliminating $z_O$ by linear algebra will reduce the dimension of the vector space of quadrics by exactly $n^2$. So after trivialising the algebra we have $n^2(n^2 - 5)/2$ quadrics that are a basis for the space of quadrics vanishing on

$$
\tilde{C} \subset \mathbb{P}(\text{Tr} = 0) \cong \mathbb{P}^{n^2 - 2}.
$$

Together with the quadrics that are a product of a linear form and the trace form, these span the space of quadrics vanishing on

$$
\tilde{C} \subset \mathbb{P}(\text{Mat}_n) \cong \mathbb{P}^{n^2 - 1}.
$$

**Lemma 3.1.** Let $C \subset \mathbb{P}^{n-1}$ be a genus one normal curve with homogeneous ideal $I(C) \subset K[x_1, \ldots, x_n]$. Let $\tilde{C}$ be the image of the map $C \to \mathbb{P}^{n-1} \times (\mathbb{P}^{n-1})^\vee \to \mathbb{P}(\text{Mat}_n)$ with homogeneous ideal $I(\tilde{C}) \subset K[z_{11}, z_{12}, \ldots, z_{nn}]$. If $f \in K[x_1, \ldots, x_n]$ is a homogeneous form, then

$$
f(x_1, \ldots, x_n) \in I(C) \iff f(z_{11}, z_{21}, \ldots, z_{1n}) \in I(\tilde{C}).
$$

**Proof.** This is clear since the dual curve spans $(\mathbb{P}^{n-1})^\vee$. □

The quadrics vanishing on $C \subset \mathbb{P}^{n-1}$ may now be computed by linear algebra. If $n \geq 4$, then these quadrics define $C$. In fact they generate the homogeneous ideal; see for example [30]. When $n = 3$ the equation for $C$ is a ternary cubic. In Section 4 we explain how this too may be computed using linear algebra.
4. Application to 3-descent

We give further details of our algorithms in the case \( n = 3 \). Let \( E \) be an elliptic curve over a number field \( K \). We fix an isomorphism \( E[3] \cong (\mathbb{Z}/3\mathbb{Z})^2 \), say \( T_{ij} \mapsto (i, j) \), and let \( T = T_{11} \). We assume that the Galois action on \( E[3] \) is generic, in the sense that \( \rho_{E,3} \colon G_K \to GL_2(\mathbb{Z}/3\mathbb{Z}) \) is surjective.\(^2\) Then there is a tower of number fields

\[
M = K(E[3]) \bigg/ 2 \bigg/ 3 \bigg/ L = K(T) \bigg/ 2 \bigg/ L^+ \bigg/ K
\]

where \( M^+ \) is the subfield of \( M \) fixed by \( T_{ij} \mapsto T_{ji} \) and \( L^+ \) is the subfield of \( L \) fixed by \( \sigma \colon T \mapsto -T \). We write \( \iota_{ij} : L \to M \) for the embedding given by \( T \mapsto T_{ij} \). Thus \( \iota_{11} \) is the natural inclusion and \( \iota_{ij} \circ \sigma = \iota_{-i,-j} \).

There are two orbits for the action of \( G_K \) on \( E[3] \), with representatives \( O \) and \( T \), and six orbits for the action of \( G_K \) on \( E[3] \times E[3] \), with representatives

\[
(O, O), (T, O), (O, T), (-T, -T), (T, -T), (T_{10}, T_{01})
\]

chosen so that each pair sums to either \( O \) or \( T \). Using these representatives we identify \( R = K \times L \) and, writing \( r = (r_1, r_2) \), \( s = (s_1, s_2) \) with \( r_1, s_1 \in K \), \( r_2, s_2 \in L \),

\[
R \otimes_K R \cong K \times L \times L \times L \times L \times M
\]

(8)

\[
\begin{align*}
& r \otimes s \mapsto (r_1s_1, r_2s_1, r_1s_2, r_2\sigma(s_2), r_2\sigma(s_2), \iota_{10}(r_2)\iota_{01}(s_2)).
\end{align*}
\]

The comultiplication \( \Delta : R \to R \otimes_K R \) is given by

\[
(r_1, r_2) \mapsto (r_1, r_2, r_2, r_1, r_2)
\]

and the trace map \( \text{Tr} : R \otimes_K R \to R \) by

\[
(a, b_1, b_2, b_3, b_4, c) \mapsto (a + \text{Tr}_{L/K}(b_4), b_1 + b_2 + b_3 + \text{Tr}_{M/L}(c)).
\]

In Section 2.3 we showed how to compute \( \alpha = (1, a) \in R^\times \) representing an element of \( \text{Sel}^{(3)}(E/K) \). We now compute

\[
u = \sqrt[3]{a\sigma(a)}, \quad \nu = \sqrt[3]{\iota_{10}(a)\iota_{01}(a)/a},
\]

by extracting cube roots in \( L^+ \) and \( M^+ \). Since \( \det \rho_{E,3} \) is the cyclotomic character, these fields have no non-trivial cube roots of unity. Hence \( u \) and \( v \) are uniquely determined. The elements \( \varepsilon \) and \( \rho \) in \( R \otimes_K R \) are defined by

\[
\begin{align*}
\varepsilon &= (1, 1, 1, 1, e_3(T_{10}, T_{01})), \\
\rho &= (1, 1, 1, \sigma(a)/u, u, v),
\end{align*}
\]

\(^2\)If \( K = \mathbb{Q} \), then there are exactly 8 possibilities for \( \text{im}(\rho_{E,3}) \) up to conjugacy. Our MAGMA implementation relies on a similar analysis of all 8 cases. In three of these cases the group \( \partial \Gamma \) in Section 2.3 is non-trivial.
where \( e_3: E[3] \times E[3] \to \mu_3 \) is the Weil pairing. The reader is warned that this \( \varepsilon \) is different from the one given in \( \text{[7]} \). We explain how to correct for this in Section \( \text{[7]} \). The sign convention we use for the Weil pairing does matter, but is not worth fixing here since we can correct for it later if necessary.

Let \( u_1, \ldots, u_8 \) be a basis for \( L \) over \( K \). In Section \( \text{[5]} \) we describe how to make a good choice of basis. Then \( R \) has basis \( r_1, \ldots, r_9 \) where \( r_1 = (1, 0) \) and \( r_{i+1} = (0, u_i) \). Structure constants \( c_{ijk} \in K \) for the obstruction algebra \( A = (R, +, \star_{\varepsilon p}) \) are now given by

\[
\text{Tr}(\varepsilon p \cdot (r_i \otimes r_j)) = \sum_{k=1}^{9} c_{ijk} r_k.
\]

The \( c_{ijk} \) are computed using the formulae \( \text{[8]}, \text{[9]} \) and \( \text{[10]} \). Since \( \alpha \) represents a Selmer group element we know that \( A_\alpha \cong \text{Mat}_3(K) \). In Section \( \text{[6]} \) we show how to find such an isomorphism explicitly. In other words, we find (non-zero) matrices \( M_1, \ldots, M_9 \in \text{Mat}_3(K) \) satisfying

\[
M_i M_j = \sum_{k=1}^{9} c_{ijk} M_k.
\]

We fix a Weierstraß equation \( y^2 = x^3 + ax + b \) for \( E \) and let \( T = (x_T, y_T) \). The tangent line to \( E \) at \( T \) has slope \( \lambda_T = \lambda(T, T) = (3x_T^2 + a)/(2y_T) \). We define linear forms in indeterminates \( z_1, \ldots, z_8 \),

\[
\begin{align*}
z_T &= \sum_{i=1}^{8} u_i z_i, \\
z_{-T} &= \sum_{i=1}^{8} \sigma(u_i) z_i,
\end{align*}
\]

where \( u_1, \ldots, u_8 \) is our basis for \( L \) over \( K \). Let \( Q_1 \) and \( Q_2 \) be the quadrics with coefficients in \( L^+ \) and \( M^+ \) defined by

\[
\begin{align*}
Q_1(z_0, \ldots, z_8) &= x_T z_0^2 + \rho_5 z_T z_{-T}, \\
Q_2(z_0, \ldots, z_8) &= (\lambda_T + \kappa_T) z_0 z_T - \rho_4 z_{-T} + \rho_6 z_1 z_0,
\end{align*}
\]

where the \( \rho_i \) are the components of \( \rho \) and \( \kappa_T = \frac{1}{3}(\iota_{10}(\lambda_T) + \iota_{01}(\lambda_T) - \lambda_T) \). Writing each coefficient in terms of fixed \( K \)-bases for \( L^+ \) and \( M^+ \), we obtain \( [L^+: K] = 4 \) quadrics from \( Q_1 \) and \( [M^+: K] = 24 \) quadrics from \( Q_2 \). In \( \text{[10]} \) these are called the quadrics of types I and II. We choose our basis for \( L^+ \) so that its first element is 1, and ignore the first type I quadric. The result is 27 quadrics in \( K[z_0, \ldots, z_8] \).

**Lemma 4.1.** These 27 quadrics generate the homogeneous ideal of the degree 9 curve \( C_\rho \subset \mathbb{P}(R) = \mathbb{P}^8 \).

**Proof.** Let \( v_1 = 1, v_2, v_3, v_4 \) be a basis for \( L^+ \) over \( K \). We write

\[
x_T z_0^2 + \rho(T, -T) z_T z_{-T} = \sum_{i=1}^{4} v_i q_i(z_0, \ldots, z_8)
\]

where \( q_1, \ldots, q_4 \in K[z_0, \ldots, z_8] \). Then \( \text{[5]} \) becomes

\[
\begin{align*}
X &= q_1(z_0, \ldots, z_8), \\
0 &= q_i(z_0, \ldots, z_8) \quad \text{for } i = 2, 3, 4.
\end{align*}
\]

We eliminate \( X \) by ignoring the first quadric \( q_1 \).

Next we take \( (T_1, T_2) = (T_{10}, T_{01}) \) and \( (-T, -T) \) in \( \text{[5]} \). Subtracting to eliminate \( \Lambda_T \) gives the quadric

\[
(\lambda(T_{10}, T_{01}) - \lambda(-T, -T)) z_0 z_T - \rho(-T, -T) z_{-T}^2 + \rho(T_{10}, T_{01}) z_{10} z_{01}.
\]

Assuming that

\[
(\text{12}) \quad \lambda(T_{10}, T_{01}) = \frac{1}{3}(\lambda(T_{10}, T_{10}) + \lambda(T_{01}, T_{01}) - \lambda(T, T))
\]
this is precisely the quadric $Q_2$. To complete the proof we note that $[12]$ is a special case of the following lemma. \hfill \qed

**Lemma 4.2.** Let $T_1, T_2, T_3 \in E[3] \setminus \{O\}$ with $T_1 + T_2 + T_3 = O$. Then

$$\lambda(T_1, T_2) = \frac{1}{3} \sum_{i=1}^{3} \lambda(T_i, T_i).$$

**Proof.** Let $f = y - \lambda x - \nu$ be the equation of the chord through $T_1$, $T_2$ and $T_3$ and $f_i = y - \lambda_i x - \nu_i$ the equation of the tangent line at $T_i$. As rational functions on $E$ we have $f_1 f_2 f_3 = f^3$. Expanding as power series in the local parameter $x/y$ at $O$ it follows that $\lambda = \frac{1}{3} (\lambda_1 + \lambda_2 + \lambda_3)$ as required. \hfill \qed

The remainder of the algorithm is the same for all Galois actions on $E[3]$. As specified in Section 3.2 we intersect the above space of quadrics with $K[z_1, \ldots, z_8]$ to leave an 18-dimensional space of quadrics defining the projection of $C_\rho \subset \mathbb{P}(R) = \mathbb{P}^8$ to $\mathbb{P}(L) = \mathbb{P}^7$. In other words, we eliminate the monomials $z_0 z_i$ by linear algebra. We then make the following changes of coordinates:

- A change of coordinates corresponding to pointwise multiplication by the “fudge factor” $1/\epsilon_T \in L$ (relative to the basis $u_1, \ldots, u_8$). This is to make up for the fact that the definitions of $\epsilon$ in (7) and (10) are different. We explain this further in Section 7.
- A change of coordinates corresponding to the trivialisation of the obstruction algebra.

We now have 18 quadrics in variables $z_{ij}$ where $1 \leq i, j \leq 3$. These coordinates correspond to the standard basis for $\text{Mat}_3(K)$.

**Lemma 4.3.** Substituting $z_{ij} = x_i y_j$ gives a basis for the space of $(2, 2)$-forms vanishing on the image of $C \to \mathbb{P}^2 \times (\mathbb{P}^2)^\vee$.

**Proof.** We start with a basis for the 18-dimensional space of quadrics vanishing on $\overline{C} \subset \mathbb{P}(\text{Tr} = 0)$. This may be identified with the space of quadrics vanishing on $\overline{C} \subset \mathbb{P}(\text{Mat}_3)$ that are “singular at $I_3$”. A quadric is “singular at $I_3$” if when we write it relative to a basis for $\text{Mat}_3(K)$ with first basis vector $I_3$, the first variable does not appear. Substituting $z_{ij} = x_i y_j$ gives a surjective linear map $\Phi$ from the 45-dimensional space of quadrics in $z_{11}, \ldots, z_{33}$ to the 36-dimensional space of $(2, 2)$-forms in $x_1, x_2, x_3$ and $y_1, y_2, y_3$. The kernel is spanned by the $2 \times 2$ minors of the matrix $(z_{ij})$ and is a complement to the space of quadrics “singular at $I_3$”. Thus $\Phi$ induces an isomorphism between the space of quadrics vanishing on $\overline{C} \subset \mathbb{P}(\text{Tr} = 0)$ and the space of $(2, 2)$-forms vanishing on the image of $C \to \mathbb{P}^2 \times (\mathbb{P}^2)^\vee$. \hfill \qed

We multiply each of the forms constructed in Lemma 4.3 by the $x_1$ to obtain 54 forms of bidegree $(3, 2)$. The following lemma shows that there is a ternary cubic $f$, unique up to scalars, such that $y_1^2 f(x_1, x_2, x_3)$ belongs to the span of these 54 forms. Moreover, $f$ is the equation of the curve $C \subset \mathbb{P}^2$ we are looking for.

**Lemma 4.4.** Let $C \subset \mathbb{P}^2$ be a non-singular plane cubic with equation $f = 0$. Let $V$ be the space of $(2, 2)$-forms vanishing on the image of $C \to \mathbb{P}^2 \times (\mathbb{P}^2)^\vee$. Then $y_1^2 f(x_1, x_2, x_3)$ is a $(3, 2)$-form in the ideal generated by $V$. Moreover, this is the only such polynomial up to scalars.
Proof. By Euler’s identity \(3f = \sum x_i \frac{\partial f}{\partial x_i}\), we have
\[
3y_1^2 f = x_2y_1g_{12} + x_3y_1g_{13} + \frac{\partial f}{\partial x_1}y_1\ell.
\]
where \(\ell = \sum_{i=1}^3 x_iy_i\) and \(g_{ij} = y_i \frac{\partial f}{\partial x_j} - y_j \frac{\partial f}{\partial x_i}\) are bihomogeneous forms vanishing on the image of \(C \rightarrow \mathbb{P}^2 \times (\mathbb{P}^2)^\vee\). Exactly as in the proof of Lemma 3.1 the uniqueness statement follows from the fact that the dual curve spans \((\mathbb{P}^2)^\vee\). \(\square\)

Lemma 4.4 allows us to compute the ternary cubic \(f\) by linear algebra. If we had made the wrong choice of sign for the Weil pairing, then the matrices \(M_i\) in (11) would be the transposes of the desired ones; switching the roles of the \(x_i\) and \(y_j\) corrects for this.

Our implementation in MAGMA over \(K = \mathbb{Q}\) finishes by minimising and reducing the ternary cubic as described in [13]. The covering map, computed using the classical formulae in [1], is also returned.

5. A GOOD BASIS FOR THE OBSTRUCTION ALGEBRA

The obstruction algebra \(A_\rho = (R, +, \ast_\rho, \varepsilon)\) was defined in Section 3.2. In the case \(K = \mathbb{Q}\) we explain how to choose a \(\mathbb{Q}\)-basis for \(R\) so that the structure constants for \(A_\rho\) are small integers. This is useful for the later parts of our algorithm, for example, when trivialising the obstruction algebra as described in the next section.

We recall that \(R\) is a product of number fields. Its ring of integers \(\mathcal{O}_R\) is the product of the rings of integers of these fields. A fractional ideal in \(R\) is just a tuple of fractional ideals, one for each field, and a prime ideal is a tuple where one component is a prime ideal, and all other components are unit ideals.

Let \(\alpha \in R^\times\) represent \(w_1(\xi)\) for some \(\xi \in H^1(\mathbb{Q}, E[n])\). We write \((\alpha) = b c^n\) where \(b\) is integral and \(n\)th power free. We then choose as our \(\mathbb{Q}\)-basis for \(R\) a \(\mathbb{Z}\)-basis for \(c^{-1}\) that is LLL-reduced with respect to the inner product
\[
\langle z_1, z_2 \rangle = \sum_{T \in E[n]} |\alpha(T)|^{2/n} z_1(T) \overline{z_2(T)},
\]
where the bar denotes complex conjugation. In the remainder of this section we explain why this is a good choice. Notice that in defining the inner product we have implicitly fixed an embedding \(\overline{\mathbb{Q}} \subset \mathbb{C}\).

We restrict to the case \(n\) is odd, say \(n = 2m - 1\), and take for \(\varepsilon\) the square root of the Weil pairing, i.e., \(\varepsilon(S, T) = \varepsilon_n(S, T)^m\). This is also the choice we made in Section 4 for \(n = 3\). See Section 7 for a discussion of the possible choices for \(\varepsilon\) and their relation. By definition of \(w_1\) (see [10 Section 3]) there exists \(\gamma \in \overline{R}^\times\) with \(\gamma^n = \alpha\) and \(w(\xi_\sigma) = \sigma(\gamma)/\gamma\) for all \(\sigma \in G_Q\). Then \(w_2(\xi) = \rho \partial R^\times\) where \(\rho = \partial\gamma \in (R \otimes R)^\times\).

Lemma 5.1. The structure constants for \(A_\rho\) with respect to a \(\mathbb{Z}\)-basis for \(c^{-1}\) are integers, i.e., \((c^{-1}, +, \ast_\rho, \varepsilon) \subset A_\rho\) is an order.

Proof. Let \(p\) be a prime of \(R\). Put \(r = \text{ord}_p(b)\) and \(q = \text{ord}_p(c)\) so that \(\text{ord}_p(\alpha) = qn + r\) with \(0 \leq r < n\). Let \(z_1, z_2 \in c^{-1}\). Then \(\text{ord}_p(z_i) \geq -q\) for \(i = 1, 2\). Extending \(\text{ord}_p\) to \(\overline{R}^\times\) and recalling that \(\gamma^n = \alpha\), we have \(\text{ord}_p(\gamma z_i) \geq 0\). Then
\[
\begin{align*}
z_1 \ast_\rho z_2 &= \text{Tr}(\varepsilon \rho \cdot (z_1 \otimes z_2)) \\
&= \gamma^{-1} \text{Tr}(\varepsilon \cdot (\gamma z_1 \otimes \gamma z_2)).
\end{align*}
\]
Since \( \varepsilon \in R \otimes_K R \) is integral and the trace map \( \text{Tr}: R \otimes_K R \to R \) preserves integrality we deduce \( \text{ord}_p(z_1 *_{\varepsilon_p} z_2) \geq -(qn + r)/n \). Since this valuation is an integer we must therefore have \( \text{ord}_p(z_1 *_{\varepsilon_p} z_2) \geq -q \). Repeating for all primes \( p \) of \( R \) it follows that \( z_1 *_{\varepsilon_p} z_2 \in \varepsilon^{-1} \) as required. \( \Box \)

Recall that we fixed an embedding \( \overline{Q} \subset \mathbb{C} \), and write \( E[n] \) for \( E[n](\overline{Q}) = E[n](\mathbb{C}) \). Let \( \tau \in G_\mathbb{Q} \) be complex conjugation. Since \( n \) is odd we have \( H^1(\mathbb{R}, E[n]) = 0 \) and so \( \tau(\gamma)/\gamma = w(\xi_p) = w(\gamma(S) - S) \) for some \( S \in E[n] \). Therefore, dividing \( \gamma \) by \( w(S) \) we may assume that \( \gamma: E[n] \to \overline{Q} \) is \( G_\mathbb{R} \)-equivariant. It follows by [10, Lemma 4.6] that pointwise multiplication by \( \gamma \) defines an isomorphism \( A_\rho \otimes \mathbb{R} \cong A_1 \otimes \mathbb{R} \).

Let \( T_1, T_2 \) be a basis for \( E[n] \) with \( T_1 = T_1, T_2 = -T_2 \) and \( e_n(T_1, T_2) = \zeta_n \). We define

\[
\begin{align*}
h(T_1) &= \begin{pmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1 \\
1 & 0 & 0 & \cdots & 0 
\end{pmatrix}, & h(T_2) &= \begin{pmatrix}
1 & 0 & 0 & \cdots & 0 \\
0 & \zeta_n & 0 & \cdots & 0 \\
0 & 0 & \zeta_n^2 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & \zeta_n^{n-1} 
\end{pmatrix},
\end{align*}
\]

and

\[
h: E[n] \to \text{Mat}_n(\mathbb{C})
\]

\[
rT_1 + sT_2 \mapsto \zeta_n^{-rs/2} h(T_1)^r h(T_2)^s
\]

where the exponent of \( \zeta_n \) is an element of \( \mathbb{Z}/n\mathbb{Z} \). It may be verified that

\[
h(S)h(T) = \varepsilon(S, T)h(S + T)
\]

for all \( S, T \in E[n] \). Hence there is an isomorphism \( A_1 \otimes \mathbb{C} \cong \text{Mat}_n(\mathbb{C}) \) given by \( z \mapsto \sum_T z(T)h(T) \). Since this isomorphism respects complex conjugation it restricts to an isomorphism \( A_1 \otimes \mathbb{R} \cong \text{Mat}_n(\mathbb{R}) \).

Composing the isomorphisms defined in the previous two paragraphs gives a trivialisation of \( A_\rho \) over \( \mathbb{R} \), i.e.,

\[
A_\rho \otimes \mathbb{R} \cong \text{Mat}_n(\mathbb{R}); \quad z \mapsto \sum_{T \in E[n]} \gamma(T)z(T)h(T).
\]

We use this trivialisation first to compute the discriminant of the order in Lemma 5.1 and then to explain why we chose the inner product (14). The discriminant \( \text{Disc}(R) \) of \( R \) is the product of the discriminants of the constituent fields. The norm of \( b \subset O_R \) is \( \text{Norm} b = \#(O_R/b) \).

**Lemma 5.2.** The order \( O = (\varepsilon^{-1}, +, *_{\varepsilon_p}) \subset A_\rho \) has discriminant

\[
n^2 (\text{Norm} b)^{2/n} \text{Disc}(R).
\]

**Proof.** Let \( r_1, \ldots, r_{n^2} \) be a \( \mathbb{Z} \)-basis for \( \varepsilon^{-1} \) mapping to matrices \( M_1, \ldots, M_{n^2} \) (say) under the trivialisation (15). We write \( \text{Trd} \) for the reduced trace on \( A_p \), as defined in Section 6.1. Then the discriminant of \( O \) is \( \text{Disc}(O) = \det(\text{Trd}(r_1 r_2))_{ij} = \det(\text{Tr}(M_i M_j))_{ij} \). But

\[
\text{Tr}(h(S)h(T)) = \begin{cases} n & \text{if } S + T = O, \\ 0 & \text{otherwise.} \end{cases}
\]
Noting that $-1$ is an even permutation of $E[n]$ we compute
\[ \text{Disc}(\mathcal{O}) = \det(n \sum_{T \in E[n]} \gamma(T) r_i(T) \gamma(-T) r_j(-T))_{i,j} = n^{n^2} \left( \prod_{T \in E[n]} \gamma(T)^2 \right) \left( \det(r_i(T))_{i,T} \right)^2. \]

By considering the basis for $\overline{R} = \text{Map}(E[n], \overline{K})$ consisting of indicator functions it is clear that for $z \in R$ we have $\text{Tr}_{R/\mathbb{Q}}(z) = \sum_T z(T)$ and $N_{R/\mathbb{Q}}(z) = \prod_T z(T)$. Since $\gamma$ is $G_R$-equivariant we also have $\prod_T \gamma(T) \in R$. Hence $\prod_T \gamma(T)^2 = |N_{R/\mathbb{Q}}(\alpha)|^{2/n}$ and
\[ \left( \det(r_i(T))_{i,T} \right)^2 = \text{Disc}(r_1, \ldots, r_{n^2}) = (\text{Norm} \epsilon)^{-2} \text{Disc}(R). \]

Recalling that $(\alpha) = b\epsilon^n$ the result is now clear. $\Box$

**Remark 5.3.** If we start with a Selmer group element, then the discriminant computed in Lemma 5.2 is a product of primes dividing $n$ and primes of bad reduction for $E$. Indeed, if $p$ is a prime of $R$ not dividing any of these primes, then $\text{ord}_p(\alpha) \equiv 0 \pmod{n}$. The term $\text{Disc}(R)$ is of the stated form by (the easier implication of) the criterion of Néron-Ogg-Shafarevich.

Next we give some justification for our choice of inner product. See also Section 6.5 and the example in Section 8.

**Lemma 5.4.** The real trivialisation identifies the inner product with (a scalar multiple of) the standard Euclidean inner product on $\text{Mat}_n(\mathbb{R}) \cong \mathbb{R}^{n^2}$. 

**Proof.** Extending $\langle \cdot, \cdot \rangle$ to an inner product on $\text{Mat}_n(\mathbb{C})$ we have
\[ \langle h(S), h(T) \rangle = \begin{cases} n & \text{if } S = T, \\ 0 & \text{otherwise.} \end{cases} \]

Therefore, if $z_1, z_2 \in R$ map to $M_1, M_2 \in \text{Mat}_n(\mathbb{R})$, then
\[ \langle M_1, M_2 \rangle = n \sum_{T \in E[n]} |\gamma(T)|^2 z_1(T) z_2(T) = n \sum_{T \in E[n]} |\alpha(T)|^{2/n} z_1(T) z_2(T). \]

In principle we could now bound the size of the structure constants. But in practice the structure constants are much smaller than these bounds would suggest.

We encounter a similar situation at the end of Section 6.

6. Inside the "Black Box": How to trivialise a matrix algebra

Our work on $n$-descent on elliptic curves requires us to make the Hasse principle explicit. In the case $n = 2$ this means we have to solve a conic in order to represent a 2-Selmer group element as a double cover of $\mathbb{P}^1$ rather than as an intersection of quadrics in $\mathbb{P}^3$. In this section we discuss the general case and, in particular, give an algorithm that is practical when $K = \mathbb{Q}$ and $n = 3$. See [27] for a complexity analysis of our method and its natural generalisation to arbitrary $K$ and $n$. 
6.1. **Central simple algebras.** We recall some standard theory. See for example [38, Part II]. Let \( K \) be a field. A central simple algebra \( A \) over \( K \) is a finite-dimensional algebra over \( K \) with centre \( K \) and no two-sided ideals (except 0 and \( A \)). Wedderburn’s Theorem states that \( A \) is then isomorphic to a matrix algebra over a division algebra (i.e., skew field) \( D \) with centre \( K \). The Brauer group \( \text{Br}(K) \) of \( K \) is the set of equivalence classes of central simple algebras over \( K \), where \( A \) and \( A' \) are equivalent if they are matrix algebras over the same division algebra \( D \). The group law is given by tensor product, i.e., \([A] \cdot [A'] = [A \otimes_K A']\), and the inverse of \([A]\) is the class of the opposite algebra \( A^{\text{op}} \) obtained by reversing the order of multiplication. The identity element is the class of matrix algebras over \( K \).

If \( A \) is a central simple algebra over \( K \) and \( L/K \) is any field extension, then \( A_L = A \otimes_K L \) is a central simple algebra over \( L \). The reduced trace and norm are defined as \( \text{Trd}(a) = \text{tr}(\varphi(a)) \) and \( \text{Nrd}(a) = \det(\varphi(a)) \) where \( \varphi: A_K \cong \text{Mat}_n(K) \) is an isomorphism of \( K \)-algebras. These definitions are independent of the choice of \( \varphi \) by the Noether-Skolem theorem. Likewise, we define the rank of \( a \in A \) to be the rank of \( \varphi(a) \).

Now let \( K \) be a number field. For each place \( v \) of \( K \) there is a natural map \( \text{Br}(K) \rightarrow \text{Br}(K_v) \) given by \( [A] \mapsto [A_{K_v}] \). We recall [31, Section 32] that \( A_{K_v} \) is a matrix algebra over \( K_v \) for all \( v \) outside a finite set of places depending on \( A \). It is then one of the main results of class field theory that the map

\[
\text{Br}(K) \rightarrow \bigoplus_{v \in M_K} \text{Br}(K_v)
\]

is injective. Explicitly, this says that a central simple algebra \( A \) over \( K \) can be **trivialised**, i.e., is isomorphic to a matrix algebra over \( K \), if and only it can be trivialised everywhere locally. In particular, deciding whether a central simple algebra over \( K \) can be trivialised is essentially a local problem, given some global information restricting the places to consider to a finite set. The latter usually involves factorisation.

6.2. **Statement of the problem.** The problem we address is rather different. Given a \( K \)-algebra \( A \) known to be isomorphic to \( \text{Mat}_n(K) \), we would like to find such an isomorphism explicitly. More specifically, we want a practical algorithm that takes as input a list of structure constants \( c_{ijk} \in K \), giving the multiplication on \( A \) relative to a \( K \)-basis \( a_1, \ldots, a_{n^2} \) by the rule

\[
a_i a_j = \sum_k c_{ijk} a_k,
\]

and returns as output a basis \( M_1, \ldots, M_{n^2} \) for \( \text{Mat}_n(K) \) satisfying

\[
M_i M_j = \sum_k c_{ijk} M_k.
\]

The output is far from unique, as we are free to conjugate the \( M_i \) by any fixed matrix in \( \text{GL}_n(K) \).

6.3. **Zero-divisors.** Let \( A \) be a central simple algebra of dimension \( n^2 \) over a field \( K \). If \( n \) is prime, then by Wedderburn’s theorem either \( A \cong \text{Mat}_n(K) \) or \( A \) is a division algebra. In particular, \( A \cong \text{Mat}_n(K) \) if and only if it contains a zero-divisor.
Once we have found a zero-divisor it is easy to find a trivialisation \( A \cong \text{Mat}_n(K) \). More generally, i.e., dropping our assumption that \( n \) is prime, it is enough to find \( x \in A \) of rank \( r \) with \( (r, n) = 1 \). Indeed, as \( A \)-modules we have \( Ax \cong M^r \) and \( A \cong M^n \) where \( M \) is the unique faithful simple module. By taking kernels (or cokernels) of sufficiently general \( A \)-linear maps we can apply Euclid’s algorithm to the dimensions and so explicitly compute \( M \). Since the natural map \( A \to \text{End}_K(M) \cong \text{Mat}_n(K) \) is an isomorphism, this gives the required trivialisation of \( A \).

6.4. Maximal orders. Let \( A \) be a central simple algebra of dimension \( n^2 \) over \( \mathbb{Q} \). An order in \( A \) is a subring \( \mathcal{O} \subset A \) whose additive group is a free \( \mathbb{Z} \)-module of rank \( n^2 \). Thus a \( \mathbb{Q} \)-basis \( a_1 = 1, a_2, \ldots, a_{n^2} \) for \( A \) is a \( \mathbb{Z} \)-basis for an order \( \mathcal{O} \) if and only if the structure constants are integers. We can reduce to this case by clearing denominators. The discriminant of \( \mathcal{O} \) is defined as

\[
\text{Disc}(\mathcal{O}) = |\det(\text{Trd}(a_i a_j)_{ij})|.
\]

A maximal order \( \mathcal{O} \subset A \) is an order that is not a proper subring of any other order in \( A \). It is shown in \([31, \text{Section 25}]\) that all maximal orders in \( \text{Mat}_n(\mathbb{Q}) \) have the same discriminant, which we denote \( \text{Disc}(A) \). Moreover if, for \( p \) a prime, \( A_{\mathbb{Q}_p} \cong \text{Mat}_{\kappa_p}(D_p) \) where \( D_p \) is a division algebra over \( \mathbb{Q}_p \) with \( [D_p : \mathbb{Q}_p] = m_p^2 \), then

\[
\text{Disc}(A) = \left( \prod_p p^{(m_p-1)\kappa_p} \right)^n.
\]

By the injectivity of \([16]\) it follows that \( A \cong \text{Mat}_n(\mathbb{Q}) \) if and only if \( \text{Disc}(A) = 1 \) and \( A_{\mathbb{R}} \cong \text{Mat}_n(\mathbb{R}) \). In fact, we can dispense with the real condition, in view of the description of the image of \([16]\) also given by class field theory.

It is well known that every maximal order in \( \text{Mat}_n(\mathbb{Q}) \) is conjugate to \( \text{Mat}_n(\mathbb{Z}) \). By computing a maximal order our original problem (in the case \( K = \mathbb{Q} \)) is reduced to the following: given structure constants for a ring known to be isomorphic to \( \text{Mat}_n(\mathbb{Z}) \), find such an isomorphism explicitly.

6.5. Lattice reduction. Let \( L \subset \mathbb{R}^m \) be a lattice and suppose \( L \) is spanned by the rows of an \( m \) by \( m \) matrix \( B \). Then \( \det L = |\det B| \) depends only on \( L \) and not on \( B \). By the geometry of numbers, \( L \) contains a non-zero vector \( x \) with

\[
||x||^2 \leq c(\det L)^{2/m}
\]

where \( c \) is a constant depending only on \( m \). Here, \( ||x|| = (\sum_{i=1}^m x_i^2)^{1/2} \) is the usual Euclidean norm. The best possible value of \( c \) is called Hermite’s constant and denoted \( \gamma_m \). Blichfeld \([2]\) has shown that

\[
\gamma_m^m \leq \left( \frac{2}{\pi} \right)^m \Gamma \left( 1 + \frac{m+2}{2} \right)^2.
\]

Let \( A \) be a central simple algebra over \( \mathbb{Q} \) of dimension \( n^2 \). For \( n \in \{3, 5\} \) the following argument gives a direct proof that if \( A_{\mathbb{Q}_p} \cong \text{Mat}_n(\mathbb{Q}_p) \) for all primes \( p \), then \( A \cong \text{Mat}_n(\mathbb{Q}) \). This should be viewed as generalising the geometry of numbers proof of the Hasse principle for conics over \( \mathbb{Q} \). First, let \( \mathcal{O} \) be a maximal order in \( A \). Since \( n \) is odd we may trivialise \( A \) over the reals, and hence identify \( \mathcal{O} \) as a subring of \( \text{Mat}_n(\mathbb{R}) \). We identify \( \text{Mat}_n(\mathbb{R}) = \mathbb{R}^{n^2} \) in the obvious way. Then

\[
\text{Disc}(\mathcal{O}) = (\det B)^2 \text{Disc}(\text{Mat}_n(\mathbb{Z})).
\]
where $B$ is an $n^2$ by $n^2$ matrix whose rows are a basis for $O$. Our local assumptions show by [13] that $\text{Disc}(O) = 1$. Since $\text{Disc}(\text{Mat}_n(\mathbb{Z})) = 1$ it follows that $\det O = |\det B| = 1$. Hence by the geometry of numbers there is a non-zero matrix $M \in O \subset \text{Mat}_n(\mathbb{R})$ with $||M||^2 \leq \gamma_{n^2}$. Blichfeldt’s bound [19] gives

$$
\gamma_9 \leq \frac{2}{\pi} \left( \frac{12!}{2^{126}\pi} \right)^{2/9} \approx 2.24065,
\gamma_{25} \leq \frac{2}{\pi} \left( \frac{28!}{2^{2814}\pi} \right)^{2/25} \approx 4.29494.
$$

Hence $||M||^2 < n$. Applying the Gram Schmidt algorithm to the columns of $M$, we can write $M = QR$ where $Q$ is orthogonal and $R$ is upper triangular, say with diagonal entries $r_1, \ldots, r_n$. Then by the AM-GM inequality

$$
|\det M|^{2/n} = \left( \prod_{i=1}^{n} r_i^2 \right)^{1/n} \leq \frac{1}{n} \sum_{i=1}^{n} r_i^2 \leq \frac{1}{n} ||R||^2 = \frac{1}{n} ||M||^2 < 1.
$$

But $\det M$ is the reduced norm of an element of $O$, and therefore an integer. Hence $\det M = 0$, i.e., $M$ is a zero-divisor. As we have seen, this implies that $A \cong \text{Mat}_n(\mathbb{Q})$ (recall that $n$ is prime).

This proof suggests the following algorithm. Starting with a $\mathbb{Q}$-algebra $A$, known to be isomorphic to $\text{Mat}_n(\mathbb{Q})$, we perform the following steps.

- Compute a maximal order $O \subset A$. See, for example, [26], [32], [23], or the MAGMA implementation by de Graaf.
- Trivialise $A$ over the reals. In practice (for $n$ odd) we split the algebra by a number field of odd degree, and then take a real embedding.
- Use the real trivialisation to embed $O$ as a lattice in $\text{Mat}_n(\mathbb{R}) \cong \mathbb{R}^{n^2}$. Then compute an LLL-reduced basis for $O$.
- Search through small linear combinations of the basis elements of $O$ until we find an element with reducible minimal polynomial. If $n$ is prime we can then compute a trivialisation as described in Section 6.3.

In practice for $n \in \{3, 5\}$ the first basis vector of $O$ is a zero-divisor, and so no searching is required in the final stage. The bounds in the LLL-algorithm are, unfortunately, not quite strong enough to prove this. In the case $n = 3$ we were able to rectify this by proving an analogue of Hunter’s theorem [25], [7, Theorem 6.4.2]. We omit the details. For general $n$ the algorithm still finds a basis for $A$ with respect to which the structure constants are small integers, and is therefore worth applying before attempting any other method (for example using norm equations).

We give some theoretical justification for the last remark. Suppose $O \subset \text{Mat}_n(\mathbb{R})$ has basis $M_1, \ldots, M_{n^2}$. As observed above, the $n^2$ by $n^2$ matrix $B$ whose $i$th row contains the entries of $M_i$ has determinant 1. So by Cramer’s rule the structure constants, defined by (17), satisfy

$$
|c_{ijk}| \leq ||M_i M_j|| \prod_{s \neq k} ||M_s||.
$$

The LLL algorithm bounds $\prod_{i=1}^{n^2} ||M_i||$ by a constant depending only on $n$. So either $||M_i|| < \sqrt{n}$ for some $i$, in which case we have found a zero-divisor, or the $||M_i||$ are bounded by a constant depending only on $n$. In this latter case, by (20) and the fact $||M_i M_j|| \leq ||M_i|| \cdot ||M_j||$, the structure constants are also bounded by
a constant depending only on \( n \). These constants turn out to be rather large, but fortunately, the method works much better in practice.

7. Projecting to the rank 1 locus

In this section we explain the “fudge factor” \( 1/y_T \) used in our description (see Section 4) of the Segre embedding method in the case \( n = 3 \).

Let \( E/K \) be an elliptic curve. We write \( \tau_P : E \to E \) for translation by \( P \in E \).

The theta group of level \( n \) for \( E \) is
\[
\Theta_E = \{(f, T) \in \mathcal{K}(E)^\times \times E[n] : \text{div}(f) = \tau_T^*(n(O)) - n(O)\}
\]
with group law
\[
(f_1, T_1) * (f_2, T_2) = (\tau_{T_2}^*(f_1)f_2, T_1 + T_2).
\]

It sits in an exact sequence
\[
0 \to \mathbb{G}_m \xrightarrow{\alpha} \Theta_E \xrightarrow{\beta} E[n] \to 0
\]
where the structure maps \( \alpha \) and \( \beta \) are given by \( \alpha : \lambda \mapsto (\lambda, O) \) and \( \beta : (f, T) \mapsto T \).

The commutator is given by the Weil pairing, i.e., \( xy^{-1}y^{-1} = \alpha e_n(\beta x, \beta y) \) for all \( x, y \in \Theta_E \).

The construction of the obstruction algebra depends on an element \( \varepsilon \in (R \otimes_K R)^\times \). In [10] it is shown that we can take
\[
\varepsilon(T_1, T_2) = \frac{\phi(T_1)\phi(T_2)}{\phi(T_1 + T_2)}
\]
where \( \phi : E[n] \to \Theta_E \) is any Galois equivariant set-theoretic section for \( \beta \). This element has the property that
\[
\varepsilon(T_1, T_2)\varepsilon(T_2, T_1)^{-1} = e_n(T_1, T_2).
\]

If we change \( \phi \) by multiplying by an element \( z \in R^\times \), viewed as a map \( E[n] \to \mathcal{K}_E \), then \( \varepsilon \) is multiplied by \( \varepsilon z \). It is shown in [10] Lemma 4.6] that this does not change the obstruction algebra (up to isomorphism).

**Theorem 7.1.** For \( T \in E[n] \) let \( F_T \in \mathcal{K}(E) \) be the rational function with divisor \( n(T) - n(O) \), scaled as specified in Section 4. Let \( \varepsilon \in (R \otimes_K R)^\times \) be as defined in [7], and let \( e \in (R \otimes_K R)^\times \) be the Weil pairing. If \( n \) is odd, say \( n = 2m - 1 \), then \( e^m = \varepsilon \partial u \) where \( u \in R^\times \) is defined by \( u(0) = 1 \) and \( u(T) = -1/F_{T}(mT) \) for \( T \in E[n] \setminus \{O\} \).

**Proof.** One choice of \( \phi \) is to take
\[
\phi(T) = (F_T, -T)^{-1} = (\tau_T^*(1/F_T), T).
\]

Then
\[
\phi(T_1)\phi(T_2) = (\tau_{T_1}^*(1/F_{T_1}), T_1) * (\tau_{T_2}^*(1/F_{T_2}), T_2)
= (\tau_{T_1 + T_2}^*(1/F_{T_1})\tau_{T_2}^*(1/F_{T_2})T_1, T_2)
= \frac{\tau_{T_1 + T_2}^*(F_{T_1 + T_2})}{\tau_{T_1}^*(F_{T_1})\tau_{T_2}^*(F_{T_2})}\phi(T_1 + T_2).
\]

By (21) this gives the formula (7) for \( \varepsilon \). We recall from [10] Section 3) that when \( n \) is odd, say \( n = 2m - 1 \), an alternative choice of \( \varepsilon \), suggested by (22), is
\[
\varepsilon(T_1, T_2) = e_n(T_1, T_2)^m.
\]
Taking $P$ as required.

This choice of $\varepsilon$ corresponds to choosing $\phi$ so that $\iota(\phi(T)) = \phi(T)^{-1}$ and $\phi(T)^n = 1$ for all $T \in E[n]$, where $\iota : \Theta_E \to \Theta_E$ is the involution $(f,T) \mapsto (f \circ [-1], -T)$. Indeed, applying the involution $\iota$ to 

$$\phi(T_1)\phi(T_2) = \varepsilon(T_1, T_2)\phi(T_1 + T_2)$$

gives 

$$\phi(T_1)^{-1}\phi(T_2)^{-1} = \varepsilon(T_1, T_2)\phi(T_1 + T_2)^{-1}$$

and so 

$$e_n(T_1, T_2) = \phi(T_1)\phi(T_2)\phi(T_1)^{-1}\phi(T_2)^{-1} = \varepsilon(T_1, T_2)^2$$

as required.

The formulae (7) and (23) differ by $\partial u$ where $u \in R^\times$ satisfies 

$$\iota(u(T))F_T, -T) = (u(T)F_T, -T)^{-1},$$

$$(u(T)F_T, -T)^n = 1,$$

equivalently, 

(24) 

$$u(T)^2F_T(P)F_T(T - P) = 1,$$

(25) 

$$u(T)^n \prod_{i=0}^{n-1} F_T(P + iT) = 1,$$

where $P \in E$ is arbitrary, subject to avoiding the zeros and poles of these functions. Taking $P = mT$ in (24) gives 

$$u(T) = \pm 1/F_T(mT).$$

What matters for the application of Theorem 7.1 is that the sign here is independent of $T \in E[n] \setminus \{O\}$. If Galois acts transitively on $E[n] \setminus \{O\}$, then this is already clear. In general we use (25) and the following lemma.

**Lemma 7.2.** Let $n \geq 3$ be an odd integer and $O \neq T \in E[n]$ a point of order $r$.
Then the rational function 

$$g_i : P \mapsto F_T(P + iT)F_T(P + (1 - i)T)$$

satisfies 

$$g_i(O) = \begin{cases} u(T)^{-2} & \text{if } i \not\equiv 0, 1 \pmod{r}, \\ -u(T)^{-2} & \text{if } i \equiv 0, 1 \pmod{r}. \end{cases}$$

**Proof.** By (24) the rational function 

$$h_i : P \mapsto F_T(-P + iT)F_T(P + (1 - i)T)$$

is constant with value $u(T)^{-2}$. If $i \not\equiv 0, 1 \pmod{r}$, then $g_i$ and $h_i$ take the same value at $P = O$. If $i \equiv 0, 1 \pmod{r}$, then an extra minus sign arises since $F_T$ has a pole of odd order at $O$. Indeed, expanding $F_T$ as a power series in $t = x/y$ about $O$, it is clear that the rational function $P \mapsto F_T(-P)/F_T(P)$ takes value $-1$ at 

$P = O$. 

To compute the product in (25) we put $P = O$ in 

$$\prod_{i=0}^{n-1} F_T(P + iT) = F_T(P + mT) \prod_{i=1}^{m-1} g_i(P)$$

and use Lemma 7.2. Since $n/r$ is odd if follows that $u(T) = -1/F_T(mT)$ for all 

$T \in E[n] \setminus \{O\}$. 

$\square$
If $n = 3$, then relative to the Weierstraß equation $y^2 = x^3 + ax + b$ we have

$$F_T(x, y) = (y - y_T) - \lambda_T(x - x_T)$$

where $\lambda_T$ is the slope of the tangent line at $T = (x_T, y_T)$. Therefore,

$$u(T) = -1/F_T(-T) = 2/y_T.$$

In Section 3.2 following [11], we took $\varepsilon$ given by (7). In Sections 4 and 5 we took $\varepsilon$ given by (23). This difference does not matter when computing the obstruction algebra, but it does matter when we subsequently compute equations using the Segre embedding method. For instance, if we used the wrong $\varepsilon$ then it would not be true (after projection to the trace zero subspace) that we get a curve in the rank 1 locus of $E/\mathbb{Q}$. In view of [10, Lemma 4.6] the situation is remedied by multiplying by the factor $u(T)$. Here we use the usual pointwise multiplication in $R$. In Section 3 we used the factor $1/y_T$. The constant 2, or indeed any scalar in $K^\times$, can be ignored since the scalar matrices act trivially on projective space.

8. Example

We illustrate our work by using it to compute some explicit elements of order 3 in the Tate-Shafarevich group of an elliptic curve. See the MAGMA file stored with the arXiv version of this paper [12] for further details of the calculations. Other applications of our work are discussed in the introduction and at the end of this section.

Let $E/\mathbb{Q}$ be the elliptic curve

$$y^2 + xy = x^3 + x^2 - 1154x + 15345$$

labelled 681b1 in [9]. This curve has generic 3-torsion in the sense that the map $\rho_{E,3} : G_\mathbb{Q} \to \text{GL}_2(\mathbb{Z}/3\mathbb{Z})$ is surjective. We work with the Weierstraß equation $y^2 = x^3 + a_4 x + a_6$ where $a_4 = -1496259$ and $a_6 = -693495810$. Relative to this Weierstraß equation a 3-torsion point is given by $T = (x_T, y_T)$ where

$$x_T = 12u^6 - 36u^2 + 2115, \quad y_T = -2820u^7 - 144u^5 + 16920u^3 - 662268u,$$

and $u$ is a root of $f(X) = X^8 - 6X^4 + 235X^2 - 3$. The slope of the tangent line at $T$ is $\lambda_T = (3x_T^2 + a_4)/(2y_T) = -3u^7 + 15u^3 - 705u$.

Using the algorithm in [34] (a summary is given in Section 2.3) we find that $\text{Sel}^3(E/\mathbb{Q}) \cong (\mathbb{Z}/3\mathbb{Z})^2$. One of the non-trivial elements is represented by

$$a = \frac{1}{18}(u^6 - u^4 - 9u^3 - 5u^2 - 27u - 3).$$

In this example we find the corresponding plane cubic.

Let $L = \mathbb{Q}(u)$ and $M = L(v)$ where $v$ is a root of

$$g(X) = \frac{f(X)}{X^2 - u^2} = X^6 + u^2X^4 + (u^4 - 6)X^2 + u^6 - 6u^2 + 235.$$ 

We also put $L^+ = \mathbb{Q}(u^2)$ and $M^+ = L(v^2)$. Let $\sigma$ and $\tau$ be the automorphisms generating $\text{Gal}(L/L^+)$ and $\text{Gal}(M/M^+)$. The polynomial $f(X)$ splits over $M$ with roots $\pm u$, $\pm v$, $\pm u_{10}$ and $\pm u_{01}$. There are embeddings $\iota_{10} : L \to M$ and $\iota_{01} : L \to M$ given by $u \mapsto u_{10}$ and $u \mapsto u_{01}$. We choose $u_{10}$ and $u_{01}$ so that $\tau(u_{10}) = u_{01}$ and $\iota_{10}(T) + \iota_{01}(T) = T$. 
Following the description in Section 4 we put

$$R = \mathbb{Q} \times L \quad \text{and} \quad R \otimes R = \mathbb{Q} \times L \times L \times L \times L \times M.$$  

Then $\alpha = (1, a)$ and $\rho = (1, 1, 1, \sigma(a)/s, s, t/s)$ where $s = -u^2$ and

$$t = \frac{1}{486} (u^7 - u^5 - 5u^3 - 27u^2 + 240u - 27)v^4$$
$$+ \frac{1}{486} (-2u^7 + 2u^5 - 27u^4 + 10u^3 - 237u + 27)v^2$$
$$+ \frac{1}{162} (-u^7 - 9u^6 + u^5 + 86u^3 + 54u^2 - 240u + 45).$$

We put $\varepsilon = (1, 1, 1, 1, \zeta_3)$ where $\zeta_3 \in M$ is a primitive cube root of unity. It is not worth recording our choice of $\zeta_3$ since a different choice only has the effect of reversing the order of multiplication in the obstruction algebra.

The basis for $L$ as a $\mathbb{Q}$-vector space suggested in Section 5 is

$$u_1 = 1,$$
$$u_2 = \frac{1}{3} (-u^7 + 6u^3 - 235u),$$
$$u_3 = \frac{1}{18} (80u^7 - 9u^6 + 481u^3 + 54u^2 + 18795u - 2124),$$
$$\vdots$$
$$u_7 = \frac{1}{54} (97u^7 - 9u^6 + 2u^5 - 584u^4 + 63u^2 + 22785u - 2133),$$
$$u_8 = \frac{1}{54} (462u^7 - 53u^6 + 6u^5 - u^4 - 2769u^3 + 319u^2 + 108549u - 12423).$$

Then $R$ has basis $r_1, \ldots, r_9$ where $r_1 = (1, 0)$ and $r_{i+1} = (0, u_i)$. Let $A$ be the obstruction algebra $(R, +, \ast_{\varepsilon \rho})$ with basis $a_1, \ldots, a_9$ corresponding to $r_1, \ldots, r_9$.

Then $a_1$ is the identity, and left multiplication by $a_2$ is given by

$$a_2^2 = -3a_3 - 3a_5 - 3a_6,$$
$$a_2a_3 = 2a_2 + 3a_3 + 3a_8,$$
$$\vdots$$
$$a_2a_8 = 7a_2 - 3a_3 + 9a_4 - 3a_8,$$
$$a_2a_9 = -3a_1 + 4a_2 + 3a_3 - 3a_5 + 6a_6 - 3a_7 + 3a_8.$$

We do not record the full table of structure constants, but note that the above sample is typical in that most entries are single digit integers. The basis vectors $a_i$ have minimal polynomials

$$X - 1, \ X^3 + 162, \ X^3 - 12X - 227, \ X^2, \ X^3 - 12X - 470, \ X^3 - 12X - 470,$$
$$X^3 - 147X - 367, \ X^3 - 201X + 1307, \ X^3 + 123X + 254.$$

Notice that $a_4$ is a zero-divisor, so in this example it is particularly easy to find a trivialisation.

The discriminant of $L$ is $3^{11} \cdot 227^4$ and the ideal generated by $a$ is a cube. The order with basis the $a_i$ has discriminant $|\det(\text{Trd}(a_i a_j))| = 3^{20} \cdot 227^4$ as predicted.
by Lemma 5.2. A basis for a maximal order in $A$ is given by

$$
\begin{align*}
    b_1 &= \frac{1}{3}(a_1 + 56a_6 + 126a_7 + 101a_8 + 2438a_9), \\
    b_2 &= \frac{1}{2043}(3a_2 + 38a_4 + 471a_5 + 95432a_6 + 50049a_7 + 75876a_8 + 1408079a_9), \\
    b_3 &= \frac{1}{2043}(a_3 + 167a_4 + 543a_5 + 175106a_6 + 57658a_7 + 87258a_8 + 1872296a_9), \\
    b_4 &= \frac{1}{5}(a_4 + 529a_6 + 2041a_9), \\
    b_5 &= \frac{1}{5}(a_5 + 159a_6 + 105a_7 + 160a_8 + 2802a_9), \\
    b_6 &= \frac{1}{3}(a_6 + a_9), \\
    b_7 &= \frac{1}{5}(a_7 + 8a_9), \\
    b_8 &= \frac{1}{3}(a_8 + 8a_9), \\
    b_9 &= a_9
\end{align*}
$$

with minimal polynomials

\begin{align*}
    X^3 - X^2 + 67882988X + 153570178243, & \quad X^3 + 46000395X + 93752525874, \\
    X^3 + 80434914X + 198363227932, & \quad X^3 + 4444433X + 1099577331, \\
    X^3 + 84844655X + 243745052250, & \quad X^3 - 3X, \\
    X^3 + 725X + 3507, & \quad X^3 + 671X + 9393, \quad X^3 + 123X + 254.
\end{align*}

In defining the $b_i$ we have not made use of the fact the $a_i$ are already LLL-reduced with respect to a real trivialisation. The simplest way to correct for this is to run LLL on the rows of the change of basis matrix. So instead of the $b_i$ we consider the basis

$$
\begin{align*}
    b_1' &= \frac{1}{2043}(-12a_2 - 63a_3 - 4a_4 - 73a_6 + 18a_7 + 8a_9), \\
    b_2' &= \frac{1}{2043}(-81a_2 - 28a_3 - 27a_4 + 18a_6 + 8a_7 + 54a_9), \\
    &\quad \vdots \\
    b_8' &= \frac{1}{2043}(-36a_2 + 37a_3 + 48a_4 + 138a_5 - 81a_6 - 173a_7 - 90a_8 + 24a_9), \\
    b_9' &= \frac{1}{2043}(-681a_1 - 27a_2 - 85a_3 - 9a_4 + 6a_6 - 73a_7 + 18a_9)
\end{align*}
$$

with minimal polynomials

$$
X^2, \quad X^2, \quad X^2 - X, \quad X^3 - X, \quad X^3, \quad X^3 - X, \quad X^3 - X, \quad X^2 + X.
$$

Now every vector in our basis is a zero-divisor! Recall that to find a trivialisation we only needed to find one zero-divisor. Using the method in Section 6.3 we find a trivialisation:

\begin{align*}
    a_1 &\mapsto \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, &
    a_2 &\mapsto \begin{pmatrix} 6 & -6 & 3 \\ 6 & -6 & 0 \\ 0 & -9 & 0 \end{pmatrix}, &
    a_3 &\mapsto \begin{pmatrix} -4 & -3 & -3 \\ 0 & 2 & -3 \\ 9 & -9 & 2 \end{pmatrix}, \\
    a_4 &\mapsto \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 12 & 15 & 0 \end{pmatrix}, &
    a_5 &\mapsto \begin{pmatrix} 2 & 3 & 3 \\ 0 & -4 & 3 \\ 18 & -18 & 2 \end{pmatrix}, &
    a_6 &\mapsto \begin{pmatrix} 2 & 9 & -6 \\ 0 & 2 & -6 \\ -9 & 9 & -4 \end{pmatrix}, \\
    a_7 &\mapsto \begin{pmatrix} -5 & 3 & 3 \\ 0 & -11 & 3 \\ -9 & -9 & 16 \end{pmatrix}, &
    a_8 &\mapsto \begin{pmatrix} 1 & -12 & 3 \\ -12 & -8 & 3 \\ -9 & 9 & 7 \end{pmatrix}, &
    a_9 &\mapsto \begin{pmatrix} 7 & -9 & -3 \\ 9 & -11 & 6 \\ 15 & -15 & 4 \end{pmatrix}.
\end{align*}
We recall that $R = \mathbb{Q} \times L$ and $L$ has basis $u_1, \ldots, u_8$. The space of quadrics vanishing on the projection of $C_\rho \subset \mathbb{P}(R)$ to $\mathbb{P}(L)$ has basis

$$q_1 = z_4 z_6 - z_5 z_6 - z_5 z_7 + z_6 z_8 + z_7 z_8,$$
$$q_2 = 2z_1 z_6 - z_3 z_6 + z_4 z_5 + z_5^2 - z_5 z_8 - 2z_6 z_7 + z_6 z_8,$$
$$q_3 = -z_1 z_6 - z_3 z_6 - 2z_4 z_5 + z_4 z_8 + z_5^2 - z_5 z_8 + z_6 z_8,$$
$$\vdots$$
$$q_{18} = z_1^2 - z_1 z_3 - z_1 z_4 + z_1 z_5 + 2z_1 z_6 - z_1 z_7 - z_2 z_4 + 2z_2 z_5 - 2z_2 z_6 - 2z_3^2 + 2z_3 z_4 - 2z_3 z_6 - z_3 z_7 + 3z_4 z_5 + 2z_4^2 - z_4 z_5 + z_4 z_6 - 4z_4 z_7 - z_4 z_8 + z_5 z_6 + 3z_5 z_7 + z_5 z_8 + z_6^2 + 2z_6 z_7 + z_6 z_8 - z_7^2 - z_8^2.$$

Multiplication by the factor $1/y_R \in L$ (relative to the basis $u_1, \ldots, u_8$) followed by the above trivialisation, prompts us to substitute

$$
\begin{pmatrix}
 z_1 \\
 z_2 \\
 z_3 \\
 z_4 \\
 z_5 \\
 z_6 \\
 z_7 \\
 z_8 \\
\end{pmatrix}
= 
\begin{pmatrix}
-70 & -54 & 144 & 12 & 86 & 423 & 6 & -48 & -16 \\
360 & 615 & 1128 & -444 & -510 & 663 & -372 & 207 & 150 \\
160 & -180 & -621 & 222 & -257 & 648 & 174 & 291 & 97 \\
 3 & -24 & -267 & 24 & -192 & -21 & 87 & 81 & 189 \\
-105 & -81 & -270 & 18 & 129 & 27 & 9 & -72 & -24 \\
 252 & -72 & -801 & 72 & -333 & 423 & 261 & 243 & 81 \\
\end{pmatrix}
\begin{pmatrix}
 z_{11} \\
 z_{12} \\
 z_{13} \\
 z_{14} \\
 z_{15} \\
 z_{16} \\
 z_{17} \\
 z_{18} \\
\end{pmatrix}.
$$

Next we substitute $z_{ij} = x_i y_j$ to give 18 forms of bidegree $(2, 2)$. Multiplying each of these by the $x_i$ gives 54 forms of bidegree $(3, 2)$. We then solve by linear algebra for the ternary cubic $F_1$ (unique up to scalars) such that $y_1^2 F_1(x_1, x_2, x_3)$ belongs to the span of these forms:

$$F_1(x, y, z) = 3x^3 - 13x^2 y + 4x^2 z + 2xy^2 + xyz - y^3 - 5y^2 z - y^2 z^2 + z^3.$$  

This is the ternary cubic corresponding to $a$. Since $E(\mathbb{Q})/3E(\mathbb{Q}) = 0$ it represents a non-trivial element of $\text{III}(E/\mathbb{Q})[3]$. In general, we now minimise and reduce using the algorithms in [13]. However, in this example we find that $F_1$ is already minimised and close to being reduced.

Repeating for different $a$ we find that the other non-trivial elements of $\text{III}(E/\mathbb{Q})[3]$ are represented by

$$F_2(x, y, z) = x^3 + 6x^2 y + 4x^2 z + 4xy^2 + 5xyz + 2xz^2 + y^3 - 3y^2 z + 7yz^2 + 6z^3,$$
$$F_3(x, y, z) = x^3 - 2x^2 y - x^2 z - 7xyz + 8x^2 z + 4y^3 - 5y^2 z + 6yz^2 + z^3,$$
$$F_4(x, y, z) = x^3 - 2x^2 z + 4xy^2 + 3xyz - 5x^2 z - y^3 + 6y^2 z + 2yz^2 + 7z^3.$$  

We recall that inverses in the 3-Selmer group are represented by the same cubic but with different covering maps. Thus our 3-descent programs return a list of $(3^s - 1)/2$ ternary cubics where $s$ is the dimension of the Selmer group as an $F_3$-vector space.

We have computed equations for all elements of $\text{III}(E/\mathbb{Q})[3]$ for all elliptic curves $E/\mathbb{Q}$ of conductor $N_E < 300000$. The results can be found on the website [21]. In compiling this list we only ran our programs on the elliptic curves with analytic order of III divisible by 3, and did not compute the class groups rigorously.
completeness of our list remains conditional on the Birch–Swinnerton-Dyer conjecture. It is, however, unconditional that every cubic in our list is a counterexample to the Hasse Principle.

Some further examples, illustrating that the kernel of the obstruction map for 3-coverings is not a group, are included in the arXiv version of this paper [12].
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