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Abstract. We construct an interpolation operator that does not increase the total variation and is defined on continuous first degree finite elements over Cartesian meshes for any dimension $d$ and right triangular meshes for $d = 2$. The operator is stable and exhibits second order approximation properties in any $L^p$, $1 \leq p \leq \infty$. With the help of it we provide improved error estimates for discrete minimizers of the total variation denoising problem and for total variation flows. We also explore computationally the limitations of the total variation diminishing property over non-Cartesian meshes.

1. Introduction

The approximation of weakly differentiable functions by polynomials is a very useful tool when trying to understand the behavior of such functions. In fact, S.L. Sobolev himself [30] used a kind of averaged Taylor polynomial to discuss equivalent norms in the celebrated spaces that now bear his name. Polynomial approximation also plays a crucial role in numerics, as it is the basis of the analysis of finite element methods and discretization techniques of partial differential equations. It is of no surprise then, that there exists several different constructions and that the approximation properties of such polynomials are well studied. We refer the reader to [11–16,26,29] for a by no means exhaustive list that refers, mostly, to such results in the finite element method context.

The quasitotality of the aforementioned works construct an operator that is well defined in $L^1(\Omega)$ (see Section 2 for notation) and is stable in $L^p(\Omega)$ for $p \geq 1$. In addition, their approximation properties are studied when the functions belong to certain Sobolev spaces. However, in problems dealing with free discontinuities or connected with geometric features such as minimization of coarea; mean curvature flows and others, it is most natural to work in the space $BV(\Omega)$ and so the need for an approximation theory by piecewise polynomials in this space arises.

In prior work [7] we dealt with such issue by first regularizing the function and then taking the Lagrange interpolant of the regularization. By properly choosing the regularization parameter as a function of the mesh size, we were able to obtain the properties that served our purposes. However, much simpler arguments and better results would have been possible if a $TV$ diminishing interpolant was...
available. In other words, we wonder about an operator

\[(\text{TVD}) \quad \Pi_h : L^1(\Omega) \to X_h : \int_\Omega |\nabla \Pi_h w| \leq \int_\Omega |\nabla w|, \quad \forall w \in BV(\Omega), \]

where we denote by $X_h$ the finite element space; note that the stability constant in (TVD) is 1. The purpose of this work is to construct such an operator under the, rather stringent, geometric assumption that the underlying mesh is Cartesian and the finite element space is made of continuous piecewise linear or multilinear elements. Moreover, by means of computational counterexamples we show that, without this geometric assumption, it is not possible to construct an operator that satisfies (TVD).

We organize our presentation as follows. Notation, functional and discrete spaces are introduced in Section 2. The core of our discussion is Section 3 where we construct our TV diminishing interpolant for periodic functions on quadrilateral elements and prove its main properties. The extension to nonperiodic functions is in Section 4 and to simplicial meshes is provided in Section 5. Some applications are discussed in Section 6; namely we provide error estimates for total variation minimization and total variation flows. Finally, in Section 7 we discuss the existence of TV diminishing operators for more general meshes and alternative definitions of the total variation.

2. Notation and preliminaries

In what follows we consider either $\Omega = S^1 \times S^1$ (the two-dimensional torus) or $\Omega = (0,1)^2$ (the unit square). Our arguments can be extended without difficulty to more space dimensions. If $z \in \mathbb{R}^2$ we denote its coordinates by $z = (z^1, z^2)$.

We denote by $L^p(\Omega)$ with $p \in [1, \infty]$ the space of Lebesgue integrable functions with exponent $p$. Sobolev spaces will be denoted by $W^{s,p}(\Omega)$, where $s \in \mathbb{R}$ is the differentiability order. Whenever $X$ is a normed space, we denote by $\|\cdot\|_X$ its norm.

We say that a function $w \in BV(\Omega)$ (is of bounded variation), if $w \in L^1(\Omega)$ and its derivative in the sense of distributions is a Radon measure. To simplify notation, we will use $\nabla w$ to denote such measures. We define the total variation (TV) by

\[(2.1) \quad TV(w) = \int_\Omega |\nabla w|, \]

with $|\cdot|$ being the $\ell^1$-norm in $\mathbb{R}^2$, and we endow the space $BV(\Omega)$ with the norm

\[\|w\|_{BV} = \|w\|_{L^1} + TV(w).\]

We refer the reader to \cite{1,33} for the most relevant facts about such functions.

Remark 2.2 (Alternative definitions of the total variation). One could define the total variation using any $\ell^p$-norm of the gradient. In other words, for $p \in [1, \infty]$ we can define

\[(2.3) \quad TV_p(w) = \int_\Omega |\nabla w|_{\ell^p} = \sup \left\{ \int_\Omega w \text{div} \ z : z \in C^1(\Omega) : |z|_{\ell^p} \leq 1, \frac{1}{p} + \frac{1}{q} = 1 \right\}, \]

where, for $x = (x_1, \ldots, x_d)^\top \in \mathbb{R}^d$, $|x|_{\ell^t} = \sum_{k=1}^d |x_k|^t$, $t \in [1, \infty)$ with the usual modification for $t = \infty$. Notice that with this notation $TV = TV_1$ which, for instance, is the usual choice in the study of multidimensional nonlinear conservation laws \cite{23} equation (A.19)]. Evidently, any choice of $p \in [1, \infty]$ in the definition of
TV\textsubscript{p} leads to the same space $BV(\Omega)$ algebraically and topologically. However, for a given function, the actual value of its total variation might change. The implications of choosing a particular definition of variation will be discussed in more detail in Section 7.

To carry out the finite element discretization, we introduce the number of points in each direction $N_i \in \mathbb{N}, i = 1, 2$. The mesh size in each direction is

$$h_i = \frac{1}{N_i}, \quad i = 1, 2.$$  

The nodes of the mesh are

$$z_{k,l} = (kh_1, lh_2), \quad k = 0, N_1, \ l = 0, N_2.$$ 

The triangulation

$$T = \{T_{k,l}\}_{k=0,l=0}^{N_1-1,N_2-1}$$

is made of rectangles

$$T_{k,l} = \{z \in \mathbb{R}^2 : z_{k,l}^1 < z^1 < z_{k+1,l}^1, \ z_{k,l}^2 < z^2 < z_{k,l+1}^2\}.$$ 

Clearly $\Omega = \bigcup_{T \in \mathcal{T}} \overline{T}$. On the basis of such a triangulation we define

$$X_h = \{w_h \in C^0(\overline{\Omega}) : w_h|_T \in \mathbb{Q}_1, \ \forall T \in \mathcal{T}\}.$$ 

Notice that, given the special structure of the mesh, if we denote by $\Lambda_{k,l}$ the Lagrange basis function associated with node $z_{k,l}$, then

$$\Lambda_{k,l}(z) = \lambda_1(z^1)\lambda_2(z^2),$$

where $\lambda_i, i = 1, 2$, denotes the one-dimensional Lagrange basis function associated with node $z_i$ on a mesh of size $h_i$. We discuss right triangles in Section 5.

### 3. TV diminishing interpolant: periodic domains

In this section we construct the TV diminishing interpolation operator in the torus, $\Omega = S^1 \times S^1$, and prove some of its approximation properties. It is based on a weighted averaged Taylor polynomial as in [11,12,16] but, to better exploit the symmetries related to our mesh, we use a very specific weighting function.

To begin with, let $\chi_I$ be the characteristic function of the interval $I$ and set

$$\psi^i = \frac{1}{h_i} \chi_{[-h_i/2, h_i/2]}, \quad i = 1, 2.$$ 

Notice that $\int \psi^i = 1$ and $\|\psi^i\|_{L^\infty} = 1/h_i$. The weighting function is then

$$\psi(z) = \psi^1(z^1)\psi^2(z^2).$$

Notice that

$$Q = \text{supp } \psi = \left[ -\frac{h_1}{2}, \frac{h_1}{2} \right] \times \left[ -\frac{h_2}{2}, \frac{h_2}{2} \right].$$

Given a function $w \in L^1(\Omega)$, similarly to [11,12,16], we define

$$W_{k,l} = \int_Q w(z_{k,l} + \zeta)\psi(\zeta) \, d\zeta \in \mathbb{R}.$$ 

The interpolant $\Pi_h w \in X_h$ is the unique function that satisfies

$$\Pi_h w(z_{k,l}) = W_{k,l}.$$ 

The stability of this operator is as follows.
Lemma 3.5 \((L^p\text{-stability})\). The operator \(\Pi_h : L^1(\Omega) \to X_h\) is well defined and stable in any \(L^p(\Omega)\), \(1 \leq p \leq \infty\), namely
\[
\|\Pi_h w\|_{L^p} \leq \|w\|_{L^p}, \quad \forall w \in L^p(\Omega).
\]

Proof. It suffices to show (3.6) for \(p = 1\) and \(p = \infty\). The intermediate powers will follow by function space interpolation. Estimate (3.6) for \(p = \infty\) is evident. To obtain the \(L^1\)-estimate we consider \(T_{\kappa,\ell} \in \mathcal{T}\) and
\[
\|\Pi_h w\|_{L^1(T_{\kappa,\ell})} = \int_{T_{\kappa,\ell}} \sum_{k=\kappa,\ell}^{\kappa+1,\ell+1} W_{k,l} \Lambda_{k,l}(z) \, dz \leq \sum_{k=\kappa,\ell}^{\kappa+1,\ell+1} |W_{k,l}| \int_{T_{\kappa,\ell}} \Lambda_{k,l}(z) \, dz,
\]
Notice that, if \(k = \kappa, \kappa + 1\) and \(l = \ell, \ell + 1\),
\[
\int_{T_{\kappa,\ell}} \Lambda_{k,l}(z) \, dz = \int_{z_{k,\ell}^1}^{z_{k,\ell}^{1+1}} \lambda_k^1(z) \, dz \int_{z_{\ell,\ell}^2}^{z_{\ell,\ell}^{2+1}} \lambda_\ell^2(z^2) \, dz^2 = \frac{1}{4} h_1 h_2.
\]
By definition (3.3),
\[
|W_{k,l}| \leq \frac{1}{h_1 h_2} \int_{z_{k,\ell}^1}^{z_{k,\ell}^{1+1}} |w(\zeta)| \, d\zeta.
\]
From the considerations given above it follows that
\[
\|\Pi_h w\|_{L^1} = \sum_{\kappa=0,\ell=0}^{N_1-1,N_2-1} \|\Pi_h w\|_{L^1(T_{\kappa,\ell})} \leq \frac{1}{4} \sum_{\kappa=0,\ell=0}^{N_1-1,N_2-1} \sum_{k=\kappa,\ell}^{\kappa+1,\ell+1} \int_{z_{k,\ell}^1}^{z_{k,\ell}^{1+1}} |w(\zeta)| \, d\zeta,
\]
To conclude, it suffices to notice that every vertex belongs to exactly four cells. \(\square\)

The main result of this contribution is the following.

Theorem 3.7 \((\text{TV diminishing; periodic case})\). The operator \(\Pi_h : L^1(\Omega) \to X_h\) defined in (3.4) satisfies \((\text{TVD})\).

Proof. Notice that, thanks to the particular structure of the Cartesian mesh \(\mathcal{T}\), the basis functions satisfy
\[
\partial_1 \Lambda_{k,l} = (\lambda_k^1)' \lambda_\ell^2 = \pm \frac{1}{h_1} \lambda_\ell^2.
\]
If \(w \in C^1(\Omega)\) and \(T = T_{k,\ell} \in \mathcal{T}\), then
\[
\partial_1 \Pi_h w|_T = W_{k,l} \left( -\frac{1}{h_1} \right) \lambda_\ell^2 + W_{k+1,l} \left( \frac{1}{h_1} \right) \lambda_\ell^2
\]
\[
+ W_{k,l+1} \left( -\frac{1}{h_1} \right) (1 - \lambda_\ell^2) + W_{k+1,l+1} \left( \frac{1}{h_1} \right) (1 - \lambda_\ell^2)
\]
\[
= \frac{1}{h_1} (W_{k+1,l} - W_{k,l}) \lambda_\ell^2 + \frac{1}{h_1} (W_{k+1,l+1} - W_{k,l+1}) (1 - \lambda_\ell^2),
\]
where we have used that, for every \(l\), we have \(\lambda_\ell^2 + \lambda_{\ell+1}^2 \equiv 1\) on \([z_{k,l}^1, z_{k,l+1}^2]\). In view of the definition of \(W_{k,l}\), given in (3.3), we can write
\[
W_{k+1,l} - W_{k,l} = \int_Q \left( w(z_{k+1,l} + \zeta) - w(z_{k,l} + \zeta) \right) \psi(\zeta) \, d\zeta
\]
\[
= h_1 \int_Q \int_0^1 \partial_1 w(s z_{k+1,l} + (1-s) z_{k,l} + \zeta) \psi(\zeta) \, ds \, d\zeta.
\]
Notice that, at this point, it was essential to have a \( C^1 \) function. Notice also that
\[
\int_T \lambda_I^2(z^2) \, dz = \int_T (1 - \lambda_I^2(z^2)) \, dz = \frac{1}{2} |T| = \frac{1}{2} h_1 h_2.
\]

With these observations we estimate the local variation in the first coordinate direction of the interpolant as
\[
\int_T \left| \partial_1 \Pi_h w(z) \right| \, dz \leq \frac{1}{2} h_1 h_2 \int_T \int_Q \left| \partial_1 w(sz_{k+1,l} + (1-s)z_{k,l} + \zeta) \right| \psi(\zeta) \, ds \, d\zeta
+ \frac{1}{2} h_1 h_2 \int_Q \int_0^1 \left| \partial_1 w(sz_{k+1,l+1} + (1-s)z_{k,l+1} + \zeta) \right| \psi(\zeta) \, ds \, d\zeta.
\]

The total variation in the first coordinate direction is then
\[
\int_\Omega \left| \partial_1 \Pi_h w \right| = \sum_{l=0}^{N_2-1} \sum_{k=0}^{N_1-1} \int_{T_{k,l}} \left| \partial_1 \Pi_h w(z) \right| \, dz
\leq \frac{1}{2} h_1 h_2 \int_Q \sum_{l=0}^{N_2-1} \sum_{k=0}^{N_1-1} \int_0^1 \left| \partial_1 w(sz_{k+1,l} + (1-s)z_{k,l} + \zeta) \right| \psi(\zeta) \, ds \, d\zeta
+ \left| \partial_1 w(sz_{k+1,l+1} + (1-s)z_{k,l+1} + \zeta) \right| \psi(\zeta) \, ds \, d\zeta.
\]

Introduce the change of variables \((0,1) \ni s \mapsto \sigma_k = (z_{k,l}^1 + \zeta, z_{k,l+1}^1 + \zeta^1)\) given by
\[
\sigma_k = sz_{k+1,l} + (1-s)z_{k,l+1} + \zeta^1,
\]
and notice that with it we can add over \( k \) to obtain
\[
\int_\Omega \left| \partial_1 \Pi_h w \right| \leq \frac{1}{2} h_2 \int_Q \sum_{l=0}^{N_2-1} \left( \int_0^1 \left| \partial_1 w(\sigma, \zeta^2 + lh_2) \right| \, d\sigma \right) \psi(\zeta) \, d\zeta
\leq h_2 \int_{h_1/2}^{h_1/2} \psi(\zeta^1) \, d\zeta \sum_{l=0}^{N_2-1} \int_{h_2/2}^{h_2/2} \int_0^1 \left| \partial_1 w(\sigma, \zeta^2 + lh_2) \right| \psi(\zeta^2) \, d\sigma \, d\zeta^2,
\]
where, to arrive at the last inequality, we have used the definition of \( \psi \) given in (3.1). Finally, we recall that \( \|\psi^2\|_{L^\infty} = \frac{1}{h_2}, \int_0^1 \psi^2 = 1, \) and
\[
\sum_{l=0}^{N_2-1} \int_{h_2/2}^{h_2/2} \int_0^1 \left| \partial_1 w(\sigma, \zeta^2 + lh_2) \right| \, d\sigma \, d\zeta^2 = \int_\Omega \left| \partial_1 w \right|,
\]
to conclude the proof for a \( C^1 \) function \( w \) and definition (2.1) of TV.

In general, i.e., \( w \in BV(\Omega) \setminus C^1(\Omega) \), we use an approximation argument. We recall [33] Theorem 5.3.3 that smooth functions are dense in \( BV(\Omega) \) under strict convergence. In other words, there is a sequence \( \{w_n\}_{n \in \mathbb{N}} \subset C^\infty(\Omega) \) such that
\[
\lim_{n \to \infty} \|w_n - w\|_{L^1} = 0, \quad \limsup_{n \to \infty} TV(w_n) \leq TV(w).
\]
Since \( TV(\Pi_h w_n) \leq TV(w_n) \) for all \( n \in \mathbb{N} \), we deduce
\[
TV(\Pi_h w) = \lim_{n \to \infty} TV(\Pi_h w_n) \leq \liminf_{n \to \infty} TV(w_n) \leq TV(w),
\]
and thus conclude the proof. \( \square \)

The approximation properties of this operator are summarized in the following.
Theorem 3.9 (Approximation). Let \( h = \max \{ h_i : i = 1, 2 \} \). If \( w \in BV(\Omega) \), then
\[
\| w - \Pi_h w \|_{L^1} \leq c h \text{ TV}(w),
\]
with \( c > 0 \) a geometric constant. If \( w \in BV(\Omega) \cap L^p(\Omega) \) with \( p > 1 \), then for all \( q \in [1, p] \),
\[
\| w - \Pi_h w \|_{L^q} \leq c h^{1-s} \text{TV}(w)^{1-s} \| w \|_{L^p}^s, \quad \frac{1}{q} = \frac{1-s}{1} + \frac{s}{p}.
\]
If \( w \in W^q_p(\Omega) \) with \( 1 \leq p \leq \infty \), then
\[
\| w - \Pi_h w \|_{L^p} \leq c h^2 \| w \|_{W^q_p}.
\]

Proof. For (3.12) we use the symmetries of the mesh and the averaging procedure. In other words, if \( w \in \mathcal{P}_1 \), then \( w(z_{k,l}) = W_{k,l} \) and \( \Pi_h w = w \). This, together with an argument à la Bramble-Hilbert, implies the result.

Estimate (3.11) follows from (3.6) and (3.10) using the well-known function space interpolation inequality [31]
\[
\| w \|_{L^q} \leq \| w \|_{L^1}^{1-s} \| w \|_{L^p}^s, \quad \frac{1}{q} = \frac{1-s}{1} + \frac{s}{p}.
\]

We only sketch the proof of the first statement, as the arguments are similar to those used to obtain Theorem 3.7. We write
\[
\| w - \Pi_h w \|_{L^1} = \sum_{\kappa, \ell=0}^{N_1-1, N_2-1} \int_{T_{\kappa, \ell}} | w - \Pi_h w |,
\]
and estimate the local differences as
\[
| w - \Pi_h w | \leq | w - W_{k_0,l_0} | + | W_{k_0,l_0} - \Pi_h w |,
\]
where \( (k_0, l_0) \) is such that \( z_{k_0,l_0} \) is a vertex of \( T_{\kappa, \ell} \). Provided that \( w \in C^1(\Omega) \) the bound on the first term is immediate for if \( z \in T_{\kappa, \ell} \),
\[
| w(z) - W_{k_0,l_0} | = \left| \int (w(z) - w(z_{k_0,l_0} + \zeta)) \psi(\zeta) d\zeta \right| \\
\leq c h \int \int | \nabla w(sz + (1-s)(z_{k_0,l_0} + \zeta)) | \psi(\zeta) ds d\zeta,
\]
so that
\[
\sum_{\kappa, \ell=0}^{N_1-1, N_2-1} \int_{T_{\kappa, \ell}} | w - W_{k_0,l_0} | \leq c h \int_{\Omega} | \nabla w |,
\]
because \( \| \psi \|_{L^\infty} = (h_1 h_2)^{-1} = | T_{\kappa, \ell} |^{-1} \). For the second term we recall that the basis functions form a partition of unity, whence
\[
| W_{k_0,l_0} - \Pi_h w(z) | = \left| W_{k_0,l_0} \sum_{k=\kappa, l=\ell}^{\kappa+1, \ell+1} \Lambda_{k,l}(z) - \sum_{k=\kappa, l=\ell}^{\kappa+1, \ell+1} W_{k,l} \Lambda_{k,l}(z) \right| \\
\leq \sum_{k=\kappa, l=\ell}^{\kappa+1, \ell+1} \Lambda_{k,l}(z) | W_{k,l} - W_{k_0,l_0} |,
\]
Using, again, the differentiability properties of \( w \),
\[
| W_{k,l} - W_{k_0,l_0} | \leq h \int \int | \nabla w(sz_{k,l} + (1-s)(z_{k_0,l_0} + \zeta)) | ds \psi(\zeta) d\zeta,
\]
which, employing the facts that $|\Lambda_{k,l}(z)| \leq 1$ and $\|\psi\|_{L^\infty} = (h_1 h_2)^{-1}$, implies

$$
\sum_{\kappa, \ell = 0}^{N_1 - 1, N_2 - 1} \int_{T_{\kappa, \ell}} |\Pi_h w - W_{k_0, l_0}| \leq c h \int_{\Omega} |\nabla w|.
$$

The proof concludes via a density argument with $C^1$ functions.
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4. TV DIMINISHING INTERPOLANT: NONPERIODIC DOMAINS

Let us describe two possible ways of modifying our construction in the case $\Omega = (0, 1)^2$. Both constructions will satisfy (TVD) and possess optimal approximation properties in the space $BV(\Omega)$, so that all the results presented in Section 6 still hold in this case. Property (3.12) however, will no longer be valid in general.

4.1. Interpolation based on homotetic transformations of the domain. Set $\epsilon = \frac{1}{2} \max\{h_1, h_2\}$, we define

$$
\Omega_\epsilon = (-\epsilon, 1 + \epsilon)^2
$$

and notice that $\Omega \subseteq \Omega_\epsilon$. For a function $w \in BV(\Omega)$ we define

$$
w_\epsilon(y) = \frac{1}{1 + 2\epsilon} w \left( \frac{y + \epsilon}{1 + 2\epsilon} \right), \quad y \in \Omega_\epsilon.
$$

Notice that, employing the change of variables $x = (y+\epsilon)/(1+2\epsilon)$ valid for functions of bounded variation [1, Theorem 3.16], we obtain

$$
TV_{\Omega_\epsilon}(w_\epsilon) = \frac{1}{(1 + 2\epsilon)^2} \int_{\Omega_\epsilon} \left| \nabla w \left( \frac{y + \epsilon}{1 + 2\epsilon} \right) \right| dy = \frac{(1 + 2\epsilon)^2}{(1 + 2\epsilon)^2} \int_{\Omega} |\nabla w(x)| dx = TV_{\Omega}(w),
$$

where by $TV_{A}(w)$ we have denoted the total variation of the function $w$ over the set $A$. Clearly $w_\epsilon |_{\Omega} \in BV(\Omega)$.

We define $\mathcal{I}_h w = \Pi_h w_\epsilon$, where the operator $\Pi_h$ is defined as in Section 3. Notice that the averaging procedure necessary for the definition of $\Pi_h w_\epsilon$ makes sense, since the function $w_\epsilon$ is defined in $\Omega_\epsilon$. The results of Section 3 then imply

$$
TV_{\Omega}(\mathcal{I}_h w) = TV_{\Omega}(\Pi_h w_\epsilon) \leq TV_{\Omega_\epsilon}(w_\epsilon) = TV_{\Omega}(w).
$$

The approximation properties (3.10) and (3.11) of $\mathcal{I}_h$ can be obtained similarly.

Remark 4.1 (Second order approximation). The approximation property (3.12) cannot hold for $\mathcal{I}_h$. In fact, if $w \equiv c$, then $\mathcal{I}_h w = c/(1 + 2\epsilon)$. This also shows that the operator does not preserve constants, which might be an undesirable feature.

4.2. Interpolation based on rescaled local averages. The construction of §4.1 although simple, does not preserve constants. For this reason we consider a slightly more complicated procedure. It is a modification of the construction of Section 3 to take into account the effects of the boundary.

The operator $c_h : L^1(\Omega) \ni w \mapsto c_h w \in X_h$ is then such that if $z_{k,l}$ is an internal node, the value of the interpolant is as in (3.4). On the other hand, if $z_{k,l}$ is a boundary node, we define

$$
Q_{\Omega}(k, l) = (z_{k,l} + Q) \cap \Omega,
$$
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and

\[ W_{k,l} = \frac{1}{|Q\Omega(k,l)|} \int_{Q\alpha(k,l)} w(y) dy. \]

Observe that, \(|Q|/|Q\Omega(k,l)| = 4\) for vertices of \(\Omega\) and \(|Q|/|Q\Omega(k,l)| = 2\) for the rest of the boundary nodes. This rescaling allows us to take into account the lack of symmetry on the interaction with neighboring nodes.

**Theorem 4.3 (TV diminishing: nonperiodic case).** The operator \(C_h : L^1(\Omega) \to X_h\) defined by \(C_h w(z_{k,l}) = W_{k,l} w\) with \(W_{k,l}\) as in (4.3) for \(k = 1, N_1 - 1, l = 1, N_2 - 1\) and by \[\int 1\] otherwise, is nonexpansive in \(L^1(\Omega)\), i.e.,

\[ \|C_h w\|_{L^1} \leq \|w\|_{L^1}, \]

and, moreover, satisfies (TVD).

**Proof.** We split \(Q\) into four congruent rectangles:

\[ Q^{++} = \{ z \in Q : z^1 > 0, z^2 > 0 \}, \quad Q^{-+} = \{ z \in Q : z^1 > 0, z^2 < 0 \}, \]

\[ Q^{-+} = \{ z \in Q : z^1 < 0, z^2 > 0 \}, \quad Q^{--} = \{ z \in Q : z^1 < 0, z^2 < 0 \}, \]

and introduce

\[ R^{++} = Q^{++} \cup Q^{-+}, \quad R^{-+} = Q^{-+} \cup Q^{--}. \]

It is necessary to compute the contribution of the cells that intersect the boundary. To illustrate the procedure we consider \(T_{0,0}\) and recall (3.8) to write:

\[
\frac{2}{h} \int_{T_{0,0}} |\partial_1 C_h w| \leq \left| \frac{1}{R^{++}} \int_{R^{++}} w(z_{1,0} + \zeta) \, d\zeta - \frac{1}{|Q^{++}|} \int_{Q^{++}} w(z_{0,0} + \zeta) \, d\zeta \right| \\
+ \frac{1}{|Q|} \int_Q w(z_{1,1} + \zeta) \, d\zeta - \frac{1}{|R^{++}|} \int_{R^{++}} w(z_{0,1} + \zeta) \, d\zeta.
\]

The first two terms on the right-hand side can be estimated as

\[
\left| \frac{2}{h} \int_{R^{++}} w(z_{1,0} + \zeta) \, d\zeta - \frac{4}{h} \int_{Q^{++}} w(z_{0,0} + \zeta) \, d\zeta \right| \\
\leq \frac{2}{h} \int_{Q^{++}} \int_0^1 |\partial_1 w(sz_{0,1} + (1-s)z_{0,0} + \zeta) | \, d\zeta \, ds \\
+ \frac{2}{h} \int_{Q^{++}} \int_0^1 |\partial_1 w(sz_{1,0} + (1-s)(z_{0,0} + \frac{h}{2}x_1 + \zeta) ) | \, d\zeta \, ds.
\]

The summation procedure is now as before. For this it suffices to notice that \(|Q^{++}| = |Q^{++}| = |Q^{--}| = |Q^{--}| = \frac{1}{4}|Q|\).

The operator \(C_h\) is \(L^p\)-stable as in (3.6). Its approximation properties are as in (3.10) and (3.11). For brevity we skip the proofs, as they repeat the arguments we have already presented. Property (3.12) however, will not be valid in general.

**Remark 4.5 (Second order approximation).** Denote

\[ N_\varepsilon = \{ x \in \Omega : \text{dist}(x, \partial \Omega) < \varepsilon \}. \]

The proof of Theorem 4.3 shows that if \(w \in W^1_h(N_\varepsilon)\) and \(\frac{1}{2}h \leq \varepsilon\), then

\[ \|w - C_h w\|_{L^\infty(N_\varepsilon)} \leq ch|w|_{W^1_h(N_{3\varepsilon/2})}. \]
Therefore, since $|\mathcal{N}_h| \leq ch$, we deduce
\[ \|w - C_h w\|_{L^1} \leq ch^2. \]

Remark 4.6 (Positivity preserving interpolation). In light of the results of \cite{26}, the construction of a TVD interpolant with second order approximation properties on the whole domain seems impossible. Indeed, if one wants to construct a linear interpolation operator based on weighted means that satisfies (TVD), then this operator is positivity preserving. Indeed, if $w \geq 0$ we obtain (see (3.3) and (4.2)) such that $W_{k,l} \geq 0$ and this implies that
\[ C_h w = \sum_{k=0,l=0}^{N_1,N_2} W_{k,l} \Lambda_{k,l} \geq 0, \]
since $\Lambda_{k,l} \geq 0$. Then, as \cite{26} Corollaries 4–6 show, this operator can at most be first order accurate, unless we restrict the domain of $C_h$ to be $BV_0(\Omega)$ (i.e., functions of bounded variation with vanishing trace), in which case we define $C_h w(x) = 0$ for all $x \in \partial \Omega$, or periodic functions in $BV(\Omega)$.

5. Right triangular meshes

Let us now extend our construction to a particular two-dimensional case of triangular meshes. We will work in the two-dimensional torus $\Omega = S^1 \times S^1$. We start with the triangulation $T = \{T_{k,l}\}_{k=0,l=0}^{N_1-1,N_2-1}$ and subdivide each rectangle into two by means of the line that connects the nodes $z_{k,l}$ and $z_{k+1,l+1}$. With this procedure we obtain the two triangles
\[ T^-_{k,l} = \text{conv}\{z_{k,l},z_{k,l+1},z_{k+1,l+1}\}, \quad T^+_{k,l} = \text{conv}\{z_{k,l},z_{k+1,l},z_{k+1,l+1}\}, \]
where $\text{conv}$ denotes the convex hull. We collect the so obtained triangles in
\[ \tilde{T} = \{T_{k,l}^- : 0 \leq k \leq N_1 - 1, 0 \leq l \leq N_2 - 1, r \in \{+,-\}\}. \]
On the basis of this triangulation we define the finite element space
\[ X_h = \left\{ w_h \in C^0(\bar{\Omega}) : w_h|_{\tilde{T}} \in \mathbb{P}_1, \forall \tilde{T} \in \tilde{T} \right\}. \]
Finally, the operator $\tilde{\Pi}_h : L^1(\Omega) \to X_h$ maps a given function $w \in L^1(\Omega)$ to the unique piecewise $\mathbb{P}_1$ function that takes as nodal values the local averages, namely
\[ \tilde{\Pi}_h w(z_{k,l}) = W_{k,l}. \]

The main properties of this operator are summarized in the following result.

Theorem 5.2 (TV diminishing: triangular meshes). The operator $\tilde{\Pi}_h$, defined by (5.1) is well defined and stable in any $L^p(\Omega)$, $1 \leq p \leq \infty$, namely
\[ \|\tilde{\Pi}_h w\|_{L^p} \leq \|w\|_{L^p}, \quad \forall w \in L^p(\Omega). \]
Moreover, the operator $\tilde{\Pi}_h$ satisfies (TVD) and possesses the following approximation properties: If $w \in BV(\Omega)$, then
\[ \|w - \tilde{\Pi}_h w\|_{L^1} \leq ch \text{TV}(w). \]
For any $p \in [1, \infty]$, if $w \in BV(\Omega) \cap L^p(\Omega)$, then
\[ \|w - \tilde{\Pi}_h w\|_{L^p} \leq ch^{1-s} \text{TV}(w)^{1-s}\|w\|_{L^p}^s, \quad \frac{1}{q} = \frac{1-s}{1} + \frac{s}{p}. \]
Figure 5.1. Two triangles of a mesh consisting of right simplices and their corresponding labels.

For any \( p \in [1, \infty] \), if \( w \in W^2_p(\Omega) \), then

\[
\| w - \Pi_h w \|_{L^p} \leq c h^2 |w|_{W^2_p}.
\]

Proof. We will just sketch the proof of (TVD), the other results follow \textit{mutatis mutandis} the corresponding statements in Lemma 3.5 and Theorem 3.9.

Notice, first of all, that all considerations can be reduced to \( T_{k,l}^+ \cup T_{k,l}^- \) and that, in this patch of elements, we have

\[
\nabla \Lambda_{k,l} = \begin{cases} \left( -\frac{1}{h_1}, 0 \right)^\top & \text{in } T_{k,l}^+, \\ \left( 0, -\frac{1}{h_2} \right)^\top & \text{in } T_{k,l}^- \end{cases},
\]

\[
\nabla \Lambda_{k,l+1} = \begin{cases} \left( 0, \frac{1}{h_2} \right)^\top & \text{in } T_{k,l}^+, \\ \left( 0, 0 \right)^\top & \text{in } T_{k,l}^- \end{cases},
\]

\[
\nabla \Lambda_{k+1,l} = \begin{cases} \left( \frac{1}{h_1}, \frac{1}{h_2} \right)^\top & \text{in } T_{k,l}^+, \\ \left( \frac{1}{h_1}, 0 \right)^\top & \text{in } T_{k,l}^- \end{cases},
\]

see Figure 5.1. This yields

\[
\partial_1 \Pi_h w = \begin{cases} \frac{1}{h_1} (W_{k+1,l} - W_{k,l}) & \text{in } T_{k,l}^+, \\ \frac{1}{h_1} (W_{k+1,l+1} - W_{k,l+1}) & \text{in } T_{k,l}^- \end{cases}.
\]

It remains then to notice that, again,

\[
W_{k+1,l} - W_{k,l} = \int_Q (w(z_{k+1,l} + \zeta) - w(z_{k,l} + \zeta)) \psi(\zeta) d\zeta
\]

\[
= h_1 \int_Q \int_0^1 \partial_1 w(sz_{k+1,l} + (1 - s)z_{k,l} + \zeta) \psi(\zeta) ds d\zeta,
\]

with a similar expression for \( W_{k+1,l+1} - W_{k,l} \). This yields

\[
\int_{T_{k,l}^+} |\partial_1 \Pi_h w| \leq \frac{h_1 h_2}{2} \int_Q \int_0^1 |\partial_1 w(sz_{k+1,l} + (1 - s)z_{k,l} + \zeta)| \psi(\zeta) d\zeta,
\]

\[
\int_{T_{k,l}^-} |\partial_1 \Pi_h w| \leq \frac{h_1 h_2}{2} \int_Q \int_0^1 |\partial_1 w(sz_{k+1,l+1} + (1 - s)z_{k,l+1} + \zeta)| \psi(\zeta) d\zeta.
\]

The rest of the proof proceeds as in Theorem 3.7. □
6. Applications

In this section we present two applications of the operators constructed in Sections 3, 4, and 5. The fact that the operators satisfy (TVD) and (3.10) allows us to not only improve on existing results but also to have simpler arguments.

6.1. Total variation minimization. Let $\alpha > 0$ and $f \in L^\infty(\Omega)$. Set

$$E(w) = TV(w) + \frac{\alpha}{2} \|w - f\|_{L^2}^2,$$

and consider the problem of finding $v \in BV(\Omega)$ that minimizes this functional. This problem arises, for instance, in connection with image processing [27]. Paper [6] presents a first order finite element method for the approximation of minimizers of (6.1) as well as an iterative scheme for their computation, thereby extending prior work of A. Chambolle and collaborators (see e.g. [9, 10]) and B. Lucier and J. Wang [32]. The main convergence result of [6] reads as follows: Let

$$v = \arg\min_{w \in BV(\Omega)} E(w),$$

and

$$v_h = \arg\min_{w_h \in X_h} E(w_h).$$

If $v \in B^\beta_{\infty}(L^2(\Omega))$, with $\beta \in (0, 1]$, then

$$\|v - v_h\|_{L^2} \leq c h^{\frac{\beta}{2(1+\beta)}}.$$

Let us, with the help of our TV diminishing operator, improve on this result, which is at best $O(h^{1/4})$.

**Theorem 6.5** (Total variation minimization). Let $v$ be as in (6.2) and $v_h$ as in (6.3). Assume that $v \in BV(\Omega) \cap L^\infty(\Omega)$. If there exists an operator $\Pi_h : L^1(\Omega) \rightarrow X_h$ that is stable in any $L^p(\Omega)$, has first order approximation properties in $L^1(\Omega)$ and satisfies (TVD), then

$$\|v - v_h\|_{L^2} \leq \sqrt{2} h^{1/2} (\|v\|_{L^\infty} + \|f\|_{L^\infty})^{1/2} TV(v)^{1/2}.$$

**Proof.** Owing to the strict convexity of $E$ and the fact that $v_h$ is a minimizer over $X_h$, we have

$$\frac{\alpha}{2} \|v - v_h\|_{L^2}^2 \leq E(v_h) - E(v) \leq E(\Pi_h v) - E(v)$$

$$= TV(\Pi_h v) - TV(v) + \frac{\alpha}{2} \left(\|\Pi_h v - f\|_{L^2}^2 - \|v - f\|_{L^2}^2\right).$$

Since $\Pi_h$ satisfies (TVD) and is stable in $L^\infty(\Omega)$,

$$\|v - v_h\|_{L^2} \leq (\Pi_h v - v, \Pi_h v + v - 2f) \leq 2\|\Pi_h v - v\|_{L^1} (\|v\|_{L^\infty} + \|f\|_{L^\infty})$$

$$\leq 2h (\|v\|_{L^\infty} + \|f\|_{L^\infty}) TV(v),$$

where, to obtain the last inequality, we used the first order approximation properties of $\Pi_h$ in $L^1(\Omega)$. \qed

**Remark 6.6** (Reduced regularity). The conclusion of Theorem 6.5 is indeed an improvement over (6.4). It is not difficult to show that $BV(\Omega) \cap L^\infty(\Omega) \hookrightarrow B^{1/2}_{\infty}(L^2(\Omega))$; see [31] Lemma 38.1 for a proof and, in some sense, the converse statement. In this case (6.4) yields a $O(h^{1/6})$ error estimate. Our results yield a rate which, given the smoothness of $v$, is optimal in $L^2(\Omega)$. 

---
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Remark 6.7 (First order accuracy). Let \( W \) be the space of functions in \( L^\infty(\Omega) \) whose gradients are in \( BV(\Omega) \). A direct calculation leads to \( W \hookrightarrow B_{v_2}^1(L^2(\Omega)) \). Therefore, if \( v \in W \) and \( \Pi_h \) is second order accurate in \( L^1(\Omega) \) (see (3.12) and (5.0)), then the last step in the proof of Theorem 6.5 yields the optimal rate 
\[
\|v - v_h\|_{L^2} \leq ch \left( \|v\|_{L^\infty} + \|f\|_{L^\infty} \right)^{1/2} TV(\nabla v)^{1/2}.
\]

6.2. TV flows. The equation

\[
(6.8) \quad u_t = \text{div} \left( \frac{\nabla u}{|\nabla u|} \right),
\]

supplemented with suitable initial and boundary conditions is known as the TV flow, since it can be interpreted as the \( L^2 \)-subgradient flow of the functional TV. We refer the reader to [2,8,21,22] for the analysis of this problem and to [7,17,18] for its discretization. This problem, supplemented with a smooth strictly convex \( p \)-Laplacian term, arises, e.g., in the modeling of grain boundary motion [24]; facet formation and evolution [19]; and electromigration [20].

The precise mathematical meaning of (6.8) is as a subgradient flow. In other words, given \( u_0 \in L^2(\Omega) \), we seek a function \( u : [0,T] \to L^2(\Omega) \cap BV(\Omega) \) such that

\[
(6.9) \quad \begin{cases} 
\langle u_t, u - w \rangle + TV(u) - TV(w) \leq 0, & \forall w \in L^2(\Omega) \cap BV(\Omega), \\
|u|_{t=0} = u_0.
\end{cases}
\]

In prior work [7], we provided an error analysis for discretizations of (6.9) as well as a convergent solution scheme for it. We considered the fully discrete scheme: Find \( \{u_h^k\}_{k=0}^K \subset X_h \) such that

\[
(6.10) \quad \begin{cases} 
\frac{u_{h}^{k+1} - u_{h}^{k}}{\Delta t}, u_{h}^{k+1} - w_h \rangle + TV(u_{h}^{k+1}) - TV(w_h) \leq 0, & \forall w_h \in X_h, \\
u_h^0 = \mathcal{I}_h u_0.
\end{cases}
\]

where \( \Delta t > 0 \) is a time-step, \( K = \lfloor T/\Delta t \rfloor \) and \( \mathcal{I}_h \) is some interpolation operator. Our main convergence result stated that if \( u_0 \in L^\infty(\Omega) \cap BV(\Omega) \) and \( TV(\mathcal{I}_h u_0) \leq c < \infty \) uniformly in \( h \), then

\[
\|u - \hat{u}_h\|_{L^\infty(L^2)} \leq \|u_0 - \mathcal{I}_h u_0\|_{L^2} + c \left( \Delta t^{1/2} + h^{1/6} \right),
\]

where \( \hat{u}_h \) denotes the piecewise linear (in time) interpolant of the sequence \( \{u_h^k\} \). This result, as [25,28] show, is optimal with respect to time, given the regularity of the initial data.

Let us, with the help of the TV diminishing operator of Sections 3, 4 and 5, improve the convergence rate in space.

Theorem 6.11 (Convergence of TV flows). Let \( u \) solve (6.9). Assume that the initial data \( u_0 \in L^\infty(\Omega) \cap BV(\Omega) \). Assume there exists an operator \( \Pi_h : L^1(\Omega) \to X_h \) that is stable in any \( L^p(\Omega) \), has first order approximation properties in \( L^1(\Omega) \) and satisfies (TVD). If \( \{u_h^k\}_{k=0}^K \subset X_h \) solves (6.10), with \( u_h^0 = \Pi_h u_0 \), then

\[
(6.12) \quad \|u - \hat{u}_h\|_{L^\infty(L^2)} \leq c \left( \Delta t^{1/2} + h^{1/4} \right).
\]

Proof. The error of the time discretization is obtained with standard techniques; cf. [25,28]. For this reason we concentrate on the error of space discretization and
compare the solution of (6.10) with the sequence \( \{u^k\}^{K}_{k=0} \subset L^2(\Omega) \cap BV(\Omega) \), the solution of the semidiscrete problem
\[
\begin{aligned}
\left\{ \frac{u^{k+1} - u^k}{\Delta t}, u^{k+1} - w \right\} + TV(u^{k+1}) - TV(w) \leq 0, \quad \forall w \in L^2(\Omega) \cap BV(\Omega),
\end{aligned}
\]
\[
u^0 = u_0.
\]
Set \( w = u^{k+1}_h \) in this inequality and \( w_h = \Pi_h u^{k+1} \) in (6.10) and add them. Denoting \( e^k = u^k - u_h^k \), we obtain (6.13)
\[
\|e^{k+1}\|_{L^2}^2 + \|e^{k+1} - e^k\|_{L^2}^2 \leq \|e^k\|_{L^2}^2 + 2\Delta t \left\| \frac{u^{k+1}_h - u^k_h}{\Delta t} \right\|_{L^2} \|u^{k+1} - \Pi_h u^{k+1}\|_{L^2},
\]
where we have used (TVD) to cancel the TV terms.

Setting \( w_h = u^k_h \) in (6.10) it is not difficult to show that
\[
\frac{1}{\Delta t} \sum_{k=0}^{K} \|u^{k+1}_h - u^k_h\|_{L^2}^2 \leq c TV(u_0),
\]
uniformly in \( h \).

The results of [7] show that, if \( u_0 \in L^\infty(\Omega) \cap BV(\Omega) \), then the solution to the semidiscrete flow \( \{u^k\}^{K}_{k=0} \subset L^\infty(\Omega) \cap BV(\Omega) \). Since the operator \( \Pi_h \) has first order approximation properties in \( L^1(\Omega) \) and is stable in \( L^\infty(\Omega) \) we can invoke an inequality similar to (3.11) with \( q = 2 \) to conclude the proof. □

**Remark 6.14 (Error in space).** At this stage one might ask whether an optimal rate of convergence \( O(h^{1/2}) \) can be obtained for (6.10). Our methods show that this is possible under two conditions: higher regularity of the solution or a uniform bound for the discrete time derivative. To realize that a more regular solution allows for a \( O(h^{1/2}) \) bound the reader can repeat our analysis for the heat equation (where the arguments are simpler) and convince himself that optimality is a consequence of the higher regularity that is expected from the solution. On the other hand, if we can show that
\[
\sup \left\{ \left\| \frac{u^{k+1}_h - u^k_h}{\Delta t} \right\|_{L^\infty} : k = 0, K - 1 \right\} \leq c,
\]
uniformly with respect to \( h \) and \( \Delta t \), an \( O(h^{1/2}) \) error estimate easily follows from (6.13). This bound is observed, for instance, if the initial data is the characteristic of a ball, i.e., \( u_0 = \chi_B \); see [7].

**Remark 6.15 (Error in time).** On the basis of the results presented in [25, 28] we can conclude that the convergence rate in time given in (6.12) is optimal, since we only assume TV(u_0) < \infty. As these references also show, if
\[
\partial TV(u_0) \cap L^2(\Omega) \neq \emptyset,
\]
the rate can be improved to \( O(\Delta t) \). However, a characterization of the subdifferential of TV(u_0) is not an easy task. Notice that, at least formally, (6.16) means
\[
\text{div} \left( \frac{\nabla u_0}{|\nabla u_0|} \right) \in L^2(\Omega),
\]
which cannot be related with a smoothness assumption for \( u_0 \). More details on the characterization of the subdifferential \( \partial \text{TV} \) are provided in Lemma 7.5.

7. Limitations of TVD interpolation

At this point one might be inclined to believe that our constructions and results are too specialized to be anything but a mere mathematical curiosity, since they heavily rely on the Cartesian structure of the mesh and our particular definition of the total variation employing the \( \ell^1 \)-norm in \( \mathbb{R}^d \). It is the purpose of this section to provide evidence showing that these two assumptions seem necessary. We begin by showing that Lagrange interpolation might not satisfy (TVD).

7.1. Failure of TVD for Lagrange interpolation. If one knows \textit{a priori} that the function to be interpolated is also continuous, then the most natural interpolant to use is the so-called nodal or Lagrange interpolant, which takes the point values at the nodes and uses them to define a discrete function. This choice satisfies (TVD) for dimension \( d = 1 \) but the situation is strikingly different for \( d > 1 \). The following two examples illustrate this fact for \( d = 2 \).

7.1.1. Failure due to mesh geometry. Let \( s \in (0, 1] \) and set \( \Omega = (-1, 1) \times (-s, s) \). Consider the mesh shown in Figure 7.1 and \( w(x) = 1 - |x^1| \in C^0(\bar{\Omega}) \). The nodal interpolant, \( \mathcal{L}_h w \), of \( w \) coincides with the nodal basis function associated with the origin. A straightforward calculation shows that, for any \( p \in [1, \infty] \),

\[
TV_p(\mathcal{L}_h w) = 2s + 2.
\]

Since \( TV_p(w) = 4s \) this shows that, whenever \( s < 1 \), the Lagrange interpolation operator \( \mathcal{L}_h \) does not satisfy (TVD).
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**Figure 7.1.** Triangulation on which the nodal interpolation operator does not satisfy (TVD).

7.1.2. Failure due to function structure. Let each quadrant of \( \Omega = (-1, 1)^2 \) be divided as in Figure 5.1, that is, into two right triangles, and consider the function

\[
w(x) = \frac{1}{\varepsilon} (\varepsilon - |x|_{\ell^\infty})^+,
\]

where by \( z^+ \) we mean the positive part of \( z \) and \( 0 < \varepsilon < 1 \). A simple calculation shows that, for any \( p \in [1, \infty] \), we have \( TV_p(w) = 4\varepsilon \) whereas \( \int_T |\nabla \mathcal{L}_h w|_p = 1/2 \) for 6 triangles \( T \) and zero for the remaining 2. Consequently, \( TV_p(\mathcal{L}_h w) = 3 \) and the Lagrange interpolation operator \( \mathcal{L}_h \) does not satisfy (TVD) provided \( \varepsilon < 3/4 \).
7.2. Consequences of TVD interpolation. As described in Remark 2.2 there is more than one possible way to define the total variation which, for instance, implies that for a given $f \in L^\infty(\Omega)$ the solution to (6.2) changes depending on the chosen definition. It is then natural to ask the question of whether, given a $p \neq 1$, it is possible to construct an operator that satisfies (TVD)? To contradict this fact we consider a family of TV minimization problems. Given $f \in BV(\Omega) \cap L^\infty(\Omega)$ we define $v_p \in BV(\Omega) \cap L^2(\Omega)$ as
\begin{equation}
(7.2) \quad v_p = \arg \min_{w \in BV(\Omega)} E_p(w),
\end{equation}
and $v_{p,h} \in X_h$ as
\begin{equation}
(7.3) \quad v_{p,h} = \arg \min_{w_h \in X_h} E_p(w_h).
\end{equation}
With this notation the functions $v$ and $v_h$, defined in (6.2) and (6.3), respectively, become $v = v_1$ and $v_h = v_{1,h}$.

The following result is nothing but a restatement of Theorem 6.5.

**Proposition 7.4.** If the space $X_h$ is such that there exists an operator $\Pi_h : L^1(\Omega) \rightarrow X_h$ that is first order accurate in $L^1(\Omega)$ and satisfies
\[ TV_p(\Pi_h w) \leq TV_p(w), \quad \forall w \in BV(\Omega), \]
then
\[ \|v_p - v_{p,h}\|_{L^2} \leq c\sqrt{h}, \]
where $c > 0$ depends on $\|v_p\|_{L^\infty}$, $TV_p(v)$ and $\|f\|_{L^\infty}$.

7.3. Explicit solutions of TV minimization. To be able to proceed with the discussion we must first provide explicit solutions to problem (7.2). In this subsection, if $p \in [1, \infty]$ the conjugate exponent is denoted by $q$, i.e., $q = p/(p-1)$, with the usual modification if $p = 1$.

**Lemma 7.5 (Optimality conditions).** A function $v_p \in BV(\Omega) \cap L^2(\Omega)$ is a minimizer for $E_p$ if and only if there exists a vector field $z \in L^\infty(\Omega)$ with $\text{div} z \in L^2(\Omega)$ and $|z|_{\ell^1} \leq 1$ a.e. in $\Omega$ such that
\[ \text{div} z = \alpha (v_p - f), \quad z \in \partial TV_p(v_p), \]
where the subdifferential inclusion is interpreted as
\[ -\langle v_p, \text{div}(q - z) \rangle \leq 0, \]
for all $q \in L^\infty(\Omega)$ with $\text{div} q \in L^2(\Omega)$ and $|q|_{\ell^1} \leq 1$ a.e. in $\Omega$.

**Proof.** It follows from the characterization of $\partial TV_p(w)$ provided in [2]; see also [3] and [6].

With this result at hand we can find explicit minimizers of (7.1). In what follows we denote by $B_r^\ell$ the ball centered at zero and with radius $r$ in the $\ell^\ell$-norm, i.e., the set
\[ B_r^\ell = \{ x \in \mathbb{R}^d : |x|_{\ell^\ell} \leq r \}. \]
Proposition 7.6 (Explicit minimizers). Let \( p \in \{1, 2\} \), \( r > 0 \) be such that \( B^r \subset \Omega \). If \( f = \chi_{B^r} \) is the characteristic of \( B^r \), then
\[
\nu_p = \max \left\{ 0, 1 - \frac{d}{\alpha r} \right\} \chi_{B^r},
\]
is the solution to (7.1).

Proof. Assume \( d \leq \alpha r \) and define
\[
z(x) = \begin{cases} 
-\frac{1}{r} x, & |x|_{\ell^q} \leq r, \\
\frac{r}{|x|_{\ell^q}} x, & |x|_{\ell^q} > r. 
\end{cases}
\]
Clearly, \( z \in L^\infty(\Omega) \) with \( |z|_{\ell^q} \leq 1 \) and, moreover, \( \text{div} z = -\frac{d}{r} \chi_{B^r} \in L^2(\Omega) \). Set \( \nu_p = \frac{1}{\alpha} \text{div} z + f \). To verify that this is indeed the solution we must prove the subdifferential inclusion
\[
-\langle \nu_p, \text{div}(q - z) \rangle = -\left( 1 - \frac{d}{\alpha r} \right) \int_{\partial B^r}(z - q) \cdot \nu \leq 0,
\]
for all suitable \( q \), where \( \nu \) denotes the unit outer normal. If \( p = q = 2 \), then it suffices to notice that \( z = -\nu \) on \( \partial B^r \) and \( q \nu \leq 1 \). If \( p = 1 \) and \( q = \infty \) we have \( z \cdot \nu = -1 \) on \( \partial B^r \) and \( q \nu \leq 1 \), since \( |q|_{\ell^\infty} \leq 1 \) and \( \nu \) coincides with one of the canonical basis vectors of \( \mathbb{R}^d \) almost everywhere on \( \partial B^r \).

If \( d \geq \alpha r \) define
\[
z(x) = \begin{cases} 
-\frac{\alpha}{d} x, & |x|_{\ell^q} \leq r, \\
\frac{\alpha r^{d-1}}{d|x|_{\ell^q}^d} x, & |x|_{\ell^q} > r, 
\end{cases}
\]
which clearly verifies \( \text{div} z = -\alpha \chi_{B^r} = -\alpha f \) and \( |z|_{\ell^q} \leq \frac{\alpha r}{d} \leq 1 \). Since \( \nu_p = 0 \) the variational inclusion \(-\langle \nu_p, \text{div}(q - z) \rangle \leq 0 \) is trivially satisfied.

\( \square \)

7.4. Computational counterexamples. With the explicit minimizers of (7.1) constructed in §7.3 at hand, let us now show that if either \( p \neq 1 \) or if the mesh is non-Cartesian, then there is no operator that satisfies (TVD). To do so, we will show that the conclusion of Proposition 7.4 is false by means of a series of computational examples, thus yielding the nonexistence of such operator \( \Pi \).

We implemented, with the help of the deal.II library [6,5], the TV minimization algorithm to solve (7.1) that was proposed and analyzed in [6]. In all the examples presented below we set \( \Omega = (-1, 1)^2 \), \( \alpha = 10 \) and \( f = \chi_{B^r/2} \). The exit criterion for the iterative scheme was
\[
\|\tau^{-1}(v^{k+1}_h - v^k_h)\|_{L^2} \leq h, \quad \|\tau^{-1}(z^{k+1}_h - z^k_h)\|_{L^2} \leq h,
\]
where \( h \) is the mesh size and \( \tau \) is the pseudo-time used in the iterative scheme (see [6] for details). Since the deal.II library is based on quadrilaterals, we ran the same experiments, with an in house code, on triangulations consisting of right triangles and perturbed right triangles. The results we obtained are similar to those presented below for quadrilaterals and, thus, we do not show them.

Figure 7.2 shows the convergence rates for the approximation of the minimizers of \( E^1 \) on Cartesian and non-Cartesian meshes. In accordance to Proposition 7.4 the convergence rate is \( O(\sqrt{h}) \) for Cartesian meshes. In contrast the convergence rate reduces to \( O(h^{0.35}) \) by just taking a non-Cartesian mesh of quadrilaterals.
Figure 7.2. Convergence rate for total variation minimization with TV₁ (see (7.1)) on Cartesian meshes (left) and non-Cartesian meshes (right). The experimental rate of convergence is \( O(h^{1/2}) \) on Cartesian meshes, i.e., in accordance with Proposition 7.4, whereas it is \( O(h^{0.35}) \) for non-Cartesian meshes, thus contradicting the conclusion of Proposition 7.4.

Figure 7.3. Convergence rate for total variation minimization with TV₂ (see (7.1)) on Cartesian meshes (left) and non-Cartesian meshes (right). The experimental rate of convergence is \( O(h^{0.4}) \) and \( O(h^{0.36}) \), respectively, thus contradicting the conclusion of Proposition 7.4 in both cases.

obtained by random perturbation of the nodes. This shows that, in this case, the conclusion of Proposition 7.4 is not true and, consequently, a TVD operator cannot exist. The same conclusion applies to the minimizer of \( E₂ \) either with Cartesian or non-Cartesian meshes, as Figure 7.3 shows.

The examples presented above show that, although our construction might seem restrictive it is indeed the only one possible to enforce (TVD). Let us finally point out that the definition of total variation involving the \( \ell_1 \)-norm in \( \mathbb{R}^d \), i.e., TV₁ is common in the study of monotone schemes for nonlinear conservations laws [23, equation (A.19)].
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