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Abstract. We devise algorithms for the numerical approximation of partial
differential equations involving a nonlinear, pointwise holonomic constraint.
The elliptic, parabolic, and hyperbolic model equations are replaced by se-
quences of linear problems with a linear constraint. Stability and convergence
hold unconditionally with respect to step sizes and triangulations. In the sta-
tionary situation a multilevel strategy is proposed that iteratively decreases
the step size. Numerical experiments illustrate the accuracy of the approach.

1. Introduction

Partial differential equations with pointwise constraints have attracted consid-
erable attention among pure and applied mathematicians in the last decades. Math-
ematically challenging problems like partial regularity, characterization of singu-
larities, and occurrence of finite-time blow-up as well as modern applications in
micromagnetics, geometry, continuum mechanics, and general relativity have given
motivation to develop and analyze numerical schemes for the approximate solution
of this class of nonlinear partial differential equations. The nonlinear character of
the problem and the lack of regularity of solutions caused blackbox optimization
routines to perform poorly for this class of equations and necessitated the devel-
opment of customized approximation schemes. Numerical methods that provide
accurate numerical solutions and converge under restrictions on step sizes or condi-
tions on underlying triangulations or which require the solution of nonlinear systems
of equations have been devised and analyzed in \[ [12457810121415181921] \].
We aim at developing numerical schemes that are unconditionally stable and conver-
gent, provide accurate approximations with a small number of degrees of freedom,
and only require the solution of linear systems of equations. The proposed method
shows similarities to an algorithm presented in \[ [16] \], which linearizes the constraint
and introduces a quadratic penalty term. Our approach avoids a penalization and
allows for more general target manifolds.

Harmonic maps (into the sphere) are stationary points of the Dirichlet energy

\[
I(u) = \frac{1}{2} \int_{\Omega} |\nabla u|^2 \, dx
\]
among vector fields $u: \Omega \to \mathbb{R}^m$ subject to the unit-length constraint $|u(x)| = 1$ for almost every $x \in \Omega$ and Dirichlet boundary conditions $u|_{\Gamma_D} = u_D$. The Euler-Lagrange equations characterize critical points and seek weak solutions of

$$-\Delta u = |\nabla u|^2 u, \quad u|_{\Gamma_D} = u_D, \quad |u|^2 = 1, \quad \partial_\nu u|_{\Gamma_N} = 0.$$ 

Here, $\Gamma_N = \partial \Omega \setminus \Gamma_D$ and $\partial_\nu u = \nabla u \cdot \nu$ is the outer normal derivative on $\partial \Omega$. The factor $\lambda = |\nabla u|^2$ on the right-hand side of the differential equation is the Lagrange multiplier associated to the pointwise constraint. Gradient flows provide an attractive tool to find solutions of the Euler-Lagrange equations since these decrease the Dirichlet energy along trajectories. The simplest case corresponds to the $L^2$ gradient flow and reads

$$\partial_t u - \Delta u = |\nabla u|^2 u, \quad u(t, \cdot)|_{\Gamma_D} = u_D, \quad u(0) = u_0, \quad |u|^2 = 1, \quad \partial_\nu u(t, \cdot)|_{\Gamma_N} = 0.$$ 

This evolutionary partial differential equation called harmonic map heat flow (into the sphere) is of interest in its own right, in particular, since it is closely related to the Landau-Lifshitz-Gilbert equation in micromagnetics. A hyperbolic variant specifies critical points of an action functional subject to the pointwise constraint and leads to the nonlinear wave equation

$$\partial_t^2 u - \Delta u = (|\nabla u|^2 - |\partial_t u|^2) u, \quad u(t, \cdot)|_{\Gamma_D} = u_D, \quad u(0) = u_0, \quad |u|^2 = 1, \quad \partial_\nu u(t, \cdot)|_{\Gamma_N} = 0, \quad \partial_t u(0) = v_0.$$ 

Solutions of this nonlinear initial boundary value problem are called wave maps (into the sphere).

The unit-length constraint in the equations enforces the vector fields to attain their pointwise values in the unit sphere. Various applications motivate us to consider other submanifolds, e.g., given as the zero level set of a function $g: \mathbb{R}^m \to \mathbb{R}$, so that the pointwise constraint becomes $g(u(x)) = 0$ for almost every $x \in \Omega$ or $g(u(t, x)) = 0$ for almost every $(t, x) \in [0, T] \times \Omega$. We abbreviate these conditions by $g(u) = 0$.

The most general approach to the numerical solution of nonlinearly pointwise constrained partial differential equations is based on imposing the constraint at the nodes of an underlying triangulation in combination with predictor-corrector approaches that linearize the constraint to compute an update which is then projected onto the target manifold under consideration. To guarantee well posedness and stability of such methods restrictive conditions on the step size or properties of the underlying triangulation that permit the use of monotonicity arguments need to be imposed. Alternatively, in highly symmetric situations as is provided by the case of the unit sphere, equivalent reformulations of the nonlinear equations that are constraint preserving may be employed. Appropriate discretizations reflect this property but typically require the solutions of nonlinear systems of equations.

In this paper we show that the projection step in predictor-corrector approaches can often be omitted. This leads to a violation of the constraint at the nodes of an underlying triangulation that is controlled by the step size independently of the number of iterations. Since it is in general impossible to satisfy the constraint almost everywhere in a numerical approximation scheme the additional error introduced by omitting the projection step does not seem to be relevant. This idea has
PREVIOUSLY BEEN EMPLOYED BY THE AUTHOR IN [9] FOR THE DEVELOPMENT OF APPROXIMATION SCHEMES FOR LARGE BENDING ISOMETRIES.

WE EXPLAIN THE MAIN IDEA FOR A SEMI-DISCRETE IN TIME APPROXIMATION OF THE HARMONIC MAP HEAT FLOW WITH $\Gamma_D = \emptyset$. THE UNIT-LENGTH CONSTRAINT IMPLIES THAT WE HAVE $\partial_t u \cdot u = 0$ AND IF $u^{k-1}$ IS AN APPROXIMATION OF $u(t_{k-1})$ AND $v^k$ OF $\partial_t u(t_k)$ WE MAY IMPose THE ORTHOGONALITY RELATION

$$v^k \cdot u^{k-1} = 0.$$

IF $u^{k-1}$ IS GIVEN WE COMPUTE $v^k$ AS THE UNIQUE VECTOR FIELD IN $H^1(\Omega; \mathbb{R}^m)$ WITH $v^k \cdot u^{k-1} = 0$ ALMOST EVERYWHERE IN $\Omega$ AND

$$\langle v^k, w \rangle + \langle \nabla u^{k-1} + \tau v^k, \nabla w \rangle = \langle |\nabla u^k|^2 u^{k-1}, w \rangle = 0$$

FOR ALL $w \in H^1(\Omega; \mathbb{R}^m)$ WITH $w \cdot u^{k-1} = 0$ ALMOST EVERYWHERE IN $\Omega$. HERE, $\tau > 0$ IS A TIME-STEP SIZE AND $\langle \cdot, \cdot \rangle$ DENOTES THE $L^2$ INNER PRODUCT. THE EXISTENCE AND UNIQUENESS OF $v^k$ IS AN IMMEDIATE CONSEQUENCE OF THE LAX-MILGRAM LEMMA. THUS, WE MAY DEFINE THE NEW APPROXIMATION

$$u^k = u^{k-1} + \tau v^k.$$

EVEN IF $u^{k-1}$ IS A UNIT-LENGTH VECTOR FIELD THE NEW APPROXIMATION $u^k$ WILL IN GENERAL NOT SATISFY THE POINTWISE CONSTRAINT. IN FACT, Owing TO THE POINTWISE ORTHOGONALITY OF $u^{k-1}$ AND $v^k$ WE HAVE FOR $\ell \geq 1$

$$|u^k|^2 = |u^{\ell-1} + \tau v^\ell|^2 = |u^{\ell-1}|^2 + \tau^2 |v^\ell|^2$$

AND AN INDUCTIVE ARGUMENT IMPLIES

$$|u^k|^2 = 1 + \tau^2 \sum_{k=1}^\ell |v^k|^2$$

PROVIDED THAT $|u^0| = 1$ ALMOST EVERYWHERE IN $\Omega$. THIS YIELDS THAT

$$\left\| |u^\ell|^2 - 1 \right\|_{L^1(\Omega)} = \tau^2 \sum_{k=1}^\ell \|v^k\|^2.$$

UPON CHOOSING $w = v^k$ IN THE TIME-DISCRETE EVOLUTION EQUATION AND EMPLOYING THE BINOMIAL FORMULA $2(a + b)a = a^2 + ((a - b)^2 - b^2)$ WE FIND

$$\|v^k\|^2 + \frac{\tau}{2} \|\nabla v^k\|^2 + \frac{1}{2\tau} \left( \|\nabla u^k\|^2 - \|\nabla u^{k-1}\|^2 \right) = 0.$$

MULTIPLICATION BY $\tau$ AND SUMMATION OVER $k = 1, 2, \ldots, \ell$ LEAD TO

$$I(u^k) + \tau \sum_{k=1}^\ell \|v^k\|^2 + \frac{\tau^2}{2} \sum_{k=1}^\ell \|\nabla v^k\|^2 = I(u^0).$$

A COMBINATION OF THE ESTIMATES THUS IMPLIES FOR ALL $\ell \geq 1$ THAT

$$\left\| |u^\ell|^2 - 1 \right\|_{L^1(\Omega)} \leq \tau I(u^0).$$

THIS PROVES THAT THE APPROXIMATIONS SATISFY THE CONSTRAINT IN THE LIMIT $\tau \to 0$ AND THAT THE ERROR IN THE APPROXIMATION OF THE CONSTRAINT IS BOUNDED INDEPENDENTLY OF THE NUMBER OF TIME STEPS OR THE VALUE OF THE TIME HORIZON.

THE LEFT PLOT OF Figure 1 ILLUSTRATES THE NUMERICAL SCHEME. THE CORRECTIONS $v^k$ ARE COMPUTED IN THE TANGENT SPACES OF THE LEVEL SURFACES OF THE FUNCTION $g(p) = |p|^2 - 1$. THE RIGHT PLOT OF Figure 1 ILLUSTRATES THE NUMERICAL SCHEME AUGMENTED
by a projection step. Although the projection step is well defined its stability is critical in fully discrete schemes.
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**Figure 1.** Omitting the projection step in the semi-implicit \( L^2 \) flow leads to approximations that violate the unit-length constraint but the corresponding error in \( L^1(\Omega) \) is bounded independently of the number of iterations and controlled by the step size (left). A projection step leads to an accurate treatment of the constraint but requires restrictive conditions in fully discrete situations to guarantee stability (right).

We will apply the strategy that omits the projections to the fully discrete approximation of harmonic maps, the harmonic map heat flow, and wave maps into a large class of target manifolds characterized as the zero level set of a function \( g \in C^2(\mathbb{R}^m) \). The main advantages of the resulting algorithms are their linearity and the unconditional convergence and stability. In certain special situations other methods may allow for a more accurate treatment of the constraint but this is in general difficult to justify rigorously. We devise algorithms for the numerical solution of elliptic stationary, as well as parabolic and hyperbolic time-dependent, nonlinearly constrained partial differential equations, i.e., for the iterative minimization of the Dirichlet energy subject to a pointwise length constraint (Algorithms 1 and 2), the numerical approximation of the harmonic map heat flow (Algorithm 3), and the discretization of wave maps into a large class of target manifolds (Algorithm 4).

2. Preliminaries

2.1. Notation. We use standard notation for Lebesgue and Sobolev spaces and abbreviate the norm in \( L^2(\Omega; \mathbb{R}^d) \) by \(|\cdot|\). We let \( \lceil x \rceil = \min\{m \in \mathbb{Z} : m \geq x\} \) denote the smallest integer above a given number \( x \in \mathbb{R} \). Throughout this article \( c \) stands for a generic positive constant that is independent of discretization parameters.

2.2. Finite element spaces. We assume that the bounded Lipschitz domain \( \Omega \subset \mathbb{R}^d, d = 2, 3 \), has a polyhedral boundary and let \( T_h \) be a regular triangulation of \( \Omega \) into triangles or tetrahedra for \( d = 2, 3 \), respectively. If a nonempty, closed boundary part \( \Gamma_D \subset \partial \Omega \) is given we assume that it is resolved exactly by the edges or faces of the triangulation. The set of vertices or nodes of the triangulation is denoted by \( N_h \) and we let \( (\varphi_z : z \in N_h) \) be the nodal basis of the space

\[ S^1(T_h) = \{ w_h \in C(\overline{\Omega}) : w_h|_T \text{ affine for all } T \in T_h \} \]

of continuous, elementwise affine functions. For \( \Gamma_D \subset \partial \Omega \) we let \( H^1_D(\Omega) \) be the set of Sobolev functions in \( H^1(\Omega) \) that vanish on \( \Gamma_D \) and set

\[ S^1_D(T_h) = S^1(T_h) \cap H^1_D(\Omega). \]
The nodal interpolation operator is denoted by $I_h : C(\bar{\Omega}) \to S^1(T_h)$ and is applied componentwise to vector fields. The diameter of an element $T \in T_h$ is given by the number $h_T$ and we use the convention that the index $h$ is up to a constant an upper bound for the maximal mesh-size in $T_h$, i.e., $h_T \leq ch$ for all $T \in T_h$. In this way we consider a sequence of triangulations $(T_h)_{h>0}$, where $h>0$ indicates a sequence of positive real numbers that accumulate at 0. The minimal mesh size is defined as $h_{\text{min}} = \min_{T \in T_h} h_T$. Letting $h_z = \text{diam}(\omega_z)$ be the diameter of the node patch $\omega_z = \text{supp} \varphi_z$ for every $z \in N_h$ we have for all $1 \leq r < \infty$ the norm equivalence
\begin{equation}
\tag{2.1}
c^{-1}\|w_h\|_{L^r(\Omega)} \leq \sum_{z \in N_h} h_z^d |w_h(z)|^r \leq c \|w_h\|_{L^r(\Omega)}
\end{equation}
for all $w_h \in S^1(T_h)$. We say that $T_h$ is weakly acute if $(\nabla \varphi_z, \nabla \varphi_y) \leq 0$ for all distinct $z, y \in N_h$. If $d = 3$, then sufficient for this is the restrictive condition that all angles between faces of tetrahedra are bounded by $\pi/2$.

2.3. Difference quotients. For the discretization of time-dependent problems we will employ backward difference quotients to approximate time derivatives. For a time-step size $\tau > 0$ and a sequence $(a^k)_{k=0,\ldots,K}$ of real number, functions, or vector fields that are associated to the time steps $t_k = k\tau$, we denote
\[ d_t a^k = \frac{1}{\tau}(a^k - a^{k-1}). \]
We note that for every $\theta \in [0,1]$ we have the binomial identity
\[ (a^{k-1} + \theta \tau d_t a^k) \cdot d_t a^k = \frac{d_t}{2} \|a^k\|^2 + \frac{\tau}{2}(2\theta - 1)\|d_t a^k\|^2. \]
We define the continuous interpolant $\tilde{a}_\tau$ of a sequence $(a^k)_{k=0,\ldots,K}$ through
\[ \tilde{a}_\tau(t) = \frac{t - t_{k-1}}{\tau} a^k - \frac{t - t_k}{\tau} a^{k-1} \]
for $t \in [t_{k-1}, t_k]$ and the piecewise constant interpolants
\[ a^+_\tau(t) = a^k, \quad a^-_\tau(t) = a^{k-1} \]
for $t \in (t_{k-1}, t_k)$.

2.4. Discrete constraint. The following lemma shows that an approximate treatment of the equality constraint at the nodes of triangulations is sufficient to guarantee the validity of the constraint for cluster points of approximate solutions. We assume throughout that $g \in C^2(\mathbb{R}^m)$ and that there exist $c_1, c_2, c_3 > 0$ with
\[ |g(p) - g(q)| \leq c_1 (1 + |g'(p)| + |g'(q)|)|p - q|, \]
\[ |g'(p)| \leq c_2 (1 + |p|), \]
\[ |D^2 g(p)| \leq c_3 \]
for all $p, q \in \mathbb{R}^m$, where we denote $g' = Dg$.

Lemma 2.1 (Constraint approximation). If $(u_h)_{h>0}$ is a bounded sequence in $H^1(\Omega; \mathbb{R}^m)$ such that $u_h \in S^1(T_h)^m$ for all $h > 0$, $u_h \to u$ in $L^2(\Omega; \mathbb{R}^m)$ for some $u \in H^1(\Omega; \mathbb{R}^m)$ as $h \to 0$, and
\[ \|I_h g(u_h)\|_{L^1(\Omega)} \to 0 \]
as $h \to 0$, then we have $g(u) = 0$ almost everywhere in $\Omega$. 
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Proof. Two applications of the triangle inequality show that
\[ \|g(u)\|_{L^1(\Omega)} \leq \|g(u) - g(u_h)\|_{L^1(\Omega)} + \|g(u_h) - \mathcal{I}_h g(u_h)\|_{L^1(\Omega)} + \|\mathcal{I}_h g(u_h)\|_{L^1(\Omega)}. \]
Owing to the assumptions of the lemma we have that the third term on the right-hand side tends to zero as \( h \to 0 \). The assumptions on \( g \) imply that
\[ \|g(u) - g(u_h)\|_{L^1(\Omega)} \leq c\|u - u_h\| \]
so that also the first term on the right-hand side vanishes as \( h \to 0 \). We use Hölder’s inequality and a nodal interpolation estimate to verify that for every \( T \in \mathcal{T}_h \) we have
\[ \|g(u_h) - \mathcal{I}_h g(u_h)\|_{L^1(T)} \leq ch^d/2 \|g(u_h)\|_{L^2(T)} \leq ch^d/2 h_T^2 \|D^2 g(u_h)\|_{L^\infty(\Omega)} \|\nabla u_h\|_{L^4(T)}^2 \leq ch^d \|D^2 g(u_h)\|_{L^\infty(\Omega)} \|\nabla u_h\|_{L^2(T)}^2. \]
With the uniform boundedness of \( D^2 g \) and a summation over \( T \in \mathcal{T}_h \) we deduce that
\[ \|g(u_h) - \mathcal{I}_h g(u_h)\|_{L^1(\Omega)} \leq ch^2 \|\nabla u_h\|_2. \]
Since the right-hand side vanishes as \( h \to 0 \) this implies that \( g(u) = 0 \).

Remark 2.1. The boundedness of the sequence \( (u_h)_{h>0} \) in \( H^1(\Omega; \mathbb{R}^m) \) implies the existence of a weakly convergent subsequence which converges strongly in \( L^2(\Omega; \mathbb{R}^m) \).

2.5. Projection estimates. The renormalization of a finite element function increases its Dirichlet energy in general. The following lemma shows for the case of the unit sphere that this increase is uniformly bounded.

Lemma 2.2 (Projection). There exists \( c_\Pi > 0 \) that only depends on the geometry of the triangulation \( \mathcal{T}_h \) such that for all \( \phi_h \in \mathcal{S}^1(\mathcal{T}_h)^m \) with \( |\phi_h(z)| \geq 1 \) for all \( z \in \mathcal{N}_h \) we have
\[ \|\nabla \Pi_h \phi_h\| \leq c_\Pi \|\nabla \phi_h\| \]
with \( \Pi_h \phi_h \in \mathcal{S}^1(\mathcal{T}_h)^m \) defined by
\[ \Pi_h \phi_h(z) = \frac{\phi_h(z)}{|\phi_h(z)|} \]
for all \( z \in \mathcal{N}_h \), i.e., \( \Pi_h \phi_h = \mathcal{I}_h[\phi_h/|\phi_h|] \).

Proof. We prove the estimate for every element \( T \in \mathcal{T}_h \) which implies the global statement by summation. For \( T = \text{conv}\{z_0, z_1, \ldots, z_d\} \) we let \( \Phi_T : T \to \bar{T} \) denote the affine linear mapping to the standard simplex \( \bar{T} = \text{conv}\{0, e_1, \ldots, e_d\} \) with \( \Phi_T(z_j) = e_j \) for \( j = 1, 2, \ldots, d \) and \( \Phi_T(z_0) = 0 \). Setting \( \hat{\phi}_h = \phi_h \circ \Phi_T^{-1} \) and \( \hat{\Pi}_h \hat{\phi}_h = (\Pi_h \phi_h) \circ \Phi_T^{-1} \) we have by Lipschitz continuity of the mapping \( p \mapsto p/\max\{1, |p|\} \) for \( p \in \mathbb{R}^m \) with constant 1 that
\[ \frac{\partial \hat{\Pi}_h \hat{\phi}_h}{\partial \bar{x}_j} = \frac{\hat{\phi}_h(z_j)}{|\hat{\phi}_h(z_j)|} - \frac{\phi_h(z_0)}{|\phi_h(z_0)|} \leq |\hat{\phi}_h(z_j) - \phi_h(z_0)| = \frac{\partial \hat{\phi}_h}{\partial \bar{x}_j} \]
for \( j = 1, 2, \ldots, d \), i.e., \( \|\nabla \hat{\Pi}_h \hat{\phi}_h\|_{L^2(\bar{T})} \leq \|\nabla \hat{\phi}_h\|_{L^2(\bar{T})} \). The equivalence
\[ h_T^{d/2-1} \|\nabla \hat{w}_h\|_{L^2(\bar{T})} \sim \|\nabla w_h\|_{L^2(T)} \]
for all \( w \in \mathcal{S}^1(\mathcal{T}_h) \)
(cf., e.g., [20]), implies that \( \| \nabla \Pi_h \phi_h \|_{L^2(\Omega)} \leq c_T \| \nabla \phi_h \|_{L^2(T)} \) with a constant \( c_T > 0 \) that depends on the geometry of \( T \) but not on its diameter. \( \square \)

**Remark 2.2.** If \( T_h \) is weakly acute, then the estimate holds with \( c_\Pi = 1 \); cf. [5].

### 3. Harmonic maps

Given a closed subset \( \Gamma_D \subset \partial \Omega \) of positive surface measure and \( u_D = \tilde{u}_D |_{\Gamma_D} \) for some \( \tilde{u}_D \in C(\overline{\Omega}; \mathbb{R}^m) \cap H^1(\Omega; \mathbb{R}^m) \) with \( g(\tilde{u}_D) = 0 \) in \( \Omega \) we aim at approximating critical points for

\[
I(u) = \frac{1}{2} \int_{\Omega} |\nabla u|^2 \, dx \quad \text{subject to } g(u) = 0.
\]

The direct method of the calculus of variations implies the existence of solutions and these are characterized by

\[
(\nabla u, \nabla w) = 0
\]

for all \( w \in H^1_0(\Omega; \mathbb{R}^m) \) with \( w \cdot g'(u) = 0 \) in \( \Omega \). The following algorithm iteratively computes approximate solutions for this problem. It may be regarded as a discretization of the constrained \( H^1 \) gradient flow

\[
-\Delta \partial_t u - \Delta u = \lambda u, \quad g(u) = 0
\]

with a linearized treatment of the constraint.

**Algorithm 1** (Harmonic maps). Let \( u^0_h \in S^1(T_h)^m \) with \( u^0_h(z) = u_D(z) \) for all \( z \in N_h \cap \Gamma_D \) and \( g(u^0_h(z)) = 0 \) for all \( z \in N_h \). Choose \( \tau, \varepsilon_{stop} > 0 \) and set \( k = 1 \).

1. Compute \( v^k_h \in S^1(T_h)^m \) such that \( v^k_h(z) \cdot g'(u^{k-1}_h(z)) = 0 \) for all \( z \in N_h \) and

\[
(\nabla v^k_h, \nabla w_h) + (\nabla u^{k-1}_h + \tau v^k_h, \nabla w_h) = 0
\]

for all \( w_h \in S^1(T_h)^m \) with \( w_h(z) \cdot g'(u^{k-1}_h(z)) = 0 \) for all \( z \in N_h \).

2. Set \( u^k_h = u^{k-1}_h + \tau v^k_h \) and stop if \( \| \nabla v^k_h \| \leq \varepsilon_{stop} \). Otherwise increase \( k \rightarrow k + 1 \) and continue with (1).

The algorithm terminates within a finite number of iterations and provides an approximate harmonic map in the sense of the following proposition.

**Proposition 3.1** (Termination). Algorithm [1] terminates within a finite number of iterations and provides a function \( u^*_h = u^{K}_h \in S^1(T_h)^m \) for some \( K \in \mathbb{N} \) such that \( u^*_h(z) = u_D(z) \) for all \( z \in N_h \cap \Gamma_D \) and

\[
(\nabla u^*_h, \nabla w_h) = \mathcal{R}_h(w_h)
\]

for all \( w_h \in S^1(T_h)^m \) with \( \mathcal{I}_h[w_h \cdot g'(u^*_h)] = 0 \) and a bounded linear functional \( \mathcal{R}_h : H^1_0(\Omega; \mathbb{R}^m) \rightarrow \mathbb{R} \) satisfying \( \| \mathcal{R}_h \|_{H^1_0(\Omega)} \leq \varepsilon_{stop} \). Moreover, we have

\[
\| \mathcal{I}_h g(u^*_h) \|_{L^1(\Omega)} \leq c_T I(u^0_h)
\]

and \( I(u^*_h) \leq I(u^0_h) \).

**Proof.** Given \( u^{k-1}_h \in S^1(T_h)^m \) the set

\[
\mathcal{F}_h[u^{k-1}_h] = \{ w_h \in S^1(T_h)^m : w_h(z) \cdot g'(u^{k-1}_h(z)) = 0 \text{ for all } z \in N_h \}
\]

is a closed subspace of \( S^1(T_h)^m \) so that the Lax-Milgram lemma implies the existence of a unique solution \( v^k_h \in \mathcal{F}_h[u^{k-1}_h] \) in every iteration. Choosing \( w_h = v^k_h =
incorporating the binomial formula 2(a + b)a = a² + ((a + b)² - b²), and noting

\[ u_k^k = u_h^{k-1} + \tau v_h^k \]

lead to

\[ \|\nabla v_h^k\|^2 + \frac{1}{2\tau} (\|\nabla u_h^k\|^2 - \|\nabla u_h^{k-1}\|^2) + \frac{\tau}{2} \|\nabla u_h^k\|^2 = 0. \]

Multiplication by \(\tau\) and summation over \(k = 1, 2, \ldots, \ell\) show that

\[ \frac{1}{2} \|\nabla u_h^\ell\|^2 + \tau(1 + \frac{\tau}{2}) \sum_{k=1}^\ell \|\nabla v_h^k\|^2 = \frac{1}{2} \|\nabla u_h^0\|^2. \]

This implies \(\|\nabla v_h^k\|^2 \to 0\) as \(k \to \infty\) and hence the convergence of the iteration and the estimate \(\|\nabla u_h^\ell\| \leq \|\nabla u_h^0\|\) for all \(\ell \geq 0\). At termination with some \(K \in \mathbb{N}\) we have for \(u_h^K = u_h^K = u_h^{K-1} + \tau v_h^K\) that

\[ (\nabla u_h^K, \nabla w_h) = (\nabla u_h^K, \nabla w_h) \]

for all \(w_h \in S_1^0(T_h)^m\) with \(w_h(z) \cdot g'(u_h^*(z)) = 0\) for all \(z \in \mathcal{N}_h\). Since \(\|\nabla v_h^K\| \leq \varepsilon_{\text{stop}}\) this implies the asserted identity. For every node \(z \in \mathcal{N}_h\) and \(\ell \geq 1\) we have by a Taylor expansion with some \(\xi_z \in \mathbb{R}^m\) that

\[ g(u_h^\ell(z)) = g(u_h^{\ell-1}(z) + \tau v_h^\ell(z)) = g(u_h^{\ell-1}(z)) + \tau g'(u_h^{\ell-1}(z)) \cdot v_h^\ell(z) + \frac{\tau^2}{2} D^2 g(\xi_z)[v_h^\ell(z), v_h^\ell(z)] = g(u_h^{\ell-1}(z)) + \frac{\tau^2}{2} D^2 g(\xi_z)[v_h^\ell(z), v_h^\ell(z)]. \]

Recalling that \(D^2 g\) is uniformly bounded it follows that

\[ |g(u_h^K(z))| \leq \|D^2 g\|_{L^\infty(\mathbb{R}^m)} \frac{\tau^2}{2} \sum_{\ell=1}^K |v_h^\ell(z)|^2. \]

Multiplication by \(h_d^2\) and summation over \(z \in \mathcal{N}_h\) together with the norm equivalences \((2.1)\) and Poincaré’s inequality imply the asserted estimate.

**Remarks 3.1.**

(i) If \(M = g^{-1}(\{0\})\) is the boundary of a convex set, i.e., \(M = \partial C\) for a convex set \(C \subset \mathbb{R}^m\), and if \(T_h\) is weakly acute then one may define the update \(u_h^k\) via

\[ u_h^k(z) = \Pi_C(u_h^{k-1}(z) + \tau v_h^k(z)) \]

for all \(z \in \mathcal{N}_h\) with the orthogonal projection \(\Pi_C\) onto \(C\). Since \(u_h^{k-1}(z) + \tau v_h^k(z) \notin \text{int}(C)\) we then have \(u_h^k(z) \in M = \partial C\) and the Lipschitz continuity of \(\Pi_C\) with constant 1 implies

\[ \|\nabla u_h^k\| \leq \|\nabla[u_h^{k-1} + \tau v_h^k]\| \leq \|\nabla u_h^{k-1}\|. \]

This allows us to devise an algorithm whose iterates satisfy the constraint at the nodes exactly and converges with \(\tau = 1\); cf. [38]. Weak acuteness is a restrictive condition if \(d = 3\) and if the triangulation is not weakly acute the step size restriction \(\tau = \mathcal{O}(h)\) has to be imposed to guarantee stability when the projection step is included; cf. [8].

(ii) The proposition proves global convergence of Algorithm 1. Newton iterations are in general only locally convergent but can be combined with Algorithm 1 as in [36].

(iii) Convergence of approximations as \((h, \tau, \varepsilon_{\text{stop}}) \to 0\) for the case \(g(p) = |p|^2 - 1\) can be shown with the help of Lemma \((2.1)\) and weak compactness arguments;
The case of target manifolds different from the unit sphere is difficult in general owing to the lack of related compactness results; cf. [8] for certain convergence results if \( d = 2 \).

In the case of the unit sphere, i.e., \( g(p) = |p|^2 - 1 \), we have \( |u^k_h(z)| \leq 1 \) for all \( z \in \mathcal{N}_h \) and \( k \geq 0 \). The renormalization is thus well defined and this motivates the following multilevel strategy that starts with a large step size and stopping criterion, carries out the iteration of Algorithm 1, renormalizes the output, decreases the step size, and repeats these steps until a prescribed step size and stopping criterion is attained. Simultaneously to the step size the mesh may be refined; related details are omitted for ease of presentation.

**Algorithm 2** (Multilevel strategy). Let \( u^0_h \in \mathcal{S}_0^1(\mathcal{T}_h)^m \) with \( u^0_h(z) = u_D(z) \) for all \( z \in \mathcal{N}_h \cap \Gamma_D \) and \( |u^0_h(z)|^2 = 1 \) for all \( z \in \mathcal{N}_h \) and choose \( \tau, \varepsilon_{\text{stop}} > 0 \), and \( L \geq 0 \). Set \( \varepsilon_{\text{stop}} = 2^L \varepsilon_{\text{stop}} \), \( \tau = 2^L \tau \), \( \ell = 0 \), \( k = 1 \), and \( u^0_h, k = u^0_h \).

1. Compute \( v^\ell, k_h \in \mathcal{S}^1_D(\mathcal{T}_h)^m \) such that \( v^\ell, k_h(z) \cdot u^{\ell, k-1}_h(z) = 0 \) for all \( z \in \mathcal{N}_h \) and
   \[
   (\nabla v^\ell, k_h, \nabla w_h) + (\nabla [u^{\ell, k-1}_h + \tau v^\ell, k_h], \nabla w_h) = 0
   \]
   for all \( w_h \in \mathcal{S}^1_D(\mathcal{T}_h)^m \) with \( w_h(z) \cdot u^{\ell, k-1}_h(z) = 0 \) for all \( z \in \mathcal{N}_h \).

2. Set \( u^{\ell, k}_h = u^{\ell, k-1}_h + \tau v^\ell, k_h \). If \( \|\nabla v^\ell, k_h\| \geq \varepsilon_{\text{stop}} \) increase \( k \to k+1 \) and continue with (1).

3. Stop if \( \ell = L \). Otherwise, increase \( \ell \to \ell + 1 \), decrease \( \tau \to \tau/2 \), \( \varepsilon_{\text{stop}} \to \varepsilon_{\text{stop}}/2 \), define \( u^{\ell, 0}_h \in \mathcal{S}^1(\mathcal{T}_h)^m \) by
   \[
   u^{\ell, 0}_h(z) = \frac{u^{\ell-1, k}_h(z)}{|u^{\ell-1, k}_h(z)|}
   \]
   for all \( z \in \mathcal{N}_h \), set \( k = 1 \), and continue with (1).

With the arguments of the proof of Proposition 3.1 we obtain the following result.

**Proposition 3.2** (Multilevel convergence). Algorithm 2 is well defined, terminates within a finite number of iterations, and provides a function \( u^*_h \in \mathcal{S}^1(\mathcal{T}_h)^m \) such that \( u^*_h(z) = u_D(z) \) for all \( z \in \mathcal{N}_h \cap \Gamma_D \) and

\[
(\nabla u^*_h, \nabla w_h) = \mathcal{R}_h(w_h)
\]

for all \( w_h \in \mathcal{S}^1_D(\mathcal{T}_h)^m \) with \( \mathcal{I}_h[w_h \cdot u^*_h] = 0 \) and a bounded linear functional \( \mathcal{R}_h : H^1_D(\Omega; \mathbb{R}^m) \to \mathbb{R} \) satisfying \( \|\mathcal{R}_h\|_{H^1_D(\Omega)^'} \leq \varepsilon_{\text{stop}} \). Moreover, with \( c_\Pi > 0 \) such that

\[
\|\nabla \phi_h\| \leq c_\Pi \|\mathcal{I}_h[\frac{\phi_h}{|\phi_h|}]\|
\]

for all \( \phi_h \in \mathcal{S}^1(\mathcal{T}_h)^m \) with \( |\phi_h(z)| \geq 1 \) for all \( z \in \mathcal{N}_h \) we have

\[
\|\mathcal{I}_h|u^*_h|^2 - 1\|_{L^1(\Omega)} \leq \tau c_\Pi I(u^0_h).
\]

**Proof.** The proof follows from a repeated application of Proposition 3.1 and noting that

\[
\|\nabla u^{\ell, 0}_h\| \leq c_\Pi \|\nabla u^{\ell-1, k}_h\|
\]

for \( \ell = 1, 2, \ldots, L \).
Remarks 3.2. (i) If the underlying triangulation is weakly acute then we have $c_\Pi = 1$ and $I(u^*_h) \leq I(u^0_h)$.

(ii) The upper bound for the error in the approximation of the constraint can be replaced by $\tau I(u^{L,0}_h)$ which is expected to be a sharper bound for the error $\|I_h|u^*_h|^2 - 1\|_{L^1(\Omega)}$ since the Dirichlet energy is decreased on every level.

4. Harmonic map heat flow

The iterative scheme devised and analyzed in the previous section computes approximations of harmonic maps with the help of the corresponding $H^1$ gradient flow. The related $L^2$ gradient flow is the harmonic map heat flow into $M = g^{-1}(\{0\})$ defined through

$$(\partial_t u, w) + (\nabla u, \nabla w) = 0, \quad g(u) = 0, \quad u(0) = u_0,$$

for almost every $t \in [0, T]$ and all $w \in H^1_0(\Omega; \mathbb{R}^m)$ with $w \cdot g'(u(t, \cdot)) = 0$ together with the boundary conditions

$$u(t, \cdot)|_{\Gamma_D} = u_D, \quad \partial_t u(t, \cdot)|_{\Gamma_N} = 0.$$

Here, the case $\Gamma_D = \emptyset$ is not excluded. This initial boundary value problem can be approximately solved by changing the inner product used in Algorithm 1. We incorporate a parameter $\theta \in [0, 1]$ that allows us to analyze a class of midpoint schemes. We assume that the initial data $u_0 \in H^1(\Omega; \mathbb{R}^m)$ is continuous and satisfies $u_0|_{\Gamma_D} = u_D$ and $g(u_0) = 0$ in $\Omega$.

Algorithm 3 (Harmonic map heat flow). Let $u^0_h \in S^1(\mathcal{T}_h)^m$ be defined through $u^0_h(z) = u_0(z)$ for all $z \in \mathcal{N}_h$ and set $k = 1$.

1. Compute $v^k_h \in S^1_k(\mathcal{T}_h)^m$ such that $v^k_h(z) \cdot g'(u^{k-1}_h(z)) = 0$ for all $z \in \mathcal{N}_h$ and

$$(v^k_h, w_h) + (\nabla [u^{k-1}_h + \theta \tau v^k_h], \nabla w_h) = 0$$

for all $w_h \in S^1_k(\mathcal{T}_h)^m$ with $w_h(z) \cdot g'(u^{k-1}_h(z)) = 0$ for all $z \in \mathcal{N}_h$.

2. Set $u^k_h = u^{k-1}_h + \tau v^k_h$ and stop if $k \geq K = \lceil T/\tau \rceil$. Otherwise increase $k \to k + 1$ and continue with (1).

The properties of Algorithm 3 are similar to those of Algorithm 1.

Proposition 4.1 (Stability). Algorithm 3 computes a sequence of functions

$$(u^k_h)_{k=0, \ldots, K} \subset S^1(\mathcal{T}_h)^m$$

such that $u^k_h(z) = u_D(z)$ for all $z \in \mathcal{N}_h \cap \Gamma_D$ and $k = 0, 1, \ldots, K$, and

$$I(u^k_h) + \tau \sum_{k=1}^\ell \|v^k_h\|^2 + (2\theta - 1) \frac{\tau^2}{2} \sum_{k=1}^\ell \|\nabla v^k_h\|^2 = I(u^0_h)$$

for all $\ell = 1, 2, \ldots, K$. With the interpolants $\hat{u}_{h, \tau}, u^-_{h, \tau}, u^+_{h, \tau} : [0, T] \times \Omega \to \mathbb{R}^m$ of the sequence $(u^k_h)_{k=0, \ldots, K}$ we have

$$(\partial_t \hat{u}_{h, \tau}, w_h) + (\nabla [(1 - \theta)u^-_{h, \tau} + \theta u^+_{h, \tau}], \nabla w_h) = 0$$

for almost every $t \in [0, T]$ and all $w_h \in S^1_k(\mathcal{T}_h)^m$ with $I_h[w_h \cdot g'(u^-_{h, \tau}(t))] = 0$ in $\Omega$ and if $\theta \geq 1/2$, then

$$\|I_h g(u^+_{h, \tau}(t, \cdot))\|_{L^1(\Omega)} \leq c\tau I(u^0_h).$$
Proof. Choosing \( w_h = v_h^k = d_t u_h^k \) in the equation of Algorithm 3 the proof follows the lines of the proof of Proposition 3.1.

\[ \square \]

Remarks 4.1. (i) A projection step can be included if the target manifold is the boundary of a convex set. Stability of the iteration then requires that \( \mathcal{T}_h \) is weakly acute or that \( \tau = \mathcal{O}(h^2) \).

(ii) Unconditional convergence to solutions of subsequences of numerical approximations such as \((h, \tau) \to 0\) in the case \( g(p) = |p|^2 - 1 \) and \( \theta \geq 1/2 \) follows with the techniques from [2, 3]. If \( \theta < 1/2 \), then the condition \( \tau \leq c h^2 \min \) needs to be imposed.

(iii) If \( m = 3 \) and \( g(p) = |p|^2 - 1 \), then the harmonic map heat flow into the unit sphere can equivalently be defined through the equation

\[ \partial_t u + u \times (u \times \Delta u) = 0 \]

with initial and homogeneous Neumann boundary conditions. The Landau-Lifshitz-Gilbert equation seeks a mapping \( u : [0, T] \times \Omega \to \mathbb{R}^3 \) with \( |u(t, x)| = 1 \) in \([0, T] \times \Omega \) and

\[ \partial_t u + \alpha u \times (u \times \Delta u) - u \times \Delta u = 0 \]

with a small damping parameter \( \alpha > 0 \). The discretization of this equation is analogous to the discretization of the harmonic map heat flow; cf. [2, 3]. In particular, projection steps can be omitted.

5. Wave maps

The partial differential equation that defines wave maps reads

\( (\partial_t^2 u, w) + (\nabla u, \nabla w) = 0, \quad g(u) = 0, \quad u(0) = u_0, \quad \partial_t u(0) = v_0, \)

for all \( w \in H^1_b(\Omega; \mathbb{R}^m) \) with \( w \cdot g'(u) = 0 \) together with the boundary conditions

\( u(t, \cdot)|_{\Gamma_D} = u_D, \quad \partial_{\nu} u(t, \cdot)|_{\Gamma_N} = 0, \)

where \( \Gamma_D = \emptyset \) is admissible. We assume that the data functions \( u_0 \in H^1(\Omega; \mathbb{R}^m) \) and \( v_0 \in L^2(\Omega; \mathbb{R}^m) \) are continuous and compatible and employ the following algorithm to approximate solutions.

Algorithm 4 (Wave maps). Let \( u_h^0, v_h^0 \in S^1(\mathcal{T}_h)^m \) be defined through \( u_h^0(z) = u_0(z) \) and \( v_h^0(z) = v_0(z) \) for all \( z \in N_h \) and set \( k = 1 \).

(1) Compute \( v_h^k \in S^1_b(\mathcal{T}_h)^m \) such that \( v_h^k(z) \cdot g'(u_h^{k-1}(z)) = 0 \) for all \( z \in N_h \) and

\[ (d_t v_h^k, w_h) + (\nabla [u_h^{k-1} + \theta \tau v_h^k], \nabla w_h) = 0 \]

for all \( w_h \in S^1_b(\mathcal{T}_h)^m \) with \( w_h(z) \cdot g'(u_h^{k-1}(z)) = 0 \) for all \( z \in N_h \).

(2) Set \( u_h^k = u_h^{k-1} + \tau v_h^k \) and stop if \( k \geq K = \lceil T/\tau \rceil \). Otherwise increase \( k \to k + 1 \) and continue with (1).

Proposition 5.1 (Stability). Algorithm 4 computes sequences of functions

\[ (u_h^k)_{k=0, \ldots, K}, (v_h^k)_{k=0, \ldots, K} \subset S^1(\mathcal{T}_h)^m \]

such that \( u_h^k(z) = u_D(z) \) for all \( z \in N_h \cap \Gamma_D \) and \( k = 0, 1, \ldots, K \) and

\[ \frac{1}{2} \|v_h^k\|^2 + \frac{1}{2} \|\nabla u_h^k\|^2 + \frac{\tau^2}{2} \sum_{k=1}^\ell \|d_t v_h^k\|^2 + (2\theta - 1) \frac{\tau^2}{2} \sum_{k=1}^\ell \|\nabla v_h^k\|^2 = \frac{1}{2} \|v_h^0\|^2 + \frac{1}{2} \|\nabla u_h^0\|^2 \]
for all \( \ell = 1, 2, \ldots, K \). With the interpolants \( \hat{v}_{h, r}, \hat{u}_{h, r}, u_{h, r}^+, u_{h, r}^- : [0, T] \times \Omega \to \mathbb{R}^m \), of the sequences we have

\[
(\partial_t \hat{v}_{h, r}, w_h) + (\nabla [(1 - \theta)u_{h, r}^- + \theta u_{h, r}^+], \nabla w_h) = 0
\]

for almost every \( t \in [0, T] \) and all \( w_h \in S_1^d(T_h)^m \) with \( \mathbf{I}_h g'(u_{h, r}(t)) = 0 \) in \( \Omega \) and if \( \theta \geq 1/2 \), then

\[
\| \mathbf{I}_h g(u_{h, r}^+(t, \cdot)) \|_{L^1(\Omega)} \leq c \tau(t + 1)(\| v_0^0 \|^2 + \| \nabla u_0^0 \|^2).
\]

**Proof.** Choosing \( w_h = v_h^k = d_t u_h^k \) in the equation of Algorithm 4 leads to

\[
\frac{d_t}{2} \| v_h^k \|^2 + \frac{\tau}{2} \| d_t v_h^k \|^2 + \frac{d_t}{2} \| \nabla v_h^k \|^2 + (2\theta - 1) \frac{\tau^2}{2} \| \nabla v_h^k \|^2 = 0.
\]

Summation over \( k = 1, 2, \ldots, \ell \) and multiplication by \( \tau \) imply the first asserted identity. If \( \theta \geq 1/2 \), then we have \( \| v_h^k \| \leq c \) for all \( k = 0, 1, \ldots, K \) and with the arguments of the proof of Proposition 3.1 we deduce the asserted bound for \( \| \mathbf{I}_h g(u_{h, r}^+(t, \cdot)) \|_{L^1(\Omega)} \).

**Remarks 5.1.** (i) The linearized treatment of the constraint prohibits the use of the test function \( w_h = (u_{h}^{k-1} + u_{h}^k)/2 \) which would be desirable in the case \( \theta = 1/2 \) to verify whether the scheme is dissipation-free.

(ii) Unconditional convergence to solutions of subsequences of approximations as \( (h, \tau) \to 0 \) in the case \( g(p) = |p|^2 - 1 \) can be shown for \( \theta \geq 1/2 \) as in [7][10]. If \( \theta < 1/2 \), then the condition \( \tau \leq c h_{\min}^2 \) needs to be imposed.

6. **Numerical experiments**

We report in this section the practical performance of the projection-free approximation schemes for two- and three-dimensional settings. The implementations were realized in Matlab with a direct solution of linear systems of equations. The employed triangulations were obtained by uniform red-refinements of coarse triangulations of \( \Omega = (-1/2, 1/2)^d \) with mesh-size \( h \sim 1 \). We will refer to the triangulation that is obtained by \( \ell \) successive uniform refinements through the mesh-size \( h = 2^{-\ell} \).

6.1. **Harmonic maps.** We tested Algorithms 1 and 2 in an example that leads to the singular solution \( u(x) = x/|x|, x \in \Omega \), if \( d = 3 \) and a smooth solution if \( d = 2 \).

**Example 6.1.** Let \( m = 3 \), and \( g(p) = |p|^2 - 1 \) for \( p \in \mathbb{R}^3 \), \( \Omega = (-1/2, 1/2)^d \) for \( d = 2, 3 \), \( \Gamma_D = \partial \Omega \), \( \Gamma_N = \emptyset \), and \( u_D(x) = x/|x| \) for \( x \in \Gamma_D \).

In Tables 1 and 2 we displayed the error in the approximation of the constraint with respect to the \( L^1 \) and \( L^\infty \) norm, the initial energy, and the number of iterations of Algorithm 1 for different mesh-sizes with \( d = 2 \) and \( d = 3 \), respectively. We employed different mesh-sizes \( h = 2^{-\ell} \) for \( \ell = 3, 4, 5, 6 \) and \( \ell = 2, 3, 4, 5 \) for \( d = 2 \) and \( d = 3 \), respectively, and the parameters

\[
\tau = h, \quad \varepsilon_{\text{stop}} = h.
\]

The algorithm was initialized with vector fields defined through

\[
u_h^0(z) = \begin{cases} u_D(z) & \text{for } z \in \mathcal{N}_h \cap \Gamma_D, \\ \xi_z / |\xi_z| & \text{for } z \in \mathcal{N}_h \setminus \Gamma_D. \end{cases}
\]
where \( \xi \in [-1/2, 1/2]^3 \) denotes for every \( z \in \mathcal{N}_h \) a random vector. The initial energy \( I(u_0^h) \) is thus strongly mesh-dependent and grows like \( h^{-2} \) which is suboptimal in view of the bound for the approximation error for the constraint of Proposition 3.1. Nevertheless, we observe an experimental convergence of the approximation error in the constraint as \( h \to 0 \). The analysis of Algorithm 1 shows that the number of iterations depends on the value of the initial energy and for the suboptimal choice of \( u_0^h \) in this experiment and the stopping criterion \( \varepsilon_{\text{stop}} = h \) we see that the number of iterations increases like \( h^{-2} \).

Table 3 illustrates the performance of the multilevel iteration defined by Algorithm 2 with different numbers of levels \( L \) and for fixed \( d = 2, h = 2^{-5}, \tau = \varepsilon_{\text{stop}} = h \). We see that the increasing number of levels decreases the total number of iterations compared to the single level iteration corresponding to \( L = 0 \).

Moreover, the approximation of the constraint is significantly improved which is in agreement with Remark 3.2. Since the triangulation is weakly acute Algorithm 1 with step size \( \tau = 1 \) and a projection step may be used in this example. In this case the scheme terminated after 35 iterations. Table 4 shows the corresponding results for the three-dimensional situation with \( h = 2^{-4} \). Again we observe a significant decrease of the total number of iterations compared to the iteration with a fixed step size. Our triangulations of the unit cube in \( \mathbb{R}^3 \) are not weakly acute so that the projection scheme with step size \( \tau = 1 \) cannot be applied in this situation. We conclude that in the case of the unit sphere and sufficiently symmetric triangulations the incorporation of a projection step leads to a highly efficient scheme but its rigorous mathematical justification remains open.

6.2. Harmonic map heat flow. It is well understood that the harmonic map heat flow can develop singularities from smooth initial data. The following example from [13] leads to such a situation and provides a certain worst-case scenario for numerical approximation schemes.

Example 6.2. Let \( d = 2, T = 1, \Omega = (-1/2, 1/2)^2, \Gamma_D = \partial \Omega, \Gamma_N = \emptyset, m = 3, g(p) = |p|^2 - 1, \) and

\[
u_0(x) = \frac{1}{|x|} \left(x_1 \sin \phi(2|x|), x_2 \sin \phi(2|x|), |x| \cos \phi(2|x|)\right)^T
\]

for \( x = (x_1, x_2) \in \Omega \) and \( \phi(s) = (3\pi/2) \min\{s^2, 1\} \).

We approximated the nonlinear evolution problem specified by Example 6.2 with Algorithm 3 and the discretization parameters \( \theta = 1, h = 2^{-\ell}, \ell = 6, 7, 8, 9, \) and \( \tau = h \). Figure 2 visualizes the development of the approximation error \( \|I_h|u_k^h| - 1\|_{L^1(\Omega)} \) in dependence of the number of time steps \( k = 0, 1, \ldots, K \) and the mesh-size \( h \). Initially this error increases rapidly but then attains a constant value when the evolution becomes almost stationary. The experimental error decays only nearly linearly with the step size \( \tau = h \) within the considered time interval and does not show the full linear convergence proved in Proposition 4.1. This is expected to be related to the global character in time of the estimate. The approximation error appears large compared to the values of the employed step sizes which reflects the influence of the large initial energy \( I(u_0) \approx 72.16 \). We remark that only the solution of a linear system of equations is required in every time step, i.e., no iterative solutions of nonlinear systems of equations are required.
Table 1. Error in the constraint approximation in different norms, initial energy, and iteration numbers for Algorithm 1 in Example 6.1 with $d = 2$, $h = 2^{-\ell}$, $\ell = 3, 4, 5, 6$, and $\tau = \varepsilon_{\text{stop}} = h$.

| $h$ | $||I_h|u_h^*|^2 - 1||_{L^1}$ | $||I_h|u_h^*|^2 - 1||_{L^{\infty}}$ | $I(u_h^0)$ | $K_{\text{iter}}$ |
|-----|-----------------------------|-----------------------------|------------|-------------|
| $2^{-3}$ | 0.0854 | 0.1192 | 109.61 | 86 |
| $2^{-4}$ | 0.0640 | 0.0997 | 472.99 | 194 |
| $2^{-5}$ | 0.0467 | 0.0848 | 1972.40 | 569 |
| $2^{-6}$ | 0.0292 | 0.0545 | 7997.41 | 2425 |

Table 2. Error in the constraint approximation in different norms, initial energy, and iteration numbers for Algorithm 1 in Example 6.1 with $d = 3$, $h = 2^{-\ell}$, $\ell = 3, 4, 5, 6$, and $\tau = \varepsilon_{\text{stop}} = h$.

| $h$ | $||I_h|u_h^*|^2 - 1||_{L^1}$ | $||I_h|u_h^*|^2 - 1||_{L^{\infty}}$ | $I(u_h^0)$ | $K_{\text{iter}}$ |
|-----|-----------------------------|-----------------------------|------------|-------------|
| $2^{-2}$ | 0.0634 | 0.1483 | 30.53 | 25 |
| $2^{-3}$ | 0.0763 | 0.1546 | 168.67 | 206 |
| $2^{-4}$ | 0.0560 | 0.1168 | 811.78 | 790 |
| $2^{-5}$ | 0.0186 | 0.0878 | 3577.04 | 856 |

Table 3. Error in the constraint approximation and (total) iteration numbers for the multilevel iteration of Algorithm 2 in Example 6.1 with $d = 2$, $h = 2^{-5}$, $\tau = \varepsilon_{\text{stop}} = h$, and number of levels $L = 0, 1, \ldots, 5$.

| $L$ | $||I_h|u_h^*|^2 - 1||_{L^1}$ | $||I_h|u_h^*|^2 - 1||_{L^{\infty}}$ | $K_{\text{iter}}$ |
|-----|-----------------------------|-----------------------------|-------------|
| 0 | 0.04668170 | 0.08484197 | 569 |
| 1 | 0.00000827 | 0.00002337 | 353 |
| 2 | 0.00000346 | 0.00000903 | 233 |
| 3 | 0.00000404 | 0.00001005 | 185 |
| 4 | 0.00000397 | 0.00000994 | 162 |
| 5 | 0.00000397 | 0.00000994 | 162 |

Table 4. Error in the constraint approximation and (total) iteration numbers for the multilevel iteration of Algorithm 2 in Example 6.1 with $d = 3$, $h = 2^{-4}$, $\tau = \varepsilon_{\text{stop}} = h$, and number of levels $L = 0, 1, \ldots, 4$.

| $L$ | $||I_h|u_h^*|^2 - 1||_{L^1}$ | $||I_h|u_h^*|^2 - 1||_{L^{\infty}}$ | $K_{\text{iter}}$ |
|-----|-----------------------------|-----------------------------|-------------|
| 0 | 0.05599896 | 0.11684442 | 790 |
| 1 | 0.00001268 | 0.00096441 | 449 |
| 2 | 0.00001317 | 0.00119701 | 400 |
| 3 | 0.00001328 | 0.00144665 | 386 |
| 4 | 0.00001328 | 0.00144665 | 386 |
Figure 2. Development of the constraint approximation error $\|I_h u_{h,\tau}^k(t)\|^2 - \|L^1(\Omega)\|$ for different mesh-sizes $h = 2^{-\ell}$, $\ell = 6, 7, 8, 9$, and $\tau = h$ in the approximation of the harmonic map heat flow specified in Example 6.2 with Algorithm 3. The error grows rapidly in an initial time interval and then remains nearly constant. It decays nearly linearly with the step size $\tau = h$.

6.3. Wave maps. The partial regularity properties and occurrence of singularities in wave maps is less well understood than for the harmonic map heat flow. Although finite-time blow-up is known to occur [17] no explicit examples seem to be available.

The initial data defined in the following example leads to maximal, unbounded gradients in numerical experiments.

**Example 6.3.** Let $d = 2$, $T = 1$, $\Omega = (-1/2, 1/2)^2$, $\Gamma_D = \emptyset$, $\Gamma_N = \partial \Omega$, $m = 3$, $g(p) = |p|^2 - 1$, $v_0 = 0$, and

$$u_0(x) = \begin{cases} (2a(|x|)x_1, 2a(|x|)x_2, a(|x|)^2 - |x|^2)^\top / (a(|x|)^2 + |x|^2) & \text{for } |x| \leq 1/2, \\ (0, 0, -1)^\top & \text{for } |x| \geq 1/2, \end{cases}$$

for $x = (x_1, x_2) \in \Omega$ and $a(s) = (1 - 2s)^4$.

We ran Algorithm 4 with $\theta = 1$, $h = 2^{-\ell}$ for $\ell = 5, 6, 7, 8$, $\tau = h/4$, and the discrete initial data functions $u_0^h = I_h u_0$ and $v_0^h = I_h v_0 = 0$. Figure 3 shows the temporal development of the constraint violation, i.e., the sequence

$$\|I_h u_{h,k}^k - 1\|_{L^1(\Omega)}$$

for $k = 0, 1, \ldots, K$ with $K = \lceil T/\tau \rceil$. We note that for the initial data defined in Example 6.3 we have that the quantity

$$\frac{1}{2} (\|v_0^0\|^2 + \|\nabla u_0^0\|^2)$$

is uniformly bounded and this is reflected in the decay of the approximation error of the constraint, i.e., we observe experimentally a linear decay of the approximation error $\|I_h u_{h,k}^k - 1\|_{L^1(\Omega)}$ as $h = \tau \to 0$ at fixed times $t_k$. The error increases in
time proportionally to $t$ which is in agreement with the error bound derived in Proposition 5.1. Every time step in our realization of Algorithm 4 only required the solution of a linear system of equations.

![Figure 3. Development of the constraint approximation error $\|Z_h u_{h,\tau}^+(t)\|_L^2 - 1\|_L$ for different mesh-sizes $h = 2^{-\ell}$, $\ell = 5, 6, 7, 8$, and $\tau = h$ in the approximation of a wave map evolution specified in Example 6.3 with Algorithm 4. The error grows linearly in time and decays linearly with the step size $\tau = h/4$.](image)
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