ANALYSIS OF AN AUGMENTED MIXED-FEM FOR THE NAVIER-STOKES PROBLEM
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Abstract. In this paper we propose and analyze a new augmented mixed finite element method for the Navier-Stokes problem. Our approach is based on the introduction of a “nonlinear-pseudostress” tensor linking the pseudostress tensor with the convective term, which leads to a mixed formulation with the nonlinear-pseudostress tensor and the velocity as the main unknowns of the system. Further variables of interest, such as the fluid pressure, the fluid vorticity and the fluid velocity gradient, can be easily approximated as a simple postprocess of the finite element solutions with the same rate of convergence. The resulting mixed formulation is augmented by introducing Galerkin least-squares type terms arising from the constitutive and equilibrium equations of the Navier-Stokes equations and from the Dirichlet boundary condition, which are multiplied by stabilization parameters that are chosen in such a way that the resulting continuous formulation becomes well-posed. Then, the classical Banach fixed point theorem and the Lax-Milgram lemma are applied to prove well-posedness of the continuous problem. Similarly, we establish well-posedness and the corresponding Cea estimate of the associated Galerkin scheme considering any conforming finite element subspace for each unknown. In particular, the associated Galerkin scheme can be defined by employing Raviart-Thomas elements of degree $k$ for the nonlinear-pseudostress tensor and continuous piecewise polynomial elements of degree $k+1$ for the velocity, which leads to an optimal convergent scheme. In addition, we provide two iterative methods to solve the corresponding nonlinear system of equations and analyze their convergence. Finally, several numerical results illustrating the good performance of the method are provided.

1. Introduction

This paper is concerned with the numerical approximation of the incompressible Navier-Stokes problem:

\begin{equation}
\begin{aligned}
-\nu \Delta u + (u \cdot \nabla)u + \nabla p &= f \quad \text{in } \Omega, \\
\text{div } u &= 0 \quad \text{in } \Omega, \\
\text{div } u &= 0 \quad \text{on } \Gamma, \\
\int_{\Omega} p &= 0,
\end{aligned}
\end{equation}
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where $\Omega \subset \mathbb{R}^n$, $n \in \{2, 3\}$, is a polyhedral domain, $\nu > 0$ is the fluid viscosity, $u$ is the velocity, $p$ is the pressure, and $f$ is a source term. In particular, we are interested in pseudostress-type mixed variational formulations to solve problem (1.1).

Pseudostress-based formulations, applied to the Stokes problem, have been extensively studied during the last decades (see e.g. [5], [14], [20], [22], and the references therein). This study has been extended to solve important problems in engineering, such as the Stokes-Darcy coupled problem and transport problems (see, for instance, [1], [21], [24], [25]).

There are two main advantages to utilizing these kinds of formulations. On the one hand, pseudostress-based formulations have a natural applicability to non-Newtonian flows. Indeed, since in this case the constitutive equation is nonlinear, the stress cannot be eliminated, and hence it becomes an unavoidable unknown in the corresponding solvability analysis. Actually, the main advantage of these kinds of formulations is that they allow for a unified analysis for linear and nonlinear flows (see [11], [19], [23], [28]). On the other hand, when using pseudostress-based formulations, further variables of interest can be computed as a simple postprocess of the pseudostress, and then they can be approximated without losing any accuracy. In fact, after computing the pseudostress tensor $\sigma := \nu \nabla u - p I$ one can easily obtain the fluid stress tensor $\tilde{\sigma} := \nu (\nabla u + \nabla u^t) - p I$, the fluid pressure $p$, the fluid vorticity $\omega := \frac{1}{\nu} (\nabla u - (\nabla u)^t)$, and the fluid velocity gradient $\nabla u$, respectively, as follows:

\[
\tilde{\sigma} = \sigma - \frac{1}{n} \text{tr} (\sigma) I + \sigma', \quad p = -\frac{1}{n} \text{tr} (\sigma), \quad \omega = \frac{1}{2\nu} (\sigma - \sigma') \quad \text{and} \quad \nabla u = \frac{1}{\nu} (\sigma - \frac{1}{n} \text{tr} (\sigma) I).
\]

Now, concerning mixed formulations for the Navier-Stokes equations, we first mention the works of Farhloul et al. (see [12] and [13]), where the authors extend the analysis of dual-mixed formulations for the Stokes equations to the Navier-Stokes problem. They propose quasi-optimal convergent numerical methods for the fluid flow problem considering the strain tensor (in [12]) and the velocity gradient tensor (in [13]) as the main unknowns of the corresponding systems. In [8] (see also [6] and [7]), Cai et al. have extended the analysis of pseudostress-based mixed methods for the Stokes problem to the Navier-Stokes equations. They introduce and analyze a conforming $H(\text{div})$ method for a pseudostress-based mixed formulation which turns out to be of accuracy $O(h^{k+1-n/6})$ ($n = 2, 3$) in the $L^3$ norm. Finally, in [29], Howell and Walkington present a dual-mixed finite element method for the Navier-Stokes problem, where the main unknowns are the velocity-gradient (in $L^2$), the velocity (in $L^2$) and a modified version of the pseudostress (or stress) tensor (in $H(\text{div})$) that links the pseudostress tensor and the convective term. The authors prove well-posedness of the continuous formulation utilizing the classical Babuška-Brezzi theory, the fact that the velocity can be seen as a function in $H^1$ (Lemma 2.4), and a fixed-point argument. The first tool involves inf-sup conditions which are not easy to prove for the classical $H(\text{div})$-conforming discrete spaces. In order to deal with this issue, the authors introduce new finite element subspaces for the corresponding unknowns, which turn out to be expensive.

In this work we introduce a new augmented mixed finite element method for problem (1.1). Similarly to [29], we introduce a “nonlinear-pseudostress” tensor (in $H(\text{div})$) linking the pseudostress tensor and the convective term, which together
with the velocity (in $H^1$) are the main unknowns of the system. The pressure is eliminated by using the incompressibility property and can be recovered as a simple postprocess of the nonlinear-pseudostress tensor. Since the velocity is kept as a function in $H^1$, we utilize similar techniques developed in [16] and [17] for the linear elasticity problem (see also [14] for similar results applied to the Stokes problem), and augment the mixed formulation with Galerkin least-squares-type terms arising from the constitutive and equilibrium equations of the Navier-Stokes equations and from the Dirichlet boundary condition, which are multiplied by stabilization parameters that are chosen in such a way that the resulting continuous formulation becomes well-posed. The introduction of these terms allows us to circumvent the necessity of proving inf-sup conditions, and as a result, to relax the hypotheses on the corresponding discrete subspaces. In this way, the classical Banach fixed point theorem and the Lax-Milgram lemma can be applied to prove well-posedness of the continuous problem. Analogously, and considering any pair of conforming subspaces for the nonlinear-pseudostress tensor and the fluid velocity, we establish well-posedness and the corresponding Cea estimate of the associated Galerkin scheme. In particular, making use of Raviart-Thomas elements of degree $k$ for the nonlinear-pseudostress tensor and continuous piecewise polynomial elements of degree $k + 1$ for the velocity, we obtain the optimal rate of convergence, which is one of the principal advantages of our method.

The rest of this paper is organized as follows. In Section 2 we present the main aspects of the continuous problem. We reformulate the fluid flow problem as an equivalent first-order set of equations. Then, we multiply the corresponding equations by suitable test functions and integrate by parts to derive our augmented mixed variational formulation. In Section 3 we choose appropriate stabilization parameters, and apply the classical Banach fixed point theorem and the Lax-Milgram lemma to prove unique solvability and stability of the continuous formulation. In Section 4 we introduce and analyze the associated Galerkin scheme. We proceed analogously to the continuous case and establish well-posedness of the corresponding discrete problem, considering any subspace for the nonlinear-pseudostress tensor and the velocity. In addition, we establish the corresponding Cea estimate and provide a suitable choice of finite element spaces ensuring optimal rate of convergence. In Section 5 we present two iterative strategies to compute the solutions of the aforementioned augmented scheme and analyze their convergence. Finally, several numerical results illustrating the good performance of the method are reported in Section 6.

2. Continuous problem

2.1. Preliminaries. Let us first introduce some general functional spaces. If $\mathcal{O}$ is a domain and $r \in \mathbb{R}$, we define

$$H^r(\mathcal{O}) := [H^r(\mathcal{O})]^n, \quad H^r(\mathcal{O}) := [H^r(\mathcal{O})]^{n \times n}.$$ 

In the particular case $r = 0$ we usually write $L^2(\mathcal{O})$ and $L^2(\mathcal{O})$ instead of $H^0(\mathcal{O})$ and $H^0(\mathcal{O})$, respectively. The corresponding norms are denoted by $\| \cdot \|_{r, \mathcal{O}}$ (for $H^r(\mathcal{O})$, $H^r(\mathcal{O})$, and $H^r(\mathcal{O})$).

Also, the Hilbert space

$$H(\text{div}; \mathcal{O}) := \{ w \in L^2(\mathcal{O}) : \text{div} w \in L^2(\mathcal{O}) \}$$
is standard in the realm of mixed problems (see [1], [18], [15] for instance), where div is the usual divergence operator acting on vector fields. The space of matrix valued functions whose rows belong to $H \textnormal{(div; } O)$ will be denoted $H \textnormal{(div; } O)$. The Hilbert norms of $H \textnormal{(div; } O)$ and $H \textnormal{(div; } O)$ are denoted by $\| \cdot \|_{\textnormal{div; } O}$ and $\| \cdot \|_{\textnormal{div; } O}$, respectively. Note that if $S \in H \textnormal{(div; } O)$, then $\text{div } S \in L^2(O)$. Note also that $H \textnormal{(div; } O)$ can be characterized as the space of matrix valued functions $S$ such that $c^t S \in H \textnormal{(div; } O)$ for any constant column vector $c$. In addition, we have the following decomposition:

\begin{equation}
H \textnormal{(div; } O) = H_0 \textnormal{(div; } O) \oplus P_0(O) I,
\end{equation}

where

\begin{equation}
H_0 \textnormal{(div; } O) := \left\{ S \in H \textnormal{(div; } O) : \int_O \text{tr } S = 0 \right\},
\end{equation}

$I$ is the $n \times n$ identity matrix, $P_0(O)$ is the space of constant polynomials on $O$, and tr stands for the usual trace of tensor. More precisely, each $S \in H \textnormal{(div; } O)$ can be decomposed uniquely as

\begin{equation}
S = S_0 + c I, \quad \text{with } S_0 \in H_0 \textnormal{(div; } O) \quad \text{and} \quad c := \frac{1}{n |O|} \int_O \text{tr } S \in \mathbb{R}.
\end{equation}

Finally, for the sake of simplicity, in what follows we denote

\begin{align*}
(u, v)_\Omega &:= \int_\Omega uv, \quad (u, v)_\Gamma := \int_\Gamma u \cdot v, \\
(u, v)_\Gamma &:= \int_\Gamma u \cdot v \quad \text{and} \quad (T, S)_\Omega := \int_\Omega T : S.
\end{align*}

2.2. The first-order set of equations. As we already mentioned, in order to describe our mixed variational formulation, we first rewrite problem (1.1) as an equivalent first-order set of equations. We begin by introducing the “nonlinear-pseudostress” tensor

\begin{equation}
T := \nu \nabla u - p I - u \otimes u \quad \text{in } \Omega.
\end{equation}

From the incompressibility condition $\text{div } u = \text{tr } (\nabla u) = 0$ in $\Omega$, it is not difficult to see that

\begin{equation}
\text{div } (u \otimes u) = (u \cdot \nabla) u \quad \text{in } \Omega \quad \text{and} \quad \text{tr } (T) = -np - \text{tr } (u \otimes u) \quad \text{in } \Omega.
\end{equation}

In particular, the second equation in (2.5) allows us to write the pressure $p$ in terms of the tensor $T$ and the velocity $u$ as

\begin{equation}
p = -\frac{1}{n} (\text{tr } (T) + \text{tr } (u \otimes u)) \quad \text{in } \Omega,
\end{equation}

which in turn, together with (2.3), leads us to the equation

\begin{equation}T^d = \nu \nabla u - (u \otimes u)^d \quad \text{in } \Omega,
\end{equation}

where

\begin{equation}S^d := S - \frac{1}{n} (\text{tr } S) I
\end{equation}

is the deviatoric part of tensor $S$.

On the other hand, from (2.4) and the first equations of (1.1) and (2.5), we easily get the equilibrium equation

\begin{equation}-\text{div } T = f \quad \text{in } \Omega.
\end{equation}
Finally, from (2.6) we observe that the condition \( \int_\Omega p = 0 \), ensuring the uniqueness of the solution of problem (1.1), is equivalent to
\[
(\text{tr} (T) + \text{tr} (u \otimes u), 1)_\Omega = 0.
\]

According to the above, we rewrite equations (1.1) equivalently as follows:
\[
T^d = \nu \nabla u - (u \otimes u)^d \quad \text{in} \quad \Omega, \\
-u \div T = f \quad \text{in} \quad \Omega,
\]
(2.10)
\[
u \nabla u = 0 \quad \text{on} \quad \Gamma, \\
(\text{tr} (T), 1)_\Omega = -(\text{tr} (u \otimes u), 1)_\Omega,
\]
where the unknowns of the system are the tensor \( T \) and the velocity \( u \). The pressure \( p \) can be easily computed as a postprocess of the solution by using (2.6). Here,
\[
\nabla u = \left( \frac{\partial u_i}{\partial x_j} \right)_{1 \leq i,j \leq n} \quad \text{and} \quad \div T = \left( \div (t_{i1}, \ldots, t_{in}) \right)_{1 \leq i \leq n}.
\]

Remark 2.1. Notice that, utilizing the solution of (2.10), besides recovering the pressure \( p \) we can also compute other variables of interest, such as the stress tensor \( \tilde{\sigma} = \nu (\nabla u + (\nabla u)^t) - pI \), the velocity gradient \( \nabla u \) and the vorticity \( \omega := \frac{1}{2} (\nabla u - (\nabla u)^t) \), respectively, as follows:
\[
\tilde{\sigma} = T^d + (u \otimes u)^d + T^t + u \otimes u,
\]
(2.11)
\[
\nabla u = \frac{1}{\nu} (T^d + (u \otimes u)^d),
\]
\[
\omega = \frac{1}{2\nu} (T - T^t).
\]
These formulae will be employed later to approximate these variables as a simple postprocess of the finite element solutions, conserving the same rate of convergence.

2.3. The augmented mixed variational problem. We now turn to the derivation of the weak formulation of (2.10). To do this we first test the first equation of (2.10) with arbitrary \( S \in H(\div; \Omega) \), integrate by parts, utilize the Dirichlet boundary condition \( u = 0 \) on \( \Gamma \) and the identity \( T^d : S = T^d : S^d \) to obtain
\[
(T^d, S^d)_\Omega + \nu (\div S, u)_\Omega + (u \otimes u, S^d)_\Omega = 0.
\]
(2.12)
In addition, the equilibrium equation \( \div T = -f \) is imposed weakly as follows:
\[
\nu (\div T, v)_\Omega = -\nu (f, v)_\Omega,
\]
(2.13)
where \( v \) is a suitable test function. Observe that the term \((u \otimes u, S^d)_\Omega\) in (2.12) requires the velocity \( u \) to be in a space smaller than \( L^2(\Omega) \). Then, as we will see later, in order to obtain an optimal convergent discrete scheme, we propose considering the velocity \( u \) in \( H^1(\Omega) \). Consequently, in order to ensure well-posedness of the resulting variational formulation, we propose to enrich our formulation with the following residual terms arising from the constitutive, equilibrium equations and the Dirichlet boundary condition:
\[
\kappa_1 (\div T, \div S)_\Omega = -\kappa_1 (f, \div S)_\Omega,
\]
(2.14)
\[
\kappa_2 (\nu \nabla u - T^d - (u \otimes u)^d, \nabla v)_\Omega = 0,
\]
(2.15)
\[
\kappa_3 (u, v)_\Gamma = 0,
\]
(2.16)
for all \( S \in \mathbb{H}(\div; \Omega) \) and \( v \in H^1(\Omega) \), where \( \kappa_1, \kappa_2 \) and \( \kappa_3 \) are positive parameters to be specified later.
Then, from (2.12)–(2.16) we obtain the variational problem: Find \((T, u) \in H(\text{div}; \Omega) \times H^1(\Omega)\) such that \((\text{tr}(T) + \text{tr}(u \otimes u), 1)_\Omega = 0\), and

\[
(2.17)
(T^d, S^d)_\Omega + \kappa_1(\text{div} T, \text{div} S)_\Omega + \nu(\text{div} S, u)_\Omega + (u \otimes u, S^d)_\Omega = -\kappa_1(f, \text{div} S)_\Omega,
- \nu(\text{div} T, v)_\Omega + \kappa_2(\nu \nabla u - T^d - (u \otimes u)^d, \nabla v)_\Omega + \kappa_3(u, v)_\Gamma = \nu(f, v)_\Omega,
\]

for all \((S, v) \in H(\text{div}; \Omega) \times H^1(\Omega)\).

Let us now define the tensor

\[
(2.18)
T_0 := T + \frac{1}{n|\Omega|} \left(\text{tr}(u \otimes u), 1\right)_\Omega I.
\]

It is clear that \(T_0 \in H_0(\text{div}; \Omega)\) if and only if \((\text{tr}(T) + \text{tr}(u \otimes u), 1)_\Omega = 0\).

In this way, thanks to (2.18) and (2.3), problem (2.17) can be reformulated equivalently as: Find \((T_0, u) \in H_0(\text{div}; \Omega) \times H^1(\Omega)\) such that

\[
(2.19)
(T^d_0, S^d)_\Omega + \kappa_1(\text{div} T_0, \text{div} S)_\Omega + \nu(\text{div} S, u)_\Omega + (u \otimes u, S^d)_\Omega = -\kappa_1(f, \text{div} S)_\Omega,
- \nu(\text{div} T_0, v)_\Omega + \kappa_2(\nu \nabla u - T^d_0 - (u \otimes u)^d, \nabla v)_\Omega + \kappa_3(u, v)_\Gamma = \nu(f, v)_\Omega,
\]

for all \((S, v) \in H_0(\text{div}; \Omega) \times H^1(\Omega)\).

The following lemma establishes that problems (2.17) and (2.19) are equivalent. Its proof is straightforward.

**Lemma 2.2.** If \((T, u)\) is a solution of (2.17), then

\[
(T_0, u) = (T + \frac{1}{n|\Omega|} \left(\text{tr}(u \otimes u), 1\right)_\Omega I, u)
\]

is a solution of (2.19). Conversely, if \((T_0, u)\) is a solution of (2.19), then \((T, u) = (T_0 - \frac{1}{n|\Omega|} \left(\text{tr}(u \otimes u), 1\right)_\Omega I, u)\) is a solution of (2.17).

As a consequence of the above, in what follows we focus on analyzing problem (2.19).

3. Analysis of the continuous problem

In this section we analyze the well-posedness of problem (2.19). To that end, we first rewrite our problem in a variational setting and state the main properties of the forms involved.

3.1. Variational setting. First, let us define the global unknown and space:

\[
\psi := (T_0, u) \in X := H_0(\text{div}; \Omega) \times H^1(\Omega),
\]

where \(X\) is endowed with the norm

\[
\|\psi\|^2_X := \|S\|^2_{\text{div}, \Omega} + \|v\|^2_{1, \Omega} \quad \forall \psi = (S, v) \in X.
\]
Then, defining the forms
\( A(\phi, \psi) := (T^d, S^d)_\Omega + \kappa_1(\text{div } T, \text{div } S)_\Omega + \kappa_2(\nabla u, \nabla v)_\Omega + \kappa_3(u, v)_\Gamma \)

\( - \nu(\text{div } T, v)_\Omega + \nu(\text{div } S, u)_\Omega - \kappa_2(T^d, \nabla v)_\Omega, \)

\( C(\zeta; \phi, \psi) := (u \otimes z, S^d)_\Omega - \kappa_2((u \otimes z)^d, \nabla v)_\Omega, \)

for all \( \phi = (T, u), \psi = (S, v), \zeta = (R, z) \) in \( X \), and the functional
\( F(\psi) := -\kappa_1(f, \text{div } S)_\Omega + \nu(f, v)_\Omega \quad \forall \psi = (S, v) \in X, \)

the variational problem (2.19) reads: Find \( \phi \in X \) such that
\( A(\phi, \psi) + C(\phi; \phi, \psi) = F(\psi) \quad \forall \psi = (S, v) \in X. \)

We now turn to discuss the stability properties of the forms involved. To do this we first establish the following well known inequalities. For (3.4) we refer to Lemma 3.1 in [2] or Chapter IV in [11], whereas for inequality (3.5) we refer to [9] and Chapter I in [15].

\( C_d\|S\|^2_{0,\Omega} \leq \|S^d\|^2_{0,\Omega} + \|\text{div } S\|^2_{0,\Omega} \quad \forall S \in H_0(\text{div }; \Omega), \)

\( C_p\|v\|^2_{1,\Omega} \leq |v|_{H^1(\Omega)}^2 \quad \forall v \in H^1(\Omega), \)

with \( C_d, C_p \) and \( \tilde{C}_p \) only depending on \( \Omega \). Notice that the inequality on the left hand side of (3.5) is nothing but the well known generalized Poincaré inequality.

Now, for the bilinear form \( A \), we observe that, thanks to (3.5) and Hölder’s inequality, for any positive constants \( \kappa_1, \kappa_2, \) and \( \kappa_3 \), there holds
\( |A(\phi, \psi)| \leq C_A\|\phi\|_X\|\psi\|_X, \quad \forall \phi, \psi \in X, \)

with \( C_A > 0 \) depending only on \( \nu, \kappa_1, \kappa_2, \kappa_3 \) and \( \tilde{C}_p \).

Now, for the form \( C \), recalling that \( H^1 \) is continuously embedded in \( L^4 \), from Hölder’s inequality, we obtain
\( |C(\zeta; \phi, \psi)| \leq (1 + \kappa_2^2)^{1/2}\|z\|_{L^4(\Omega)}\|u\|_{L^4(\Omega)}\|\psi\|_X \)
\( \leq (1 + \kappa_2^2)^{1/2}C_{sob}^2\|z\|_{L^1(\Omega)}\|u\|_{L^1(\Omega)}\|\psi\|_X \)
\( \leq C_C\|\zeta\|_X\|\phi\|_X\|\psi\|_X, \)

for all \( \zeta = (R, z), \phi = (T, u), \) and \( \psi \in X \), with \( C_C := C_{sob}^2(1 + \kappa_2^2)^{1/2} \). Here, \( C_{sob} > 0 \) is the constant of the corresponding Sobolev inequality.

We now turn to proving the ellipticity of \( A \) on \( X \). This result is established next.

**Lemma 3.1.** Assume that \( \kappa_1, \kappa_3 > 0 \) and \( 0 < \kappa_2 < 2\nu \). Then there exists \( \alpha_A > 0 \) such that
\( A(\psi, \psi) \geq \alpha_A\|\psi\|^2_X \quad \forall \psi \in X. \)
Proof. Given \( \psi := (S, v) \in X \), from the definition of \( A \), inequalities (3.4), (3.5), and Hölder’s inequality, we have

\[
A(\psi, \psi) = \|S^d\|_{0, \Omega}^2 + \kappa_1 \|\text{div } S\|_{0, \Omega}^2 + \kappa_2 \|v\|^2_{1, \Omega} + \kappa_3 \|v\|^2_{0, \Gamma} - \kappa_2 (S^d, \nabla v)_\Omega
\]

\[
\geq \|S^d\|_{0, \Omega}^2 + \kappa_1 \|\text{div } S\|_{0, \Omega}^2 + \kappa_2 \|v\|^2_{1, \Omega} + \kappa_3 \|v\|^2_{0, \Gamma} - \frac{\kappa_2^2}{2} \|v\|^2_{1, \Omega}
\]

\[
\geq \frac{1}{2} \|S^d\|_{0, \Omega}^2 + \kappa_1 \|\text{div } S\|_{0, \Omega}^2 + \frac{\kappa_2^2}{2} (2 \nu - \kappa_2) \|v\|^2_{1, \Omega} + \kappa_3 \|v\|^2_{0, \Gamma}
\]

\[
\geq \frac{1}{2} \min\{1, \kappa_1\} C_d \|S\|_{0, \Omega}^2 + \frac{\kappa_1}{2} \|\text{div } S\|_{0, \Omega}^2 + \frac{1}{2} \min\{\kappa_2(2 \nu - \kappa_2), 2 \kappa_3\} C_p \|v\|^2_{1, \Omega}.
\]

Then, the result follows with

\[
\alpha_A = \frac{1}{2} \min\{\min\{1, \kappa_1\} C_d, \kappa_1, \min\{\kappa_2(2 \nu - \kappa_2), 2 \kappa_3\} C_p\}. \quad \Box
\]

Remark 3.2. Observe that if \( \kappa_2 \in (0, 2 \nu) \), \( \kappa_1 = \kappa_2(2 \nu - \kappa_2) \) and \( \kappa_3 = \frac{1}{2} \kappa_2(2 \nu - \kappa_2) \), then for any viscosity constant \( \nu \in (0, 1) \), the ellipticity constant \( \alpha_A \) becomes

\[
\alpha_A = \frac{1}{2} \kappa_2(2 \nu - \kappa_2) \min\{C_d, 1, C_p\},
\]

which reaches its maximum value when \( \kappa_2 = \nu \).

We end this section by establishing the boundedness of the functional \( F \):

\[
|F(\psi)| \leq \|f\|_{0, \Omega} (\kappa_1 \|\text{div } S\|_{0, \Omega} + \nu \|v\|_{0, \Omega})
\]

\[
\leq \|f\|_{0, \Omega} (\kappa_1^2 + \nu^2)^{1/2} \|\psi\|_X,
\]

for all \( \psi = (S, v) \in X \).

3.2. The main result. Now, we are in a position to provide the main result of this section, namely, existence, uniqueness and stability of problem (3.3). To that end we first introduce the bounded set

(3.10) \[
K := \left\{ \psi \in X : \|\psi\|_X \leq \frac{2(\kappa_1^2 + \nu^2)^{1/2}}{\alpha_A} \|f\|_{0, \Omega} \right\}
\]

and the mapping

(3.11) \[
J : K \to K, \quad \zeta \to J(\zeta) = \phi,
\]

with \( \zeta \) and \( \phi \) satisfying

(3.12) \[
A(\phi, \psi) + C(\zeta; \phi, \psi) = F(\psi) \quad \forall \psi \in X.
\]

Let us observe that \( \phi \in X \) is a solution to (3.3) if and only if \( J(\phi) = \phi \). In this way, to prove well-posedness of problem (3.3), in what follows we equivalently prove that \( J \) has a unique fixed point by means of the classical Banach fixed point theorem. Before doing this, we now provide the following lemma establishing the well-definedness of operator \( J \).
Lemma 3.3. Assume that
\begin{equation}
4C \frac{(k_1^2 + \nu^2)^{1/2}}{\alpha^2} \|f\|_{0,\Omega} \leq 1,
\end{equation}
with $C$ and $\alpha$ being the constants in (3.7) and (3.8), respectively. Assume further that $k_1, k_3 > 0$ and $0 < k_2 < 2\nu$. Then, given $\zeta \in K$, there exists a unique $\phi \in K$ such that $J(\zeta) = \phi$.

Proof. Let $\zeta \in K$. From (3.7) and (3.8), there holds
\begin{equation}
A(\psi, \psi) + C(\zeta; \psi, \psi) \geq A(\psi, \psi) - |C(\zeta; \psi, \psi)| \quad \forall \psi \in X,
\end{equation}
In turn, from the definition of set $K$ and assumption (3.13), we easily get
\begin{equation}
C \|\zeta\|_X \leq 2C \frac{(k_1^2 + \nu^2)^{1/2}}{\alpha^2} \|f\|_{0,\Omega} \leq \frac{\alpha}{2}. \tag{3.15}
\end{equation}
Hence, combining (3.14) and (3.15), we obtain
\begin{equation}
A(\psi, \psi) + C(\zeta; \psi, \psi) \geq \frac{\alpha}{2} \|\psi\|_X^2, \quad \psi \in X; \tag{3.16}
\end{equation}
that is, the bilinear form $A(\cdot, \cdot) + C(\zeta; \cdot, \cdot)$ is elliptic on $X$. Therefore, applying the Lax-Milgram lemma we find that there exists a unique $\phi \in X$ satisfying (3.12). In addition, from (3.9), (3.12) and (3.16), we get
\begin{equation}
\frac{\alpha}{2} \|\phi\|_X^2 \leq A(\phi, \phi) + C(\zeta; \phi, \phi) = F(\phi) \leq \|f\|_{0,\Omega} (k_1^2 + \nu^2)^{1/2} \|\phi\|_X,
\end{equation}
which together with (3.13) implies that $\phi$ belongs to $K$ and concludes the proof. \hfill \Box

We now provide the well-posedness of problem (3.3) (or equivalently (2.19)), which corresponds to the main result of this section.

Theorem 3.4. Let $f \in L^2(\Omega)$ such that
\begin{equation}
4C \frac{(k_1^2 + \nu^2)^{1/2}}{\alpha^2} \|f\|_{0,\Omega} < 1. \tag{3.17}
\end{equation}
Assume that $k_1, k_3 > 0$ and $0 < k_2 < 2\nu$. Then, there exists a unique $\phi \in X$ solution to (3.3). In addition, the solution $\phi$ satisfies the continuous dependence result
\begin{equation}
\|\phi\|_X \leq 2(k_1^2 + \nu^2)^{1/2} \|f\|_{0,\Omega}. \tag{3.18}
\end{equation}

Proof. First, let us observe that assumption (3.17) ensures that Lemma 3.3 holds true (see assumption (3.13)).

Now, as mentioned before, we make use of the classical Banach fixed point theorem to prove that the mapping $J$ has a unique fixed point in $K$. In fact, let $\zeta_1, \zeta_2, \phi_1, \phi_2 \in K$, such that $\phi_1 = J(\zeta_1)$ and $\phi_2 = J(\zeta_2)$. From the definition of $J$ it follows that
\begin{equation}
A(\phi_1 - \phi_2, \psi) + C(\zeta_1; \phi_1, \psi) - C(\zeta_2; \phi_2, \psi) = 0, \quad \forall \psi \in X.
\end{equation}
Then, by choosing the test function $\psi = \phi_1 - \phi_2 \in X$ and adding and subtracting suitable terms, we arrive at
\begin{equation}
A(\phi_1 - \phi_2, \phi_1 - \phi_2) + C(\zeta_2; \phi_1 - \phi_2, \phi_1 - \phi_2) = -C(\zeta_1 - \zeta_2; \phi_1, \phi_1 - \phi_2).
\end{equation}
In this way, we proceed as in the proof of Lemma 3.3 and utilize the continuity of $C$ and the fact that $\phi_1 \in K$ to obtain

\[(3.20)\]
\[\|\phi_1 - \phi_2\|_X \leq \frac{2CC}{\alpha_A} \|\phi_1\|_X \|\xi_1 - \xi_2\|_X \leq \frac{4C_1(\kappa_1^2 + \nu^2)^{1/2}}{\alpha_A} \|f\|_{0,\Omega} \|\xi_1 - \xi_2\|_X,\]

which together with assumption (3.17) implies that $J$ is a contraction mapping.

Hence, applying the Banach fixed point theorem we obtain that there exists a unique $\phi \in K$ such that $J(\phi) = \phi$ or, equivalently, there exists a unique $\phi \in X$ solution to (3.3), which satisfies (3.18).

□

Remark 3.5. From Remark 3.2 we can observe that when $\kappa_1 = \kappa_2(2\nu - \kappa_2)$, $\kappa_3 = \frac{1}{2}\kappa_2(2\nu - \kappa_2)$, and $\kappa_2 = \nu$, the ellipticity constant becomes $\alpha_A = \tilde{c}\nu^2$, and then assumption (3.17) reduces to

\[(3.21)\]
\[\tilde{C}(\nu^2 + 1)^{1/2} \|f\|_{0,\Omega} < 1,\]

where $\tilde{c}, \tilde{C} > 0$ are constants depending only on $\Omega$ (independent of $\nu$). In this way, well-posedness of (3.3) can be ensured for small enough values of $\|f\|_{0,\Omega}$ or large enough values of $\nu$.

Notice that assumption (3.21) differs from the well known condition for uniqueness of the stationary Navier-Stokes problem in the primitive variables $(u, p)$ \[32\], namely

\[(3.22)\]
\[\frac{1}{\nu^2} \|f\|_{-1,\Omega} \leq C.\]

We observe that, given a fixed datum $f$, if $\nu \geq 1$, then $\left(\frac{\nu^2 + 1}{\nu^2}\right)^{1/2} \approx \frac{1}{\nu^2}$ and both conditions are comparable. However, if $\nu \ll 1$, we have that $\left(\frac{\nu^2 + 1}{\nu^2}\right)^{1/2} \approx \frac{1}{\nu}$ and then (3.21) is more restrictive than (3.22) when $\nu$ goes to zero. In addition, (3.21) is stronger than (3.22) with respect to the regularity of the function $f$ because of the presence of the term $\kappa_1(f, \text{div } S)_{\Omega}$ in the definition of $F(\psi)$.

Remark 3.6. We conclude this section by observing that applying Lemma 2.2 and Theorem 3.4 the well-posedness of problem (2.17) is straightforward, where its unique solution is given by $(T, u) = (T_0 - \frac{1}{n|\Omega|}(\text{tr}(u \otimes u), 1)_{\Omega} I, u) \in H(\text{div }; \Omega) \times H^1(\Omega)$.

4. The Galerkin scheme

In this section we introduce and study the Galerkin scheme of problem (3.3). As we will see in the subsections, the analysis of the corresponding discrete problem follows straightforwardly by adapting the results obtained for the continuous problem to the discrete case.

4.1. Discrete problem. We start by introducing the generic finite dimensional subspaces

\[(4.1)\]
\[H_h(\text{div }, \Omega) \subseteq H(\text{div }, \Omega), \quad H_h^1(\Omega) \subseteq H^1(\Omega),\]
and the discrete spaces

\[ H_h := \{ \mathbf{S}_h \in H(\text{div}; \Omega) : \mathbf{c}' \mathbf{S}_h \in H_h(\text{div}; \Omega) \quad \forall \mathbf{c} \in \mathbb{R}^n \}, \]

(4.2)

\[ H_{h,0} := H_h \cap H_0(\text{div}; \Omega), \]

\[ H_{1}^h := [H_1^h(\Omega)]^n. \]

We observe that in order to have a meaningful subspace \( H_{h,0} \), we need to be able to eliminate multiples of the identity matrix from \( H_h \). This request is certainly satisfied if we assume that

\[ (4.3) \quad [P_0(\Omega)]^{n \times n} \subseteq H_h. \]

Then, defining the global discrete space and unknown \( \bar{\phi}_h := (T_{h,0}, u_h) \in X_h := H_{h,0} \times H_{1}^h \), the discrete problem reads: Find \( \bar{\phi}_h \in X_h \) such that

\[ (4.4) \quad A(\bar{\phi}_h, \psi_h) + C(\bar{\phi}_h; \bar{\phi}_h, \psi_h) = F(\psi_h) \quad \forall \psi_h := (S_h, v_h) \in X_h, \]

with \( A, C \) and \( F \) defined in (3.1) and (3.2).

**Remark 4.1.** It is not difficult to see that, similarly to the continuous case, \( (T_{h,0}, u_h) \) is a solution of problem (4.4) if and only if \( (T_{h,0} - \frac{1}{n|\Omega|}(\text{tr}(u_h \otimes u_h), 1)I, u_h) \) is a solution of the discrete version of problem (2.17): Find \( \phi_h := (T_h, u_h) \in H_h \times H_{1}^h \), such that \( (\text{tr}(T_h) + \text{tr}(u_h \otimes u_h), 1) = 0 \) and

\[ (4.5) \quad A(\phi_h, \psi_h) + C(\phi_h; \phi_h, \psi_h) = F(\psi_h) \quad \forall \psi_h := (S_h, v_h) \in H_h \times H_{1}^h. \]

According to this, provided the solution \( \phi_h = (T_{h,0}, u_h) \in X_h \) of problem (4.4), the approximate solution of problem (2.17) is given by \( (T_h, u_h) \in H_h \times H_{1}^h \), where the tensor \( T_h \) is computed by the formula

\[ (4.6) \quad T_h = T_{h,0} - \frac{1}{n|\Omega|}(\text{tr}(u_h \otimes u_h), 1)I. \]

This formula will be employed later to approximate further variables of interest.

**Remark 4.2.** Notice that the only requirement on the finite element subspaces defined in (4.2) is (4.3), and as we will see later, no further requirements need to be added. This is one of the key features of our approach—the freedom of choosing discrete spaces.

### 4.2. Well-posedness of the discrete problem.

We begin by observing that the boundedness of the forms \( A, C \), and the functional \( F \), namely (3.6), (3.7) and (3.9), is clearly inherited from the continuous case. In addition, the following lemma holds.

**Lemma 4.3.** Assume that \( \kappa_1, \kappa_3 > 0 \) and \( 0 < \kappa_2 < 2\nu \). Then there exists \( \alpha_A > 0 \) such that

\[ (4.7) \quad A(\psi_h, \psi_h) \geq \alpha_A \| \psi_h \|^2_X \quad \forall \psi_h \in X_h. \]

**Proof.** The proof follows by applying the same arguments utilized in the proof of Lemma 3.1. We omit further details. \( \square \)
Now, analogously to the continuous case, in what follows we apply the classical Banach fixed point theorem to prove well-posedness of problem \((4.4)\). To that end, we introduce the finite dimensional bounded set

\[
K_h := \left\{ \psi_h \in X_h : \|\psi_h\|_X \leq \frac{2(\kappa_1^2 + \nu^2)^{1/2}}{\alpha A} \|f\|_{0,\Omega} \right\}
\]

and the discrete version of \(J\):

\[
(4.8) \quad J_h : K_h \to K_h, \quad \zeta_h \to J_h(\zeta_h) = \phi_h,
\]

with \(\zeta_h\) and \(\phi_h\) satisfying

\[
(4.9) \quad A(\phi_h, \psi_h) + C(\zeta_h; \phi_h, \psi_h) = F(\psi_h) \quad \forall \psi_h \in X_h.
\]

The following lemma establishes that the operator \(J_h\) is well-defined.

**Lemma 4.4.** Assume that

\[
(4.10) \quad \frac{4C C(\kappa_1^2 + \nu^2)^{1/2}}{\alpha^2 A} \|f\|_{0,\Omega} \leq 1,
\]

with \(C C\) and \(\alpha A\) being the constants in \((3.7)\) and \((3.8)\), respectively. Assume further that \(\kappa_1, \kappa_3 > 0\) and \(0 < \kappa_2 < 2\nu\). Then, given \(\zeta_h \in K_h\), there exists a unique \(\phi_h \in K_h\) such that \(J_h(\zeta_h) = \phi_h\).

**Proof.** Similarly to the proof of Lemma 3.3, we let \(\zeta_h \in K_h\), assume inequality \((4.10)\), and apply inequality \((3.7)\) and Lemma 4.3 to obtain

\[
(4.11) \quad A(\psi_h, \psi_h) + C(\zeta_h; \psi_h, \psi_h) \geq \frac{\alpha A}{2} \|\psi_h\|_X^2, \quad \forall \psi_h \in X_h;
\]

that is, the bilinear form \(A(\cdot, \cdot) + C(\zeta_h; \cdot, \cdot)\) is elliptic on \(X_h\). This inequality, together with \((4.9)\) and \((4.9)\), implies the result. \(\Box\)

Finally, we establish the well-posedness of problem \((4.4)\).

**Theorem 4.5.** Let \(f \in L^2(\Omega)\) such that

\[
(4.12) \quad \frac{4C C(\kappa_1^2 + \nu^2)^{1/2}}{\alpha^2 A} \|f\|_{0,\Omega} < 1.
\]

Assume that \(\kappa_1, \kappa_3 > 0\) and \(0 < \kappa_2 < 2\nu\). Then, there exists a unique \(\phi_h \in X_h\) solution to \((4.4)\). In addition, the solution \(\phi_h\) satisfies the continuous dependence result

\[
(4.13) \quad \|\phi_h\|_X \leq \frac{2(\kappa_1^2 + \nu^2)^{1/2}}{\alpha A} \|f\|_{0,\Omega}.
\]

**Proof.** Let us observe that \(J_h(\phi_h) = \phi_h\) if and only if \(\phi_h\) is the unique solution of problem \((4.4)\) satisfying \((4.13)\). Then, analogously to the proof of Theorem 3.4, it suffices to prove that \(J_h\) is a contraction mapping in \(K_h\), which follows straightforwardly from the proof of Theorem 3.4. \(\Box\)
4.3. Cea’s estimate. Now, we derive the corresponding Cea estimate of our Galerkin scheme (4.4). This result is established in the following theorem.

**Theorem 4.6.** Let \( \phi := (T_0, u) \in X \) and \( \phi_h := (T_{h,0}, u_h) \in X_h \) be the unique solutions of the continuous and discrete problems (3.3) and (4.4), respectively, with \( f \in L^2(\Omega) \) satisfying (1.12). Assume that \( \kappa_1, \kappa_3 > 0 \) and \( 0 < \kappa_2 < 2 \nu \). Then, there exists \( C_{cea} > 0 \), independent of \( h \), such that

\[
\| \phi - \phi_h \|_X \leq C_{cea} \inf_{\psi_h \in X_h} \| \phi - \psi_h \|_X.
\]

**Proof.** In order to simplify the subsequent analysis, we write \( e_\phi = \phi - \phi_h \). As usual, for any \( \hat{\psi}_h := (\hat{S}_h, \hat{v}_h) \in X_h \), we shall decompose this error into

\[
e_\phi = \xi_\phi + \chi_\phi = (\phi - \hat{\psi}_h) + (\hat{\psi}_h - \phi_h).
\]

Now, subtracting equations (3.3) and (4.4), we easily get the Galerkin orthogonality property

\[
A(e_\phi, \hat{\psi}_h) + C(\phi; \phi, \phi_h) - C(\phi_h; \phi_h, \hat{\psi}_h) = 0 \quad \forall \hat{\psi}_h \in X_h.
\]

In turn, adding and subtracting suitable terms we get

\[
A(e_\phi, \hat{\psi}_h) + C(e_\phi; \phi_h, \hat{\psi}_h) + C(\phi; e_\phi, \hat{\psi}_h) = 0 \quad \forall \hat{\psi}_h \in X_h,
\]

which implies that

\[
A(\chi_\phi; \hat{\psi}_h) + C(\phi; \chi_\phi, \hat{\psi}_h) = -A(\xi_\phi; \hat{\psi}_h) - C(\xi_\phi; \phi_h, \hat{\psi}_h) - C(\chi_\phi; \phi_h, \hat{\psi}_h) - C(\phi; \xi_\phi, \hat{\psi}_h),
\]

for all \( \hat{\psi}_h \in X_h \). In particular, for \( \hat{\psi}_h = \chi_\phi \), from (4.11), and the continuity of \( A \) and \( C \), we obtain

\[
\frac{\alpha_A}{2} \| \chi_\phi \|_X \leq (C_A + C_C \| \phi_h \|_X + C_C \| \phi \|_X) \| \xi_\phi \|_X + C_C \| \phi_h \|_X \| \chi_\phi \|_X,
\]

which together with the fact that \( \phi \in K \) and \( \phi_h \in K_h \) yields

\[
(1 - \frac{4C_C(\kappa_2^2 + \nu^2)^{1/2}}{\alpha_A} \| f \|_{0, \Omega}) \| \chi_\phi \|_X \leq \left( \frac{2C_A}{\alpha_A} + \frac{8C_C(\kappa_2^2 + \nu^2)^{1/2}}{\alpha_A^2} \| f \|_{0, \Omega} \right) \| \xi_\phi \|_X.
\]

In this way, thanks to assumption (1.12), from (1.15), (4.17) and the triangle inequality we obtain that there exists \( C_{cea} > 0 \), independent of \( h \), such that

\[
\| \phi - \phi_h \|_X = \| e_\phi \|_X \leq \| \chi_\phi \|_X + \| \xi_\phi \|_X \leq C_{cea} \| \xi_\phi \|_X = C_{cea} \| \phi - \hat{\psi}_h \|_X,
\]

for all \( \hat{\psi}_h \in X_h \), which concludes the proof. \( \square \)

4.4. Computing further variables of interest. As mentioned before, one of the advantages of solving fluid flow problems through pseudostress-type formulations is the possibility of approximating further variables of interest. In fact, provided the solution \( (T_{h,0}, u_h) \in X_h \) of problem (4.4), we first recall that the solution of problem (2.17) can be easily approximated by

\[
(T_h, u_h) := (T_{h,0} - \frac{1}{\pi |\Omega|} (tr (u_h \otimes u_h), 1)_{\Omega}, u_h)
\]
be a regular family of triangulations of the polyhedral region (see Remark 4.1), where

\[ p_h = -\frac{1}{n}(\text{tr}(T_h) + \text{tr}(u_h \otimes u_h)), \]

\[ \sigma_h = T_h^d + (u_h \otimes u_h)^d + T_h^t + u_h \otimes u_h, \]

\[ G_h = \frac{1}{\nu}(T_h^d + (u_h \otimes u_h)^d), \]

\[ \omega_h = \frac{1}{2\nu}(T_h - T_h^t). \]

(4.18)

The following corollary establishes the corresponding approximation result for this postprocessing procedure.

**Corollary 4.7.** Assume that the hypotheses of Theorem 4.6 hold true. Let \( \phi := (T_0, u) \in X \) and \( \phi_h := (T_{h,0}, u_h) \in X_h \) be the unique solutions of the continuous and discrete problems (3.3) and (4.4), respectively. Let

\[ T_h = T_{h,0} - \frac{1}{n|\Omega|}(\text{tr}(u_h \otimes u_h), 1)\Omega I, \]

and let \( p_h, \sigma_h, G_h \) and \( \omega_h \) be given by (4.18). Then there exists \( C' > 0 \), independent of \( h \), such that

\[ \|p - p_h\|_{0,\Omega} + \|\sigma - \sigma_h\|_{0,\Omega} + \|G - G_h\|_{0,\Omega} + \|\omega - \omega_h\|_{0,\Omega} \leq C' \inf_{\psi_h \in X_h} \|\phi - \psi_h\|_X. \]

(4.19)

**Proof.** Since \( H^1 \) is continuously embedded in \( L^4 \), and recalling that \( \phi \in K \) and \( \phi_h \in K_h \), it is not difficult to see that

\[ \|u \otimes u - u_h \otimes u_h\|_{0,\Omega} \leq \|(u - u_h) \otimes u\|_{0,\Omega} + \|u_h \otimes (u - u_h)\|_{0,\Omega} \]

\[ \leq C\left\{\|(u - u_h)\|_{1,\Omega}\|u\|_{1,\Omega} + \|(u - u_h)\|_{1,\Omega}\|u_h\|_{1,\Omega}\right\} \]

\[ \leq 2C\|u - u_h\|_{1,\Omega}\|f\|_{0,\Omega}. \]

(4.20)

Then, the result follows from (4.14), (4.20), and equations (2.6), (2.11), (2.18) and (4.18). \qed

### 4.5. A particular choice of discrete spaces

We now specify an example of finite element subspaces for our Galerkin scheme (4.4). To this end we let \( T_h \) be a regular family of triangulations of the polyhedral region \( \Omega \) by triangles \( K \) in \( \mathbb{R}^2 \) or tetrahedra in \( \mathbb{R}^3 \) of diameter \( h_K \) such that \( \Omega = \bigcup\{K : K \in T_h\} \) and define

\[ h := \max\{h_K : K \in T_h\}. \]

Now, given an integer \( l \geq 0 \) and a subset \( S \) of \( \mathbb{R}^n \), we denote by \( P_l(S) \) the space of polynomials of total degree at most \( l \) defined on \( S \).

For each integer \( k \geq 0 \) and for each \( K \in T_h \), we define the local Raviart-Thomas space of order \( k \) (see, for instance, [4]):

\[ \text{RT}_k(K) := [P_k(K)]^n \oplus P_k(K)x, \]
where \( x := (x_1, \ldots, x_n)^t \) is a generic vector of \( \mathbb{R}^n \). Then, we specify the discrete spaces in (4.4) by

\[
\mathbf{H}_h(\text{div}; \Omega) := \{ T \in \mathbf{H}(\text{div}; \Omega) : T|_K \in \mathbf{RT}_k(K), \ \forall \ K \in \mathcal{T}_h \},
\]

(4.21)

\[
\mathbf{H}^1_h(\Omega) := \{ v \in C(\bar{\Omega}) : v|_K \in \mathbb{P}_{k+1}(K), \ \forall \ K \in \mathcal{T}_h \}.
\]

It is well known that these subspaces satisfy the following approximation properties (see e.g. [9, 18, 27]):

For each \( s > 0 \) and for each \( T \in \mathbf{H}^s(\Omega) \), with \( \text{div} \, T \in \mathbf{H}^s(\Omega) \), there exists \( T_h \in \mathbf{H}_h \), such that

\[
\| T - T_h \|_{\text{div}, \Omega} \leq C h^{\min\{s,k+1\}} \{ \| T \|_{s,\Omega} + \| \text{div} \, T \|_{s,\Omega} \}.
\]

(4.22)

For each \( s > 0 \) and for each \( v \in \mathbf{H}^{s+1}(\Omega) \) there exists \( v_h \in \mathbf{H}_h^1(\Omega) \) such that

\[
\| v - v_h \|_{1,\Omega} \leq C h^{\min\{s,k+1\}} \| v \|_{s+1,\Omega}.
\]

(4.23)

As a consequence of the above we can establish the convergence result of our Galerkin scheme (4.4) for this particular choice of spaces.

**Theorem 4.8.** Let \( \mathbf{X}_h = \mathbb{H}_{h,0} \times \mathbf{H}^1_h \) defined in terms of the finite element spaces (4.21). Let \( \phi := (T_0, u) \in \mathbf{X} \) and \( \phi_h := (T_{h,0}, u_h) \in \mathbf{X}_h \) be the unique solutions of the continuous and discrete problems (3.3) and (4.4), respectively, with \( f \in \mathbf{L}^2(\Omega) \) satisfying (4.12). Assume that \( \kappa_1, \kappa_3 > 0 \) and \( 0 < \kappa_2 < 2 \nu \). Assume further that \( T_0 \in \mathbf{H}^s(\Omega) \), \( \text{div} \, T_0 \in \mathbf{H}^s(\Omega) \), and \( u \in \mathbf{H}^{s+1}(\Omega) \), for some \( s > 0 \). Then there exists \( C_{\text{rate}} > 0 \), independent of \( h \), such that

\[
\| \phi - \phi_h \|_{\mathbf{X}} \leq C_{\text{rate}} h^{\min\{s,k+1\}} \{ \| T_0 \|_{s,\Omega} + \| \text{div} \, T_0 \|_{s,\Omega} + \| u \|_{s+1,\Omega} \}.
\]

(4.24)

**Proof.** The result is a straightforward application of Theorem 4.6 and properties (4.22) and (4.23). \( \square \)

We now provide the following corollary establishing the rate of convergence for the postprocessing procedure introduced in (4.18).

**Corollary 4.9.** Let \( \mathbf{X}_h = \mathbb{H}_{h,0} \times \mathbf{H}^1_h \) defined in terms of the finite element spaces (4.21). Let \( \phi := (T_0, u) \in \mathbf{X} \) and \( \phi_h := (T_{h,0}, u_h) \in \mathbf{X}_h \) be the unique solutions of the continuous and discrete problems (3.3) and (4.4), respectively, with \( f \in \mathbf{L}^2(\Omega) \) satisfying (4.12). Assume that \( \kappa_1, \kappa_3 > 0 \) and \( 0 < \kappa_2 < 2 \nu \). Assume further that \( T_0 \in \mathbf{H}^s(\Omega) \), \( \text{div} \, T_0 \in \mathbf{H}^s(\Omega) \), and \( u \in \mathbf{H}^{s+1}(\Omega) \), for some \( s > 0 \). Let \( T_h = T_{h,0} - \frac{1}{h} \text{tr} (u_h \otimes u_h) \), and let \( p_h, \tilde{\sigma}_h, G_h \) and \( \omega_h \) be given by (4.18). Then there exists \( \tilde{C} > 0 \), independent of \( h \), such that

\[
\| p - p_h \|_{0,\Omega} + \| \tilde{\sigma} - \tilde{\sigma}_h \|_{0,\Omega} + \| G - G_h \|_{0,\Omega} + \| \omega - \omega_h \|_{0,\Omega}
\]

\[
\leq \tilde{C} h^{\min\{s,k+1\}} \{ \| T_0 \|_{s,\Omega} + \| \text{div} \, T_0 \|_{s,\Omega} + \| u \|_{s+1,\Omega} \}.
\]

(4.25)

**Proof.** The result is a direct application of Theorem 4.8 and Corollary 4.7. \( \square \)

5. Iterative methods

In this section we introduce and analyze two iterative methods to compute the solution of the discrete nonlinear system (4.4), namely a fixed point iterative method and the classical Newton method. For simplicity of notation, in what follows we
present the algorithms in the continuous case since, at discrete level, the analysis can be exactly replicated from the continuous case. In addition we shall observe that the convergence results of the iterative methods at discrete level are totally independent of the mesh, due to the fact that they are established by using the properties of the forms $A$ and $C$ at the continuous level.

5.1. Fixed-point strategy. Our first strategy to solve the nonlinear problem (3.3) is given by a fixed point iteration written in the following form: Given $\phi^0 \in X$, for $m \geq 1$, find $\phi^m \in X$ such that

$$A(\phi^m, \psi) + C(\phi^{m-1}, \phi^m, \psi) = F(\psi) \quad \forall \psi \in X.$$  

Notice that this strategy is nothing but the classical Picard-type iteration to find the unique fixed point of operator $J$ given in (3.11) (or $J_h$ given in (4.8)), which has been proved is a contraction mapping in $K$ (or $K_h$ for the discrete problem). As a consequence, the convergence of this iterative process is ensured by Theorem 3.4 (respectively Theorem 4.5 for the discrete problem). This result is provided next. Its proof is straightforward.

**Proposition 5.1.** Let $f \in L^2(\Omega)$ such that (3.17) holds. Assume that $\kappa_1, \kappa_3 > 0$ and $0 < \kappa_2 < 2\nu$. Then, given an initial guess $\phi^0$ satisfying

$$\|\phi^0\|_X \leq \frac{2(\kappa_1^2 + \nu^2)^{1/2}}{\alpha_A} \|f\|_{0, \Omega},$$

the sequence $\phi^n$ given by (5.1) converges to the unique solution $\phi$ of problem (3.3) when $n$ tends to infinity, and

$$\|\phi\|_X \leq \frac{2(\kappa_1^2 + \nu^2)^{1/2}}{\alpha_A} \|f\|_{0, \Omega}.$$  

5.2. Newton’s method. Now we present the well known Newton method to solve the nonlinear problem (3.3). Before describing this strategy applied to our problem, we first recall this method in an abstract framework and introduce a classical theorem ensuring its convergence, namely, the Kantorovich Theorem. To do this, we let $X$ and $Y$ be two Banach spaces and $x_0$ a given element in $X$. In addition, we let $B_R$ and $B_r$ be the bounded sets defined by

$$B_R := \{x \in X : \|x - x_0\|_X < R\}$$

and

$$B_r := \{x \in X : \|x - x_0\|_X \leq r\},$$

where $R$ and $r$ are positive constants satisfying $0 < r < R$. Let us assume that $B_R$ contains a zero of an operator $P : B_R \subset X \rightarrow Y$, i.e., a point $x^* \in B_R$ such that $P(x^*) = 0$, and that $P$ has a continuous derivative in $B_R$. Then Newton’s method is described as follows:

**Newton’s method:** Given an initial approximation $x^0 \in B_R$ of $x^*$, compute:

$$x^m = x^{m-1} - [P'(x^{m-1})]^{-1}(P(x^{m-1})) \quad \text{for } m \geq 1,$$

assuming that $[P'(x^{m-1})]^{-1}$ exists.

The following theorem establishes the convergence of this method (for details, see Theorem 5 in [3] or Theorem 6 (1.XVIII) in [30, p. 708]).
Theorem 5.2 (Kantorovich Theorem). Let $P$ be defined on $B_R \subset X$ with continuous second derivative in $\overline{B}_r$. Moreover assume that

1. there exists the continuous linear operator $[P'(x_0)]^{-1}$,
2. there exists a positive constant $K_1 > 0$ : $\| [P'(x_0)]^{-1} (P(x_0)) \| \leq K_1$,
3. there exists a positive constant $K_2 > 0$ : $\| [P'(x_0)]^{-1} P''(x) \| \leq K_2$, for all $x \in \overline{B}_r$.

If

$$K_3 = K_1 K_2 \leq \frac{1}{2}$$

and the radius $r$ of $\overline{B}_r$ satisfies

$$r \geq r_0 = \frac{1 - \sqrt{1 - 2K_3}}{K_3} K_1,$$

then there exists a zero $x^*$ of $P$ to which Newton's iteration converges. In this case,

$$\|x^* - x_0\|_X \leq r_0.$$

Furthermore, if for $K_3 < 1/2$,

$$r < r_1 = \frac{1 + \sqrt{1 - 2K_3}}{K_3} K_1,$$

or for $K_3 = 1/2$,

$$r \leq r_1,$$

then the solution $x^*$ is unique in the set $\overline{B}_r$.

The rate of convergence of Newton's method is given by

$$\|x^* - x^m\|_X \leq \frac{1}{2} (2K_3)^{2m} \frac{K_1}{K_3}, \quad m \geq 0.$$  

In what follows, we apply the theory described above to derive and analyze Newton's method associated to problem (3.3). To do so, we let $\zeta$ be a fixed element in $X$ and introduce the linear operator $N(\zeta, \cdot) : X \to X'$, defined by

$$\langle N(\zeta, \phi), \psi \rangle := A(\phi, \psi) + C(\zeta; \phi, \psi) \quad \forall \phi, \psi \in X,$$

and the functional $F \in X'$,

$$\langle F, \psi \rangle := F(\psi) \quad \forall \psi \in X.$$

Then, defining the nonlinear operator $P : X \to X'$ as

$$P(\psi) := N(\zeta, \psi) - F \quad \forall \psi \in X,$$

we obtain that $\phi^* \in X$ is the unique solution of (3.3) if and only if

$$\langle P(\phi), \psi \rangle = A(\phi, \psi) + C(\phi; \phi, \psi) - F(\psi) = 0 \quad \forall \psi \in X,$$

that is, $P(\phi) = 0 \in X'$.

Now, after simple computations, it is not difficult to see that the Gateaux derivative of $P$, $P' : X \to \mathcal{L}(X, X')$ is given by

$$\langle (P'(\phi))(\zeta), \psi \rangle = A(\zeta, \phi) + C(\zeta; \phi, \psi) + C(\phi; \zeta, \psi) \quad \forall \phi, \zeta, \psi \in X,$$

where $\mathcal{L}(X, X')$ is the set of linear and bounded operators from $X$ to $X'$. 
According to the above, we obtain that Newton’s method applied to problem (3.3) reads: Given \( \phi^0 \in X \), for \( m \geq 1 \), find \( \phi^m \in X \) such that
\[
\langle (P'(\phi^{m-1}))(\phi^m - \phi^{m-1}), \psi \rangle = -\langle (P(\phi^{m-1})), \psi \rangle \quad \forall \psi \in X.
\]

In what follows we apply Theorem 5.2 to prove the convergence of the iterative method (5.8), considering \( \phi^0 = 0 \) as an initial guess. This result is stated in the next theorem.

**Theorem 5.3.** Assume that hypotheses of Theorem 3.4 hold and let \( \phi \in X \) be the unique solution of problem (3.3). Then, considering \( \phi^0 = 0 \) as an initial guess, the sequence \( \{\phi^m\}_{m \in \mathbb{N}} \) given by Newton’s method (5.8) converges to \( \phi \). In addition, there exist positive constants \( K_1 \) and \( K_2 \), independent of the solution and \( m \), such that
\[
\|\phi - \phi^m\|_X \leq \frac{1}{2^m (2K_2)^2} \frac{K_1}{K_2}, \quad m \geq 0.
\]

(Explicit constants \( K_1 \) and \( K_2 \) are provided in (5.12) and (5.14), respectively.)

**Proof.** It suffices to verify that assumptions (1), (2) and (3) of Theorem 5.2 hold.

First, it is easy to see that
\[
\langle P(\phi^0), \psi \rangle = \langle P(0), \psi \rangle = -F(\psi) \leq \|f\|_{0,\Omega}(\kappa_1^2 + \nu^2)^{1/2}\|\psi\|_X \quad \forall \psi \in X,
\]
from which
\[
\|P(\phi^0)\|_X \leq \|f\|_{0,\Omega}(\kappa_1^2 + \nu^2)^{1/2}.
\]

In turn, from Lemma 3.1 we have
\[
\langle (P'(\phi^0))(\psi), \psi \rangle = A(\psi, \psi) \geq \alpha_A \|\psi\|^2_X \quad \forall \psi \in X,
\]
which implies that \( [P'(\phi^0)]^{-1} \) exists, and
\[
\| [P'(\phi^0)]^{-1} \|_{L(X, X)} \leq \frac{1}{\alpha_A}.
\]

In this way, from (5.10) and (5.11) we obtain that assumptions (1) and (2) hold with
\[
K_1 = \frac{1}{\alpha_A} (\kappa_1^2 + \nu^2)^{1/2}\|f\|_{0,\Omega}.
\]

Now, for (3) we first notice, after simple computations, that the second derivative of operator \( P \) is given by
\[
\langle (P''(\phi))(\psi), \zeta \rangle = C(\phi; \psi, \zeta) + C(\psi; \phi, \zeta) \quad \forall \phi, \psi, \zeta \in X.
\]

It follows that
\[
\langle (P''(\phi))(\psi), \zeta \rangle \leq 2C\|\phi\|_X\|\psi\|_X\|\zeta\|_X \quad \forall \phi, \psi, \zeta \in X,
\]
which yields
\[
\|P''(\phi)\|_{L(X, L(X, X))} \leq 2C.
\]

Hence, from (5.11) and (5.13) we get that assumption (3) holds with
\[
K_2 = \frac{2C}{\alpha_A}.
\]
Therefore, from (3.17), (5.12) and (5.14) we finally get
\[ K_3 := K_1 K_2 = \frac{2C_1}{\alpha_3^2} \left( \kappa_1^2 + \nu^2 \right)^{1/2} \| \mathbf{f} \|_{0, \Omega} < \frac{1}{2}, \]
which concludes the proof. \(\square\)

**Remark 5.4.** We observe that, according to the definition of operator \(\mathcal{P}\) in (5.6), Newton’s method described in (5.8) can be rewritten in terms of the forms \(\mathbf{A}\) and \(\mathbf{C}\) as follows: Find \(\hat{\phi}^m \in \mathbf{X}\) such that
\[ \mathbf{A}(\hat{\phi}^m, \psi) + \mathbf{C}(\hat{\phi}^m; \hat{\phi}^{m-1}, \psi) + \mathbf{C}(\hat{\phi}^{m-1}; \hat{\phi}^m, \psi) = \mathbf{C}(\hat{\phi}^{m-1}; \hat{\phi}^{m-1}, \psi) + \mathbf{F}(\psi), \]
for all \(\psi \in \mathbf{X}\).

6. **Numerical results**

In this section we present three examples illustrating the performance of our augmented mixed finite element scheme (4.4) on unstructured meshes (structured in the 3D case) under a set of uniform refinements of the corresponding domains and considering the finite element spaces introduced in Section 4.5. Our implementation is based on a *FreeFem++* code (see [26]), in conjunction with the direct linear solver UMFPACK (see [10]). Regarding the implementation of the iterative methods, the iterations are terminated once the relative error of the entire coefficient vectors between two consecutive iterates is sufficiently small, i.e.,
\[ \frac{\| \text{coeff}^{m+1} - \text{coeff}^m \|_2}{\| \text{coeff}^{m+1} \|_2} \leq \text{tol}, \]
where \(\| \cdot \|_2\) is the standard \(L^2\)-norm in \(\mathbb{R}^N\), with \(N\) denoting the total number of degrees of freedom defining the finite element subspaces \(\mathbb{H}_h\) and \(\mathbb{H}_h\), and \(\text{tol}\) is a fixed tolerance to be specified on each example. As suggested in Theorem 5.3 for each example shown below we simply take \(\hat{\phi}^0 := (T_{h,0}, p_{h,0}) = (0, 0)\) as an initial guess.

We now introduce some additional notation. The individual errors are denoted by
\[ e(T_0) := \| T_0 - T_{h,0} \|_{\text{div}, \Omega}, \quad e(u) := \| u - u_h \|_{1, \Omega}, \quad e(p) := \| p - p_h \|_{0, \Omega}, \]
and
\[ e(\omega) := \| \omega - \omega_h \|_{0, \Omega}, \quad e(\nabla u) := \| \nabla u - G_h \|_{0, \Omega}, \quad e(\sigma) := \| \sigma - \sigma_h \|_{0, \Omega}, \]
where \(p_h, \omega_h, G_h, \) and \(\sigma_h\) are the variables computed by the postprocess (4.18). Also, we let \(r(T_0), r(u), r(p), r(\omega), r(\nabla u),\) and \(r(\sigma)\) be the experimental rates of convergence given by
\[ r(T_0) := \frac{\log(e(T_0)/e'(T_0))}{\log(h/h')} , \quad r(u) := \frac{\log(e(u)/e'(u))}{\log(h/h')}, \]
\[ r(p) := \frac{\log(e(p)/e'(p))}{\log(h/h')}, \quad r(\omega) := \frac{\log(e(\omega)/e'(\omega))}{\log(h/h')}, \]
\[ r(\nabla u) := \frac{\log(e(\nabla u)/e'(\nabla u))}{\log(h/h')}, \quad r(\sigma) := \frac{\log(e(\sigma)/e'(\sigma))}{\log(h/h')}, \]
where \(h\) and \(h'\) denote two consecutive meshsizes with errors \(e\) and \(e'\).

Our first example is carried out in order to assess the influence of the parameters \(\kappa_1, \kappa_2\) and \(\kappa_3\) on the performance of our augmented mixed formulation (4.4). For
Table 6.1. First example: Degrees of freedom, meshesizes, errors, rates of convergence and number of iterations for the mixed RT₀ − P₁ and RT₁ − P₂ approximations of the Navier-Stokes problem with \((\kappa₁, \kappa₂, \kappa₃) = (\nu², \nu, \frac{\nu²}{T})\).

Errors and rates of convergence for the mixed RT₀ − P₁ approximation

<table>
<thead>
<tr>
<th>N</th>
<th>h</th>
<th>e(T₀)</th>
<th>r(T₀)</th>
<th>e(u)</th>
<th>r(u)</th>
<th>e(p)</th>
<th>r(p)</th>
<th>Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>691</td>
<td>0.4129</td>
<td>90.2251</td>
<td>–</td>
<td>14.0226</td>
<td>–</td>
<td>4.8682</td>
<td>–</td>
<td>4</td>
</tr>
<tr>
<td>2595</td>
<td>0.1901</td>
<td>47.6284</td>
<td>0.8235</td>
<td>7.0122</td>
<td>0.8933</td>
<td>2.7057</td>
<td>0.7571</td>
<td>4</td>
</tr>
<tr>
<td>9955</td>
<td>0.0968</td>
<td>23.9312</td>
<td>1.0192</td>
<td>3.6224</td>
<td>0.9781</td>
<td>1.4606</td>
<td>0.9130</td>
<td>4</td>
</tr>
<tr>
<td>39195</td>
<td>0.0527</td>
<td>12.0739</td>
<td>1.1269</td>
<td>1.8405</td>
<td>1.1154</td>
<td>0.7152</td>
<td>1.1762</td>
<td>4</td>
</tr>
<tr>
<td>157339</td>
<td>0.0307</td>
<td>5.9814</td>
<td>1.2960</td>
<td>0.9051</td>
<td>1.3095</td>
<td>0.3541</td>
<td>1.2970</td>
<td>4</td>
</tr>
<tr>
<td>621995</td>
<td>0.0150</td>
<td>2.9824</td>
<td>0.9753</td>
<td>0.4488</td>
<td>0.9832</td>
<td>0.1776</td>
<td>0.9667</td>
<td>4</td>
</tr>
</tbody>
</table>

Errors and rates of convergence for the mixed RT₁ − P₂ approximation

<table>
<thead>
<tr>
<th>N</th>
<th>h</th>
<th>e(T₀)</th>
<th>r(T₀)</th>
<th>e(u)</th>
<th>r(u)</th>
<th>e(p)</th>
<th>r(p)</th>
<th>Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>2315</td>
<td>0.4129</td>
<td>23.6263</td>
<td>–</td>
<td>3.3517</td>
<td>–</td>
<td>1.9654</td>
<td>–</td>
<td>4</td>
</tr>
<tr>
<td>8883</td>
<td>0.1901</td>
<td>5.7915</td>
<td>1.8122</td>
<td>0.8857</td>
<td>1.7154</td>
<td>0.5413</td>
<td>1.6619</td>
<td>4</td>
</tr>
<tr>
<td>34451</td>
<td>0.0968</td>
<td>1.5250</td>
<td>1.9760</td>
<td>0.2188</td>
<td>2.0702</td>
<td>0.1455</td>
<td>1.9456</td>
<td>4</td>
</tr>
<tr>
<td>136407</td>
<td>0.0527</td>
<td>0.3865</td>
<td>2.2611</td>
<td>0.0566</td>
<td>2.2270</td>
<td>0.0397</td>
<td>2.1386</td>
<td>4</td>
</tr>
<tr>
<td>549143</td>
<td>0.0307</td>
<td>0.0939</td>
<td>2.6103</td>
<td>0.0139</td>
<td>2.5957</td>
<td>0.0098</td>
<td>2.5783</td>
<td>4</td>
</tr>
<tr>
<td>2173903</td>
<td>0.0150</td>
<td>0.0234</td>
<td>1.9488</td>
<td>0.0034</td>
<td>1.9697</td>
<td>0.0025</td>
<td>1.9426</td>
<td>4</td>
</tr>
</tbody>
</table>

In order to emphasize the robustness of [44] with respect to the parameters \(\kappa₁, \kappa₂, \kappa₃\), as suggested in Remark 3.2 we choose \((\kappa₁, \kappa₂, \kappa₃) = (\nu², \nu, \frac{\nu²}{T})\) and \((\kappa₁, \kappa₂, \kappa₃) = (\frac{3\nu²}{4}, \frac{3\nu}{4}, \frac{\nu²}{4})\), which, certainly, satisfy the assumptions of Lemma 3.1. In Tables 6.1 and 6.2 we summarize the convergence history for a sequence of unstructured triangulations, considering the finite element spaces introduced.

This example we consider the domain \(\Omega := (-1,1)^2\), the viscosity constant \(\nu = 1\), and take \(f\) so that the exact solution is given by

\[
\begin{pmatrix}
\pi \sin(\pi x₁)² \cos(\pi x₂) \\
-2\pi \cos(\pi x₁) \sin(\pi x₁) \sin(\pi x₂)
\end{pmatrix},
\]

\(p(x₁, x₂) = 5x₁ \sin(x₂).\)
Table 6.2. First example: Degrees of freedom, meshesizes, errors, rates of convergence and number of iterations for the mixed $RT_0 - P_1$ and $RT_1 - P_2$ approximations of the Navier-Stokes problem with $(\kappa_1, \kappa_2, \kappa_3) = (\frac{3\nu^2}{4}, \frac{3\nu}{2}, \frac{3\nu^2}{8})$.

Errors and rates of convergence for the mixed $RT_0 - P_1$ approximation

<table>
<thead>
<tr>
<th>$N$</th>
<th>$h$</th>
<th>$e(T_0)$</th>
<th>$r(T_0)$</th>
<th>$e(u)$</th>
<th>$r(u)$</th>
<th>$e(p)$</th>
<th>$r(p)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>691</td>
<td>0.4129</td>
<td>90.2374</td>
<td>13.9627</td>
<td>4.7906</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2595</td>
<td>0.1901</td>
<td>47.6335</td>
<td>7.0124</td>
<td>2.7074</td>
<td>0.7356</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9955</td>
<td>0.0968</td>
<td>23.9321</td>
<td>3.6227</td>
<td>0.9781</td>
<td>0.3541</td>
<td>0.1272</td>
<td>0.9152</td>
</tr>
<tr>
<td>39195</td>
<td>0.0527</td>
<td>12.0741</td>
<td>1.1270</td>
<td>0.7112</td>
<td>0.1272</td>
<td>0.9152</td>
<td></td>
</tr>
<tr>
<td>157339</td>
<td>0.0307</td>
<td>5.9814</td>
<td>0.9051</td>
<td>0.3541</td>
<td>0.1272</td>
<td>0.9152</td>
<td></td>
</tr>
<tr>
<td>621995</td>
<td>0.0150</td>
<td>2.9824</td>
<td>0.4488</td>
<td>0.1776</td>
<td>0.9667</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$N$</th>
<th>$h$</th>
<th>$e(\omega)$</th>
<th>$r(\omega)$</th>
<th>$e(\nabla u)$</th>
<th>$r(\nabla u)$</th>
<th>$e(\sigma)$</th>
<th>$r(\sigma)$</th>
<th>Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>691</td>
<td>0.4129</td>
<td>6.2267</td>
<td>13.9904</td>
<td>22.7738</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2595</td>
<td>0.1901</td>
<td>2.6626</td>
<td>1.0950</td>
<td>0.9685</td>
<td>11.4952</td>
<td>0.8812</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>9955</td>
<td>0.0968</td>
<td>1.2869</td>
<td>1.0768</td>
<td>3.2748</td>
<td>5.8230</td>
<td>1.0072</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>39195</td>
<td>0.0527</td>
<td>0.5917</td>
<td>1.2797</td>
<td>1.0377</td>
<td>1.8797</td>
<td>1.1570</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>157339</td>
<td>0.0307</td>
<td>0.2887</td>
<td>1.3239</td>
<td>0.7798</td>
<td>1.4199</td>
<td>1.3079</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>621995</td>
<td>0.0150</td>
<td>0.1445</td>
<td>0.9703</td>
<td>0.3904</td>
<td>0.9696</td>
<td>0.9690</td>
<td>4</td>
<td></td>
</tr>
</tbody>
</table>

Errors and rates of convergence for the mixed $RT_1 - P_2$ approximation

<table>
<thead>
<tr>
<th>$N$</th>
<th>$h$</th>
<th>$e(\omega)$</th>
<th>$r(\omega)$</th>
<th>$e(\nabla u)$</th>
<th>$r(\nabla u)$</th>
<th>$e(\sigma)$</th>
<th>$r(\sigma)$</th>
<th>Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>2315</td>
<td>0.4129</td>
<td>23.6269</td>
<td>3.3457</td>
<td>1.9558</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8883</td>
<td>0.1901</td>
<td>5.7915</td>
<td>1.8122</td>
<td>0.8853</td>
<td>1.7137</td>
<td>0.5402</td>
<td>1.6584</td>
<td></td>
</tr>
<tr>
<td>34451</td>
<td>0.0968</td>
<td>1.5250</td>
<td>1.9760</td>
<td>0.2188</td>
<td>2.0697</td>
<td>0.1454</td>
<td>1.9435</td>
<td></td>
</tr>
<tr>
<td>136407</td>
<td>0.0527</td>
<td>0.3865</td>
<td>2.6211</td>
<td>0.0566</td>
<td>2.2269</td>
<td>0.0397</td>
<td>2.1377</td>
<td></td>
</tr>
<tr>
<td>549143</td>
<td>0.0307</td>
<td>0.0939</td>
<td>2.6103</td>
<td>0.0139</td>
<td>2.5957</td>
<td>0.0098</td>
<td>2.5780</td>
<td></td>
</tr>
<tr>
<td>2173903</td>
<td>0.0150</td>
<td>0.0234</td>
<td>1.9488</td>
<td>0.0034</td>
<td>1.9697</td>
<td>0.0025</td>
<td>1.9426</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$N$</th>
<th>$h$</th>
<th>$e(\omega)$</th>
<th>$r(\omega)$</th>
<th>$e(\nabla u)$</th>
<th>$r(\nabla u)$</th>
<th>$e(\sigma)$</th>
<th>$r(\sigma)$</th>
<th>Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>2315</td>
<td>0.4129</td>
<td>3.3322</td>
<td>7.0532</td>
<td>10.8542</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8883</td>
<td>0.1901</td>
<td>0.9016</td>
<td>1.6849</td>
<td>1.9210</td>
<td>2.9733</td>
<td>1.6690</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>34451</td>
<td>0.0968</td>
<td>0.2165</td>
<td>2.1124</td>
<td>0.4933</td>
<td>2.0132</td>
<td>0.8003</td>
<td>1.9435</td>
<td>4</td>
</tr>
<tr>
<td>136407</td>
<td>0.0527</td>
<td>0.0551</td>
<td>2.2540</td>
<td>0.1272</td>
<td>2.2327</td>
<td>0.2087</td>
<td>2.2140</td>
<td>4</td>
</tr>
<tr>
<td>549143</td>
<td>0.0307</td>
<td>0.0133</td>
<td>2.6231</td>
<td>0.0310</td>
<td>2.6060</td>
<td>0.0512</td>
<td>2.5945</td>
<td>4</td>
</tr>
<tr>
<td>2173903</td>
<td>0.0150</td>
<td>0.0033</td>
<td>1.9611</td>
<td>0.0077</td>
<td>1.9500</td>
<td>0.0128</td>
<td>1.9435</td>
<td>4</td>
</tr>
</tbody>
</table>

in Section 4.3 with $k = 0$ and $k = 1$, and solving the nonlinear problem with Newton’s method defined in (5.15) with a tolerance $\text{tol} = 1E-10$. We observe there that the rate of convergence $O(h^{k+1})$ predicted by Theorem 4.8 (when $s = k + 1$) is attained in all the cases. In addition, the specific results displayed in Tables 6.1 and 6.2 showing almost no difference between $(\kappa_1, \kappa_2, \kappa_3) = (\nu^2, \nu, \frac{3\nu^2}{2})$ and $(\kappa_1, \kappa_2, \kappa_3) = (\nu^2, \nu, \frac{3\nu^2}{8})$, illustrate the robustness of scheme (4.3) with respect to the choice of these parameters. Next, in Figure 6.1 we display the approximate pressure (to the left) obtained from the $RT_0 - P_1$ approximation with $N = 157339$ degrees of freedom, and we compare it with the exact one (to the right). In addition, in Figure 6.2 we display the magnitude and vector field of the approximate velocity (to the left) and we compare it with the exact velocity (to the right). In both cases we observe that the finite element subspaces employed provide very accurate approximations to the unknowns.
Our second example focusses on the performance of the iterative methods as a function of the viscosity $\nu$, considering the analytical solution $(u, p)$ obtained by Kovasznay in [31]. For the domain $\Omega := (-1/2, 3/2) \times (0, 2)$ and for a given $\nu$, this solution is given by

$$u(x_1, x_2) = \begin{pmatrix} 1 - e^{\lambda x_1} \cos(2\pi x_2) \\ \frac{\lambda}{2\pi} e^{\lambda x_1} \sin(2\pi x_2) \end{pmatrix},$$

$$p(x_1, x_2) = -\frac{1}{2} e^{2\lambda x_1} \bar{p},$$

where

$$\lambda := \frac{-8\pi^2}{\nu^{-1} + \sqrt{\nu^{-2} + 16\pi^2}}.$$
Table 6.3. Second example: Convergence behavior of the iterative methods with respect to the parameter \( \nu \).

<table>
<thead>
<tr>
<th>( \nu )</th>
<th>( h = 0.1901 )</th>
<th>( h = 0.0982 )</th>
<th>( h = 0.0530 )</th>
<th>( h = 0.0266 )</th>
<th>( h = 0.0142 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>15</td>
<td>13</td>
<td>11</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>0.1</td>
<td>34</td>
<td>24</td>
<td>20</td>
<td>19</td>
<td>19</td>
</tr>
<tr>
<td>0.01</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>40</td>
<td>23</td>
</tr>
</tbody>
</table>

Number of iterations for Newton’s method

<table>
<thead>
<tr>
<th>( \nu )</th>
<th>( h = 0.1901 )</th>
<th>( h = 0.0982 )</th>
<th>( h = 0.0530 )</th>
<th>( h = 0.0266 )</th>
<th>( h = 0.0142 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>0.1</td>
<td>6</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>0.01</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>7</td>
<td>6</td>
</tr>
</tbody>
</table>

and the constant \( \bar{p} \) is such that \( \int_\Omega p = 0 \). Since in this case the solution is inhomogeneous on the boundary, we need to modify the functional \( F \) as follows:

\[
F(\psi) := -\kappa_1(f, \text{div } S)_\Omega + (Sn, g)_\Gamma + \nu(f, v)_\Omega + \kappa_3(g, v)_\Gamma \quad \forall \psi = (S, v) \in X,
\]

where \( \langle \cdot, \cdot \rangle_\Gamma \) denotes the duality pairing between \( H^{-1/2}(\Gamma) \) and \( H^{1/2}(\Gamma) \), and \( g := u|_\Gamma \in H^{1/2}(\Gamma) \).

In Table 6.3 we show the behavior of the iterative methods (5.1) and (5.15) as a function of the viscosity number, considering different meshes and a tolerance \( tol = 1E-10 \). The parameters are chosen as \( \kappa_1 = \nu^2, \kappa_2 = \nu \) and \( \kappa_3 = \nu^2/2 \), and we consider the finite element spaces introduced in Section 4.5 with \( k = 0 \). Here we observe that the smaller the parameter \( \nu \) the higher the number of iterations. In addition we see that, as expected, Newton’s method is faster than the fixed-point iteration. Blank spaces mean that the iterative method takes more than 300 iterations. Next, the numerical results in Table 6.4 show the convergence history of Newton’s method (5.15) considering the viscosity \( \nu = 0.1 \). We see there that the rate of convergence \( O(h) \) provided by Theorem 4.8 and Corollary 4.9 for \( s = 1 \) is attained by the unknowns and all the postprocessed variables.

Finally, in our third example we assess the capability of a 3D implementation of our augmented scheme. Here, we consider the domain \( \Omega := (0,1)^3 \), the viscosity constant \( \nu = 1 \), the parameters \( \kappa_1 = \nu^2, \kappa_2 = \nu, \kappa_3 = \nu^2/2 \), and take \( f \) so that the exact solution is given by

\[
\begin{align*}
\mathbf{u}(x_1, x_2, x_3) &:= \begin{pmatrix}
4x_1^2x_2x_3(x_3-1)(x_2-1)(x_2-x_3)(x_1-1)^2 \\
-4x_1x_2^2x_3(x_3-1)^2(x_3-1)(x_1-1)(x_1-x_3) \\
4x_1x_2x_3^2(x_3-1)^2(x_2-1)(x_1-1)(x_1-x_2)
\end{pmatrix}, \\
p(x_1, x_2, x_3) &:= x_1 - \frac{1}{2}.
\end{align*}
\]

For this example we solve the nonlinear problem with Newton’s method defined in (5.15) with a tolerance \( tol = 1E-10 \), using structured meshes and considering the finite element spaces introduced in Section 4.5 with \( k = 0 \). In Table 6.5 we summarize the convergence history for a sequence of uniform triangulations. We observe there that the rate of convergence \( O(h) \) predicted by Theorem 4.8 and Corollary 4.9 (when \( s = 1 \)) is attained in all the cases. Next, in Figure 6.3 we display the magnitude and vector field of the approximate velocity (top left and
Table 6.4. Second example: Degrees of freedom, meshsizes, errors, and rates of convergence for the mixed $RT_0-P_1$ approximation of the Navier-Stokes problem with $\nu = 0.1$, utilizing Newton’s method.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$h$</th>
<th>$e(T_0)$</th>
<th>$r(T_0)$</th>
<th>$e(u)$</th>
<th>$r(u)$</th>
<th>$e(p)$</th>
<th>$r(p)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2539</td>
<td>0.1901</td>
<td>3.4523</td>
<td>–</td>
<td>4.7157</td>
<td>–</td>
<td>1.4641</td>
<td>–</td>
</tr>
<tr>
<td>9923</td>
<td>0.0982</td>
<td>1.4971</td>
<td>1.2650</td>
<td>2.2340</td>
<td>1.1312</td>
<td>0.5826</td>
<td>1.3954</td>
</tr>
<tr>
<td>39107</td>
<td>0.0530</td>
<td>0.6253</td>
<td>1.4148</td>
<td>0.9241</td>
<td>1.4304</td>
<td>0.2474</td>
<td>1.3881</td>
</tr>
<tr>
<td>157051</td>
<td>0.0266</td>
<td>0.2948</td>
<td>1.0904</td>
<td>0.4165</td>
<td>1.1556</td>
<td>0.1170</td>
<td>1.0859</td>
</tr>
<tr>
<td>621115</td>
<td>0.0142</td>
<td>0.1462</td>
<td>1.1193</td>
<td>0.1775</td>
<td>1.3619</td>
<td>0.0566</td>
<td>1.1591</td>
</tr>
</tbody>
</table>

$N$ $h$ $e(\omega)$ $r(\omega)$ $e(\nabla u)$ $r(\nabla u)$ $e(\tilde{\sigma})$ $r(\tilde{\sigma})$
| 2539  | 0.1901| 10.3718  | –        | 15.9561 | –      | 3.5099 | –      |
| 9923  | 0.0982| 6.6860   | 0.6648   | 9.4352  | 0.7955 | 1.8291 | 0.9869 |
| 39107 | 0.0530| 3.3866   | 1.1022   | 4.7157  | 1.1238 | 0.8846 | 1.1772 |
| 157051| 0.0266| 1.7375   | 0.9677   | 2.3794  | 0.9919 | 0.4398 | 1.0132 |
| 621115| 0.0142| 0.9182   | 1.0185   | 1.2156  | 1.0725 | 0.2206 | 1.1021 |

Table 6.5. Third example: Degrees of freedom, meshsizes, errors, rates of convergence and number of iterations for the mixed $RT_0-P_1$ approximation of the 3D Navier-Stokes problem solved with Newton’s method.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$h$</th>
<th>$e(T_0)$</th>
<th>$r(T_0)$</th>
<th>$e(u)$</th>
<th>$r(u)$</th>
<th>$e(p)$</th>
<th>$r(p)$</th>
<th>Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>442</td>
<td>0.7071</td>
<td>0.2621</td>
<td>–</td>
<td>0.0605</td>
<td>–</td>
<td>0.1578</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>2968</td>
<td>0.3536</td>
<td>0.1400</td>
<td>0.9043</td>
<td>0.0286</td>
<td>1.0824</td>
<td>0.0794</td>
<td>0.9910</td>
<td>–</td>
</tr>
<tr>
<td>21772</td>
<td>0.1768</td>
<td>0.0666</td>
<td>1.0730</td>
<td>0.0114</td>
<td>1.3210</td>
<td>0.0346</td>
<td>1.1991</td>
<td>–</td>
</tr>
<tr>
<td>166804</td>
<td>0.0884</td>
<td>0.0313</td>
<td>1.0901</td>
<td>0.0045</td>
<td>1.3403</td>
<td>0.0151</td>
<td>1.2001</td>
<td>–</td>
</tr>
<tr>
<td>1305892</td>
<td>0.0442</td>
<td>0.0151</td>
<td>1.0479</td>
<td>0.0019</td>
<td>1.2158</td>
<td>0.0070</td>
<td>1.1092</td>
<td>–</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$N$</th>
<th>$h$</th>
<th>$e(\omega)$</th>
<th>$r(\omega)$</th>
<th>$e(\nabla u)$</th>
<th>$r(\nabla u)$</th>
<th>$e(\tilde{\sigma})$</th>
<th>$r(\tilde{\sigma})$</th>
<th>Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>442</td>
<td>0.7071</td>
<td>0.0708</td>
<td>–</td>
<td>0.1259</td>
<td>–</td>
<td>0.3436</td>
<td>–</td>
<td>3</td>
</tr>
<tr>
<td>2968</td>
<td>0.3536</td>
<td>0.0413</td>
<td>0.7766</td>
<td>0.0795</td>
<td>0.6628</td>
<td>0.1933</td>
<td>0.8298</td>
<td>3</td>
</tr>
<tr>
<td>21772</td>
<td>0.1768</td>
<td>0.0225</td>
<td>0.8745</td>
<td>0.0449</td>
<td>0.8254</td>
<td>0.0980</td>
<td>0.9798</td>
<td>3</td>
</tr>
<tr>
<td>166804</td>
<td>0.0884</td>
<td>0.0117</td>
<td>0.9431</td>
<td>0.0236</td>
<td>0.9254</td>
<td>0.0486</td>
<td>1.0121</td>
<td>3</td>
</tr>
<tr>
<td>1305892</td>
<td>0.0442</td>
<td>0.0060</td>
<td>0.9748</td>
<td>0.0121</td>
<td>0.9697</td>
<td>0.0242</td>
<td>1.0059</td>
<td>3</td>
</tr>
</tbody>
</table>

(bottom left), and we compare them with their exact counterparts (top right and bottom right). Here, for the magnitude of the velocity we display the section of the cube below the plane $x_1 + x_2 + x_3 = 1.5$. In addition, in Figure 5 we display the second component of the approximate vorticity $\omega_{1,h}$ (top left) and the iso-surface of the approximate pressure, and we compare them with their exact counterparts (top right and bottom right). Again, for the vorticity we display the section of the cube below the plane $x_1 + x_2 + x_3 = 1.5$. All the graphics above were computed with $N = 1305892$ degrees of freedom. We observe there that the finite element subspaces employed provide very accurate approximations to the unknowns.
Figure 6.3. Third example: Velocity magnitudes $|u_h|$ (top left) and $|u|$ (top right), and velocity vector fields (approximate field to the left and exact field to the right) with $N = 1305892$.

Figure 6.4. Third example: Second components of the vorticity $\omega_{2,h}$ (top left) and $\omega_2$ (top right), and iso-surface of the pressures $p_h$ (bottom left) and $p$ (bottom right) with $N = 1305892$. 
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