AN hp-VERSION LEGENDRE-JACOBI SPECTRAL COLLOCATION METHOD FOR VOLterra INTEGRO-DIFFERENTIAL EQUATIONS WITH SMOOTH AND WEAKLY SINGULAR KERNELS
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Abstract. In this paper, we present an hp-version Legendre-Jacobi spectral collocation method for Volterra integro-differential equations with smooth and weakly singular kernels. We establish several new approximation results of the Legendre/Jacobi polynomial interpolations for both smooth and singular functions. As applications of these approximation results, we derive hp-version error bounds of the Legendre-Jacobi collocation method under the $H^1$-norm for the Volterra integro-differential equations with smooth solutions on arbitrary meshes and singular solutions on quasi-uniform meshes. We also show the exponential rates of convergence for singular solutions by using geometric time partitions and linearly increasing polynomial degrees. Numerical experiments are included to illustrate the theoretical results.

1. Introduction

In this paper, we consider the numerical solution of the linear Volterra integro-differential equation (VIDE) of the form

\begin{equation}
\begin{aligned}
\frac{d}{dt}u(t) + a(t)u(t) + \int_0^t (t-s)^{-\mu}b(s)u(s)ds &= f(t), \quad t \in (0, T], \\
u(0) &= u_0,
\end{aligned}
\end{equation}

where $\mu < 1$ (i.e., the kernel is weakly singular if $0 < \mu < 1$, and in particular, the kernel is smooth if $\mu \in \mathbb{N}_0 := \{0, -1, -2, \cdots \}$). Moreover, the real functions $a(t)$, $b(t)$ and $f(t)$ are continuous on $I := [0, T]$, and $u_0$ is the initial data.

Over the last few decades, various numerical methods have been proposed and analyzed for linear VIDEs of the form (1.1) with smooth and weakly singular kernels; see, for example, Runge-Kutta methods [1,25], collocation methods [2,19], continuous and discontinuous Galerkin methods [11,12]. We also refer to the monographs [3,5] and the references therein.

The works mentioned above are mainly concerned with the so-called $h$-version method, which means that the convergence is obtained by decreasing the size of the time steps at a fixed order of approximation, and usually the resulting error bounds
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do not deal with the explicit dependence of the constant $c$ on the approximation order. To address this issue, some high order methods, for instance, the $p$-version, the $hp$-version and the spectral (element) methods, need to be studied. Such methods usually approximate the problem under consideration by increasing the approximation order on a fixed time partition ($p$-approach) or, alternatively, on variable time steps ($hp$-approach). Since the $hp$-version method allows for locally varying time steps and approximation orders, it can approximate smooth solutions with possible local singularities at high algebraic or even exponential rates of convergence. Due to their high accuracy, the high order methods for integral or integro-differential equations of Volterra type has received considerable attention in recent years. For example, the $hp$-version discontinuous Galerkin time-stepping method has been developed for VIDEs in [4] and for parabolic VIDEs in [13], and the $hp$-version continuous Petrov-Galerkin time-stepping method was recently analyzed for linear and nonlinear VIDEs in [23,24]. Meanwhile, the $p$-version spectral Galerkin and collocation methods were also studied for integral or integro-differential equations of Volterra type; see, e.g., [6,8–10,20,21] and the references therein. Furthermore, the $hp$-version Legendre spectral collocation methods were proposed for nonlinear Volterra integral equations with smooth kernels in [18] and for nonlinear Volterra integral equations with smooth kernels and variable delays in [22]. However, to the best of our knowledge, there are no theoretical results available for the weakly singular VIDEs by $hp$-version collocation methods, which are much more difficult to analyze than spectral Galerkin methods. The main difficulties encountered in the $hp$-version of collocation methods for VIDEs include: (i) how to design an efficient algorithm ensuring the optimal convergence of the $hp$-version; (ii) how to analyze the convergence of the $hp$-version for smooth solutions, on account of the influence of the weakly singular kernels; (iii) how to analyze the convergence of the $hp$-version for singular solutions, and especially, the exponential convergence for singular solutions under geometric time partitions.

In the present work, we introduce and analyze an $hp$-version Legendre-Jacobi spectral collocation method for the VIDE (1.1) with smooth and weakly singular kernels. The $hp$-version Legendre-Jacobi spectral collocation scheme is constructed based on three kinds of polynomial interpolations (see (2.21)), i.e., the Legendre-Gauss, Legendre-Gauss-Lobatto, and Jacobi-Gauss interpolations. Particularly, in the numerical scheme (2.21), we choose a special weight $(\alpha, \beta) = (-\mu, 0)$ for the Jacobi-Gauss interpolation $I_{t,M}^{\alpha,\beta} v$ (see the definition (2.10)), which corresponds to the kernel $(t - s)^{-\mu}$ in the VIDE (1.1). We carry out a rigorous error analysis of the proposed method for both smooth and singular solutions and present some numerical experiments to verify the theoretical results. The main features and contributions of this paper are highlighted as follows.

- For analyzing the numerical errors, we derive several new approximation results of the Legendre-Jacobi polynomial interpolations for both smooth and singular functions. These approximation results can also be applied to pseudo-spectral and spectral collocation methods for other problems, especially for those with solutions of $t^\nu$-type singularity.
- The key feature of the $hp$-version Legendre-Jacobi spectral collocation is its great flexibility with respect to the size of the time steps and the local approximation orders, which enable us to cope with problems with non-smooth solutions. Indeed, our numerical results show that for analytic
solutions with start-up singularities, exponential rates of convergence can be achieved for the $hp$-version collocation method with geometric time steps and linearly increasing approximation orders.

- We establish a priori error estimate under the $H^1$-norm that is explicit in the time steps and the approximation orders. In particular, for the VIDE (1.1) with weakly singular kernel and singular solutions of $t^\nu$-type, we derive optimal error bounds under the $H^1$-norm for the $hp$-version collocation method with quasi-uniform meshes. It is shown that the $p$-version gives twice the rate of convergence as the $h$-version for singular solutions on quasi-uniform meshes, which coincides with the well-known phenomenon in the $p$-version of the finite element method for elliptic problems with corner singularities (see, e.g., [16]). We also show the exponential rates of convergence for singular solutions by using geometric time partitions and linearly increasing polynomial degrees.

The remainder of the paper is organized as follows. In Section 2, we introduce some basic properties of the shifted Legendre-Jacobi polynomial interpolations and propose the $hp$-version Legendre-Jacobi spectral collocation method for the VIDE (1.1). In Section 3, we establish some new approximation results of the Legendre-Jacobi polynomial interpolations for both smooth and singular functions, which are very useful for the convergence analysis. In Section 4, we derive the $hp$-version error bounds of the Legendre-Jacobi collocation methods, for smooth solutions on an arbitrary mesh and for singular solutions on a quasi-uniform mesh. We also show the exponential rates of convergence for singular solutions under geometric time partitions. Our theoretical results are verified by the numerical experiments in Section 5. Some concluding remarks are given in the last section.

2. The $hp$-version Legendre-Jacobi spectral collocation method

In this section, we shall introduce some basic properties of the shifted Legendre-Jacobi polynomial interpolations, and propose an $hp$-version Legendre-Jacobi spectral collocation method for the VIDE (1.1).

2.1. Preliminaries. Let $I_h$ be a mesh on the interval $I$,

$$I_h := \{ t_n : 0 = t_0 < t_1 < \cdots < t_N = T \}.$$ 

We set $h_n = t_n - t_{n-1}$, $I_n = (t_{n-1}, t_n]$, and denote by $u^n(t)$ the solution of (1.1) on the $n$-th element, namely,

$$u^n(t) := u(t), \quad t \in I_n, \quad 1 \leq n \leq N.$$ 

From (1.1) we have that for any $t \in I_n$,

$$\frac{d}{dt} u^n(t) + a(t) u^n(t) + \sum_{k=1}^{n-1} \int_{I_k} (t-s)^{-\mu} b(s) u^k(s) ds + \int_{t_{n-1}}^{t} (t-\xi)^{-\mu} b(\xi) u^n(\xi) d\xi = f(t).$$

In order to transfer the integral interval $(t_{n-1}, t]$ to $I_n$, we make the following transformation:

$$\xi = \sigma(\lambda, t) := t_{n-1} + \frac{(\lambda - t_{n-1})(t - t_{n-1})}{h_n}, \quad \lambda \in I_n.$$
Then equation (2.1) becomes
\[
\frac{d}{dt}u^n(t) + a(t)u^n(t) + \sum_{k=1}^{n-1} \int_{I_k} (t - s)^{-\mu} b(s)u^k(s)ds \\
+ \left( \frac{t - t_{n-1}}{h_n} \right)^{1-\mu} \int_{I_n} (t_n - \lambda)^{-\mu} b(\lambda, t)u^n(\lambda, t)d\lambda = f(t).
\]

Hereafter, for a given interval \( \Lambda \) and a certain weight function \( \chi(x) \), we define
\[
L^2_\chi(\Lambda) = \{ v \mid v \text{ is measurable and } \|v\|_{L^2_\chi(\Lambda)} < \infty \}
\]
with the norm \( \|v\|_{L^2_\chi(\Lambda)} = \left( \int_\Lambda |v(x)|^2 \chi(x)dx \right)^{\frac{1}{2}} \). We also denote by \( H^r_\chi(\Lambda) \) the usual weighted Sobolev space.

### 2.2. The shifted polynomial interpolation on \( I_n \).

#### 2.2.1. The shifted Jacobi-Gauss interpolation on \( I_n \).

For \( \alpha, \beta > -1 \), let \( J^{\alpha,\beta}_k(x) \), \( x \in (-1, 1) \), be the standard Jacobi polynomial of degree \( k \), and denote the weight function \( \chi^{\alpha,\beta}(x) = (1 - x)^{\alpha}(1 + x)^{\beta} \). The set of Jacobi polynomials is a complete \( L^2_{\chi^{\alpha,\beta}}(-1,1) \)-orthogonal system, i.e.,
\[
\int_{-1}^{1} J^{\alpha,\beta}_k(x)J^{\alpha,\beta}_j(x) \chi^{\alpha,\beta}(x)dx = \gamma_k^{\alpha,\beta} \delta_{k,j},
\]
where \( \delta_{k,j} \) is the Kronecker function, and
\[
\gamma_k^{\alpha,\beta} = \begin{cases} 
2^{\alpha+\beta+1} \Gamma(\alpha+1)\Gamma(\beta+1), & k = 0, \\
\frac{2^{\alpha+\beta+1}}{\Gamma(\alpha+\beta+2)} \frac{\Gamma(\alpha+\beta+1)}{\Gamma(\gamma_k^{\alpha,\beta})}, & k \geq 1.
\end{cases}
\]

In particular, \( J^{0,0}_0(x) = 1 \) and
\[
\int_{-1}^{1} \frac{d}{dx} J^{\alpha,\beta}_k(x) \frac{d}{dx} J^{\alpha,\beta}_j(x) \chi^{\alpha+1,\beta+1}(x)dx = k(k+\alpha+\beta+1)\gamma_k^{\alpha,\beta} \delta_{k,j}.
\]

The shifted Jacobi polynomial of degree \( k \) is defined by
\[
J^{\alpha,\beta}_{n,k}(t) = J^{\alpha,\beta}_k \left( \frac{2t - t_{n-1} - t_n}{h_n} \right), \quad t \in I_n, \quad k \geq 0.
\]

The set of \( J^{\alpha,\beta}_{n,k}(t) \), \( k \geq 0 \), is a complete \( L^2_{\chi^{\alpha,\beta}(I_n)} \)-orthogonal system with the weight function \( \chi^{\alpha,\beta}_n(t) = (t_n - t)^{\alpha}(t - t_{n-1})^{\beta} \), namely,
\[
\int_{I_n} J^{\alpha,\beta}_{n,k}(t)J^{\alpha,\beta}_{n,j}(t) \chi^{\alpha,\beta}_n(t)dt = \left( \frac{h_n}{2} \right)^{\alpha+\beta+1} \gamma_k^{\alpha,\beta} \delta_{k,j}.
\]

We now turn to the Jacobi-Gauss interpolation. For any given integer \( M_n \geq 0 \), we denote by \( \{x^{\alpha,\beta}_{n,j}, \omega^{\alpha,\beta}_{n,j} \}_{j=0}^{M_n} \) the nodes and the corresponding Christoffel numbers of the standard Jacobi-Gauss interpolation on the interval \( (-1,1) \). Let \( P_{M_n}(I_n) \) be the set of polynomials of degree at most \( M_n \) on the interval \( I_n \), and let \( t^{\alpha,\beta}_{n,j} \) be the shifted Jacobi-Gauss quadrature nodes on the interval \( I_n \),
\[
t^{\alpha,\beta}_{n,j} = \frac{1}{2} (h_n x^{\alpha,\beta}_{n,j} + t_{n-1} + t_n), \quad 0 \leq j \leq M_n.
\]
Due to the property of the standard Jacobi-Gauss quadrature, it follows that for any \( \phi(t) \in \mathcal{P}_{2M_n+1}(I_n) \),
\[
\int_{I_n} \phi(t) \chi_n^{\alpha,\beta}(t) dt = \left( \frac{h_n}{2} \right)^{\alpha+\beta+1} \int_{-1}^{1} \phi \left( \frac{h_n x + t_{n-1} + t_n}{2} \right) \chi_n^{\alpha,\beta}(x) dx
\]
\[
= \left( \frac{h_n}{2} \right)^{\alpha+\beta+1} \sum_{j=0}^{M_n} \phi \left( \frac{h_n x_{n,j}^{\alpha,\beta} + t_{n-1} + t_n}{2} \right) \omega_n^{\alpha,\beta}_{n,j}
\]
\[
= \left( \frac{h_n}{2} \right)^{\alpha+\beta+1} \sum_{j=0}^{M_n} \phi(t_{n,j}^{\alpha,\beta}) \omega_n^{\alpha,\beta}_{n,j}.
\]

By (2.7) and (2.8), we further obtain that for any \( 0 \leq p + q \leq 2M_n + 1 \),
\[
\sum_{j=0}^{M_n} J_{n,p}^{\alpha,\beta}(t_{n,j}^{\alpha,\beta}) J_{n,q}^{\alpha,\beta}(t_{n,j}^{\alpha,\beta}) \omega_n^{\alpha,\beta}_{n,j} = \delta_{p+1}^{\alpha,\beta} \delta_{q+1}^{\alpha,\beta}.
\]

We denote by \( T_{t,M_n}^{\alpha,\beta} : \mathcal{C}(I_n) \to \mathcal{P}_{M_n}(I_n) \) the shifted Jacobi-Gauss interpolation operator in the \( t \)-direction, such that
\[
T_{t,M_n}^{\alpha,\beta} v(t_{n,j}^{\alpha,\beta}) = v(t_{n,j}^{\alpha,\beta}), \quad 0 \leq j \leq M_n.
\]

2.2.2. The shifted Legendre-Gauss interpolation on \( I_n \). In the special case where \( \alpha = \beta = 0 \), the shifted Jacobi polynomial \( J_{n,k}^{0,0}(t) \) is reduced to the shifted Legendre polynomial \( L_{n,k}(t) \). Accordingly, we write \( t_{n,j} := t_{n,j}^{0,0} \) and \( \omega_{n,j} := \omega_{n,j}^{0,0} \). Moreover, we denote by \( T_{t,M_n} := T_{t,M_n}^{0,0} \) the shifted Legendre-Gauss interpolation operator in the \( t \)-direction. According to the properties of the standard Legendre polynomials, we have (cf. [22])
\[
\int_{I_n} L_{n,k}(t) L_{n,j}(t) dt = \frac{h_n}{2k+1} \delta_{k,j},
\]
\[
(k+1) L_{n,k+1}(t) - h_n^{-1} (2k+1)(2t - t_{n-1} - t_n) L_{n,k}(t) + k L_{n,k-1}(t) = 0, \quad k \geq 1,
\]
\[
L_{n,k+1}'(t) - L_{n,k-1}'(t) = \frac{4k+2}{h_n} L_{n,k}(t), \quad k \geq 1.
\]

In particular,
\[
L_{n,0}(t) = 1, \quad L_{n,1}(t) = \frac{2t - t_{n-1} - t_n}{h_n},
\]
\[
L_{n,2}(t) = \frac{6t^2 - 6(t_{n-1} + t_n)t + 4t_{n-1}t_n + t_{n-1}^2 + t_n^2}{h_n^2}.
\]

Moreover, by taking \( \alpha = \beta = 0 \) in (2.8) and (2.9), we get that
\[
\int_{I_n} \phi(t) dt = \frac{h_n}{2} \sum_{j=0}^{M_n} \phi(t_{n,j}) \omega_{n,j}, \quad \forall \phi \in \mathcal{P}_{2M_n+1}(I_n),
\]
and
\[
\sum_{j=0}^{M_n} L_{n,p}(t_{n,j}) L_{n,q}(t_{n,j}) \omega_{n,j} = \frac{2}{2p+1} \delta_{p,q}, \quad \forall 0 \leq p + q \leq 2M_n + 1.
\]
2.2.3. The shifted Legendre-Gauss-Lobatto interpolation on $I_n$. For $M_n \geq 0$, let $\{x_{n,j}^L, \omega_{n,j}^L\}_{j=0}^{M_n+1}$ be the nodes and the corresponding Christoffel numbers of the standard Legendre-Gauss-Lobatto interpolation on the interval $[-1, 1]$, and
\[
t_{n,j}^L := \frac{1}{2}(h_n x_{n,j}^L + t_{n-1} + t_n), \quad 0 \leq j \leq M_n + 1.
\]
We also denote by $I_{t,M_n+1}^L$ the shifted Legendre-Gauss-Lobatto interpolation operator in the $t$-direction with $I_{t,M_n+1}^L v \in \mathcal{P}_{M_n+1}(I_n)$ and
\[
I_{t,M_n+1}^L v(t_{n,j}^L) = v(t_{n,j}^L), \quad 0 \leq j \leq M_n + 1.
\]
According to the properties of the standard Legendre-Gauss-Lobatto quadrature formulas, we get
\[
\int_{I_n} \phi(t) dt = \frac{h_n}{2} \sum_{j=0}^{M_n+1} \phi(t_{n,j}^L) \omega_{n,j}^L, \quad \forall \phi \in \mathcal{P}_{2M_n+1}(I_n),
\]
and
\[
\sum_{j=0}^{M_n+1} L_n,t_{n,j}^L L_n,q(t_{n,j}^L) \omega_{n,j}^L = \frac{2}{2p+1} \delta_{p,q}, \quad \forall 0 \leq p + q \leq 2M_n + 1.
\]
As mentioned in [3], due to the presence of the weak singularity (e.g., $\mu \in (0, 1)$), it is natural to consider the weighted interpolatory quadrature formulas whose weights depend on the weakly singular factor $(t - s)^{-\mu}$ in the kernel. For any $\phi(s) \in \mathcal{P}_{M_k+1}(I_k)$, we introduce the weighted interpolatory quadrature formulas, defined by
\[
\int_{I_k} (t-s)^{-\mu} \phi(s) ds = \sum_{j=0}^{M_k+1} \phi(t_{k,j}^L) \widetilde{\omega}_{k,j}^L(t), \quad t \in I_n, \quad k < n,
\]
where $\widetilde{\omega}_{k,j}^L(t) = \int_{I_k} (t-s)^{-\mu} l_{k,j}(s) ds$ and $\{l_{k,j}(s)\}_{j=0}^{M_k+1}$ are the Lagrange fundamental polynomials corresponding to the collocation points $\{t_{k,j}^L\}_{j=0}^{M_k+1}$. The function $\widetilde{\omega}_{k,j}^L(t)$ can be calculated precisely according to the properties of Legendre polynomials.

2.3. The $hp$-version Legendre-Jacobi spectral collocation scheme. The $hp$-version Legendre-Jacobi spectral collocation scheme for solving \[2.3\] is to seek $U^n(t) \in \mathcal{P}_{M_n+1}(I_n)$, such that
\[
\begin{cases}
I_{t,M_n} \left( \frac{d}{dt} U^n(t) + a(t) U^n(t) + \sum_{k=1}^{n-1} \int_{I_k} (t-s)^{-\mu} I_{s,M_k+1}^L (b(s) U^k(s)) ds \right) \\
+ \frac{(t-t_{n-1})^{1-\mu}}{h_n} \int_{I_n} (t_n - \lambda)^{-\mu} I_{\lambda,M_n+1}^L (b(\sigma(\lambda,t)) U^n(\sigma(\lambda,t))) d\lambda \\
= I_{t,M_n} f(t), \quad t \in I_n,
\end{cases}
\]
\[
U^n(t_{n-1}) = U^{n-1}(t_{n-1}), \quad U^1(t_0) = u_0,
\]
where \( U^k(t) \in \mathcal{P}_{M_k+1}(I_k) \) is the numerical solution of \( u^k(t) \) on the interval \( I_k \). We now describe the numerical implementations and present an algorithm for scheme (2.21). To this end, we set

\[
U^n(t) = \sum_{p=0}^{M_n+1} u^n_p L_{n,p}(t), \quad \implies \quad \frac{d}{dt} U^n(t) = \sum_{p=1}^{M_n+1} u^n_p L'_{n,p}(t),
\]

\[
\mathcal{I}_{t,M_n}(a(t)U^n(t)) = \sum_{p=0}^{M_n} a^n_p L_{n,p}(t), \quad \mathcal{I}_{t,M_n} f(t) = \sum_{p=0}^{M_n} f^n_p L_{n,p}(t),
\]

(2.22)

\[
\mathcal{I}_{t,M_n} \mathcal{I}^{-\mu,0}_{\lambda, M_n+1} ((t - t_{n-1})^{1-\mu} b(\sigma, t))U^n(\sigma(t))
\]

\[
= \sum_{p=0}^{M_n} \sum_{p'=0}^{M_n+1} a^n_p L_{n,p}(t)J^{-\mu,0}_{n,p'}(\lambda),
\]

\[
\mathcal{I}_{t,M_n} \tilde{\omega}^L_{k,p'}(t) = \sum_{p=0}^{M_n} \tilde{\omega}^{(k)}_{p',p} L_{n,p}(t).
\]

Then by (2.22) and (2.23), a direct computation leads to

\[
\mathcal{I}_{t,M_n}(a(t)U^n(t)) = a_0^n + h_n \sum_{p=1}^{M_n} \frac{a^n_p}{4p + 2} (L'_{n,p+1}(t) - L'_{n,p-1}(t))
\]

\[
= a^n_0 - \frac{h_n a^n_0}{10} L'_{1,n}(t) + h_n \sum_{p=2}^{M_n-1} \frac{a^n_{p-1}}{4p - 2} L'_{n,p}(t) - \frac{a^n_{p+1}}{4p + 6} L'_{n,p}(t)
\]

\[
+ \frac{h_n a^n_{M_n-1}}{4M_n - 2} L'_{n,M_n}(t) + \frac{h_n a^n_{M_n}}{4M_n + 2} L'_{n,M_n+1}(t)
\]

(2.23)

\[
\mathcal{I}_{t,M_n} f(t) = h_n \sum_{p=1}^{M_n-1} \frac{f^n_{p-1}}{4p - 2} L'_{n,p}(t) - \frac{f^n_{p+1}}{4p + 6} L'_{n,p}(t)
\]

\[
+ \frac{h_n f^n_{M_n-1}}{4M_n - 2} L'_{n,M_n}(t) + \frac{h_n f^n_{M_n}}{4M_n + 2} L'_{n,M_n+1}(t)
\]

(2.24)

\[
=: h_n \sum_{p=1}^{M_n+1} \tilde{f}^n_p L'_{n,p}(t).
\]
Moreover, with the aid of (2.20), (2.22) and (2.13), for $1 \leq k \leq n - 1$, we get (2.25)

$$
\mathcal{I}_{t,M_n} \int_{I_k} (t - s)^{-\mu} \mathcal{I}_{s,M_k+1}^{L} \left( b(s) U^k(s) \right) ds = \mathcal{I}_{t,M_n} \sum_{p' = 0}^{M_k+1} b(t_{k,p'}) U^k(t_{k,p'}) \tilde{\omega}^L_{k,p'}(t)
$$

$$
= \sum_{p' = 0}^{M_k+1} b(t_{k,p'}) U^k(t_{k,p'}) \mathcal{I}_{t,M_n} \tilde{\omega}^L_{k,p'}(t) = \sum_{p' = 0}^{M_k+1} b(t_{k,p'}) U^k(t_{k,p'}) \sum_{p = 0}^{M_n} \tilde{w}^{(k)}_{p',p} L_{n,p}(t)
$$

$$
= h_n \sum_{p' = 0}^{M_k+1} b(t_{k,p'}) U^k(t_{k,p'}) \left( \sum_{p = 1}^{M_n-1} \left( \frac{\tilde{w}^{(k)}_{p',p-1} - \tilde{w}^{(k)}_{p',p+1}}{4p - 2} \right) \right) L'_{n,M_n}(t)
$$

$$
+ \left( \frac{\tilde{w}^{(k)}_{p',M_n-1} - \tilde{w}^{(k)}_{p',M_n}}{4M_n - 2} \right) L'_{n,M_n}(t)
$$

Further, by using (2.22), (2.7) and a similar argument as before, we obtain that

$$
\int_{I_n} (t_n - \lambda)^{-\mu} \mathcal{I}_{t,M_n} \mathcal{I}_{\lambda,M_n+1}^{-\mu,0} \left( (t_n - t_{n-1})^{1-\mu} b(\sigma(\lambda,t)) U^n(\sigma(\lambda,t)) \right) d\lambda
$$

$$
= \sum_{p = 0}^{M_n} \sum_{p' = 0}^{M_n+1} d^n_{p,p'} L_{n,p}(t) \int_{I_n} (t_n - \lambda)^{-\mu} J^{-\mu,0}_{n,p'}(\lambda) d\lambda
$$

$$
= h^{1-\mu}_{n} \sum_{p = 0}^{M_n} d^n_{p,0} L_{n,p}(t)
$$

$$
= h^{2-\mu}_{n} \left( \sum_{p = 1}^{M_n-1} \left( \frac{d^n_{p-1,0} - d^n_{p+1,0}}{4p - 2} \right) L'_{n,p}(t) + \frac{d^n_{M_n-1,0}}{4M_n - 2} L'_{n,M_n}(t) \right)
$$

$$
+ \frac{d^n_{M_n,0}}{4M_n + 2} L'_{n,M_n+1}(t)
$$

$$
= h^{2-\mu}_{n} \sum_{p = 1}^{M_n+1} d^n_{p,0} L'_{n,p}(t).
$$
Applying (2.11), (2.15), (2.7) and (2.8) (with $M_n + 1$ instead of $M_n$) to (2.22), one can verify readily that
\[
a^n_p = \frac{2p + 1}{2} \sum_{j=0}^{M_n} a(t_{n,j}) U^n(t_{n,j}) L_{n,p}(t_{n,j}) \omega_{n,j},
\]
\[
\hat{a}^{(k)}_{p',p} = \frac{2p + 1}{2} \sum_{j=0}^{M_n} \hat{\omega}_{k,p'}(t_{n,j}) L_{n,p}(t_{n,j}) \omega_{n,j},
\]
\[
d^n_{p,0} = \frac{(1 - \mu) (2p + 1)}{2^{2-\mu}} \sum_{i=0}^{M_n} \sum_{j=0}^{M_n+1} (t_{n,i} - t_{n-1})^{1-\mu} b(\sigma(t_{n,j}, t_{n,i}))
\times U^n(\sigma(t_{n,j}, t_{n,i})) L_{n,p}(t_{n,i}) \omega_{n,i} \omega_{n,j}^{-\mu},
\]
\[
f^n_p = \frac{2p + 1}{2} \sum_{j=0}^{M_n} f(t_{n,j}) L_{n,p}(t_{n,j}) \omega_{n,j}.
\]

Next, by using (2.21)–(2.26), we deduce that
\[
\sum_{p=1}^{M_n+1} u^n_p L'_{n,p}(t) + h_n \sum_{p=1}^{M_n+1} \hat{a}^n_p L'_{n,p}(t) + h_n \sum_{p=1}^{M_n+1} \left( \sum_{k=1}^{n-1} \hat{b}^k_p \right) L'_{n,p}(t)
\]
\[
= \frac{h_n}{1 - \mu} \sum_{p=1}^{M_n+1} \hat{d}^n_{p,0} L'_{n,p}(t) = h_n \sum_{p=1}^{M_n+1} \hat{f}^n_p L'_{n,p}(t).
\]

According to the property of the standard Legendre polynomials, we know that \{L'_{n,p}(t)\}_{p \geq 1} are mutually orthogonal with respect to the weight $(t_n - t)(t - t_{n-1})$. Hence, we compare the expansion coefficients of (2.27) to obtain that
\[
u^n_p = h_n \hat{f}^n_p - h_n \hat{a}^n_p - h_n \sum_{k=1}^{n-1} \hat{b}^k_p - \frac{h_n}{1 - \mu} \hat{d}^n_{p,0}, \quad 1 \leq p \leq M_n + 1.
\]

Furthermore, due to $L_{n,p}(t_{n-1}) = (-1)^p$, $U^1(0) = u_0$ and $U^n(t_{n-1}) = U^{n-1}(t_{n-1})$ for $2 \leq n \leq N$, we get from the first formula of (2.22) that
\[
u^1_0 = u_0 - \sum_{p=1}^{M_n+1} (-1)^p u^1_p, \quad \nu^n_0 = U^{n-1}(t_{n-1}) - \sum_{p=1}^{M_n+1} (-1)^p \nu^n_p, \quad n \geq 2.
\]

The system (2.28) can be solved directly, based on matrix factorizations such as LU decomposition.

3. Some useful approximation results

In this section, we present some approximation results (mainly shown in Theorems 3.1–3.5), which will be useful for convergence analysis. Denote by $c$ a generic positive constant independent of $h_k$ and $M_k$.

3.1. The Jacobi and Legendre interpolation approximations for smooth functions. In this subsection, we focus on the interpolation approximations for smooth functions on the interval $I_n$. 
Theorem 3.1. For any $v \in H^m_{\chi_n,\beta}(I_n)$ with $\alpha, \beta > -1$ and integer $1 \leq m \leq M_n + 1$,\n
$$\|v - T_{\alpha,\beta} v\|_{L^2_{\chi_n,\beta}(I_n)} \leq c \sqrt{\frac{\Gamma(M_n + 2 - m)}{\Gamma(M_n + 2 + m)}} \|\partial_t^m v\|_{L^2_{\chi_n,\beta}(I_n)},$$

where $H^m_{\chi_n,\beta}(I_n)$ is the weighted Sobolev space with weight $\chi_n^{\alpha,\beta}(t) = (t_n - t)^\alpha(t - t_n - 1)^\beta$.

In particular, for any fixed $m$, we further get\n
$$\|v - T_{\alpha,\beta} v\|_{L^2_{\chi_n,\beta}(I_n)} \leq c(M_n + 1)^{-m} \|\partial_t^m v\|_{L^2_{\chi_n,\beta}(I_n)},$$

Proof. Let $\pi^{\alpha,\beta}_{M_n}$, $\alpha, \beta > -1$, be the standard Jacobi-Gauss interpolation operator with respect to the nodes $\{x_{n,j}^{\alpha,\beta}\}_{j=0}^{M_n}$ on the interval $(-1, 1)$. According to Theorem 3.41 and (3.261) of [17], for any function $u(x)$ satisfying $\partial_x^k u(x) \in L^2_{\chi_n,\beta+k}(-1, 1)$ with integers $0 \leq k \leq m$ and $1 \leq m \leq M_n + 1$, we get\n
$$\|\pi^{\alpha,\beta}_{M_n} u - u\|_{L^2_{\chi_n,\beta}(-1, 1)} \leq c \sqrt{\frac{\Gamma(M_n - m + 2)}{\Gamma(M_n + 1)}} (M_n + m)^{-(m+1)/2} \|\partial_x^m u\|_{L^2_{\chi_n,\beta+m}(-1, 1)},$$

$$\|\pi^{\alpha,\beta}_{M_n} u - u\|_{L^2_{\chi_n,\beta}(-1, 1)} \leq c \sqrt{\frac{\Gamma(M_n + 2 - m)}{\Gamma(M_n + 2 + m)}} \|\partial_x^m u\|_{L^2_{\chi_n,\beta+m}(-1, 1)}.$$

Next let $u(x) := v(t)_{t = \frac{h_n x + t_n - 1}{2}}$. Then we have\n
$$T^{\alpha,\beta}_{t, M_n} v(t_{n,j}) = v(t_{n,j}) = u(x_{n,j}^{\alpha,\beta}) = \pi^{\alpha,\beta}_{M_n} u(x_{n,j}^{\alpha,\beta}), \quad 0 \leq j \leq M_n.$$

Since $T^{\alpha,\beta}_{t, M_n} v(t)_{t = \frac{h_n x + t_n - 1}{2}}$ and $\pi^{\alpha,\beta}_{M_n} u(x)$ belong to $P_{M_n}(-1, 1)$ in the variable $x$, hence\n
$$T^{\alpha,\beta}_{t, M_n} v(t)_{t = \frac{h_n x + t_n - 1}{2}} = \pi^{\alpha,\beta}_{M_n} u(x).$$

The above with (3.3) gives\n
$$\|v - T_{\alpha,\beta} v\|_{L^2_{\chi_n,\beta}(I_n)}^2 \leq \left(\frac{h_n}{2}\right)^{\alpha+\beta+1} \int_{-1}^1 (u(x) - \pi^{\alpha,\beta}_{M_n} u(x))^2 (1 - x)^\alpha (1 + x)^\beta dx$$

$$\leq c \int_{-1}^1 (\partial_x^m u(x))^2 (1 - x)^{\alpha + m} (1 + x)^{\beta + m} dx$$

$$\leq c \Gamma(M_n + 2 - m) \Gamma(M_n + 2 + m) \int_{-1}^1 (\partial_t^m v(t))^2 (t_n - t)^{\alpha + m} (t - t_{n-1})^{\beta + m} dt.$$\n
This leads to (3.1). The result (3.2) can be derived easily from (3.1). \hfill \Box

By (3.2) and the triangle inequality, we further obtain the following result.
Corollary 3.1. For any \( v \in H^1_{\chi^\alpha, \beta}(I_n) \) with \( \alpha, \beta > -1 \),

\[
\|I_{t,M_n}^\alpha v\|_{L^2_{\chi^\alpha, \beta}(I_n)} \leq \|v\|_{L^2_{\chi^\alpha, \beta}(I_n)} + c(M_n + 1)^{-1}\|\partial_t v\|_{L^2_{\chi^\alpha, \beta, 1}(I_n)} \\
\leq \|v\|_{L^2_{\chi^\alpha, \beta}(I_n)} + c_h(M_n + 1)^{-1}\|\partial_t v\|_{L^2_{\chi^\alpha, \beta}(I_n)}.
\]  

(3.6)

As results of Theorem 3.1 and Corollary 3.1 with \( \alpha = \beta = 0 \), we have the following two corollaries.

Corollary 3.2 (see also [22]). For any \( v \in H^m(I_n) \) with any fixed integer \( 1 \leq m \leq M_n + 1 \),

\[
\|v - I_{t,M_n} v\|_{L^2(I_n)} \leq c(M_n + 1)^{-m}\|\partial_t^m v\|_{L^2_{\chi^m, \chi^m}(I_n)} \\
\leq c_h(M_n + 1)^{-m}\|\partial_t^m v\|_{L^2(I_n)},
\]  

(3.7)

where \( H^m(I_n) \) is the usual Sobolev space.

Corollary 3.3. For any \( v \in H^1(I_n) \),

\[
\|I_{t,M_n} v\|_{L^2(I_n)} \leq \|v\|_{L^2(I_n)} + c(M_n + 1)^{-1}\|\partial_t v\|_{L^2_{\chi^1, \chi^1}(I_n)} \\
\leq \|v\|_{L^2(I_n)} + c_h(M_n + 1)^{-1}\|\partial_t v\|_{L^2(I_n)}.
\]  

(3.8)

Moreover, one can verify readily that

Theorem 3.2. For any \( v \in H^m(I_n) \) with integer \( 1 \leq m \leq M_n + 2 \) and \( M_n \geq 0 \),

\[
\|v - I_{t,M_n+1}^L v\|_{L^2(I_n)} \leq c_h^n \sqrt{\frac{\Gamma(M_n + 3 - m)}{\Gamma(M_n + 3 + m)}} \|\partial_t^m v\|_{L^2_{\chi^m, \chi^m}(I_n)} \\
\]  

(3.9)

and

\[
\|(v - I_{t,M_n+1}^L v)'\|_{L^2(I_n)} \leq c(M_n + 1) \sqrt{\frac{\Gamma(M_n + 3 - m)}{\Gamma(M_n + 3 + m)}} \|\partial_t^m v\|_{L^2_{\chi^m, \chi^m}(I_n)}.
\]  

(3.10)

In particular, for any fixed \( m \), we further get

\[
\|v - I_{t,M_n+1}^L v\|_{L^2(I_n)} \leq c_h^n (M_n + 1)^{-m}\|\partial_t^m v\|_{L^2_{\chi^m, \chi^m}(I_n)} \\
\leq c_h^n (M_n + 1)^{-m}\|\partial_t^m v\|_{L^2(I_n)}
\]  

(3.11)

and

\[
\|(v - I_{t,M_n+1}^L v)'\|_{L^2(I_n)} \leq c(M_n + 1)^{1-m}\|\partial_t^m v\|_{L^2_{\chi^m, \chi^m}(I_n)} \\
\leq c_h^{m-1}(M_n + 1)^{1-m}\|\partial_t^m v\|_{L^2(I_n)}.
\]  

(3.12)

Proof. Let \( M_n \geq 0 \) and let \( \pi_{M_n+1}^L \) be the standard Legendre-Gauss-Lobatto interpolation operator with respect to the nodes \( \{x_{n,j}^L\}_{j=0}^{M_n+1} \) on the interval \([-1,1]\).
According to Theorem 3.44 and (3.261) of [17], we obtain that for any \( \partial^m_x u \in L^2_{\chi_{m-1,m-1}}(-1,1) \) with integer \( 1 \leq m \leq M_n + 2 \),

\[
\|u - \pi^L_{M_n+1} u\|_{L^2(-1,1)} \leq c \sqrt{\frac{\Gamma(M_n - m + 3)}{\Gamma(M_n + 2)}} \frac{(M_n + m + 1)^{(1-m)/2}}{(M_n + 1)} \|\partial^m_x u\|_{L^2_{\chi_{m-1,m-1}}(-1,1)}
\]

(3.13)

\[
\leq c \sqrt{\frac{\Gamma(M_n + 3 - m)}{\Gamma(M_n + 3 + m)}} \|\partial^m_x u\|_{L^2_{\chi_{m-1,m-1}}(-1,1)}
\]

and

(3.14)

\[
\|\partial_x (u - \pi^L_{M_n+1} u)\|_{L^2(-1,1)} \leq c(M_n + 1) \sqrt{\frac{\Gamma(M_n + 3 - m)}{\Gamma(M_n + 3 + m)}} \|\partial^m_x u\|_{L^2_{\chi_{m-1,m-1}}(-1,1)}.
\]

Next let \( u(x) = v(t) \big|_{t = \frac{h_n x + t_{n-1} + t_n}{2}} \). Then we have

\[
\mathcal{I}^L_{t,M_n+1} v(t^L_{n,j}) = v(t^L_{n,j}) = u(x^L_{n,j}) = \pi^L_{M_n+1} u(x^L_{n,j}), \quad 0 \leq j \leq M_n + 1.
\]

Since \( \mathcal{I}^L_{t,M_n+1} v(t) \big|_{t = \frac{h_n x + t_{n-1} + t_n}{2}} \) and \( \pi^L_{M_n+1} u(x) \) belong to \( \mathcal{P}_{M_n+1}(-1,1) \) in the variable \( x \), hence

(3.15)

\[
\mathcal{I}^L_{t,M_n+1} v(t) \big|_{t = \frac{h_n x + t_{n-1} + t_n}{2}} = \pi^L_{M_n+1} u(x).
\]

The above with (3.13) gives

\[
\|v - \mathcal{I}^L_{t,M_n+1} v\|^2_{L^2(I_n)} = \frac{h_n}{2} \int_{-1}^{1} (u(x) - \pi^L_{M_n+1} u(x))^2 \, dx
\]

(3.16)

\[
\leq c h_n \frac{\Gamma(M_n + 3 - m)}{\Gamma(M_n + 3 + m)} \int_{-1}^{1} (\partial^m_x u(x))^2 (1 - x^2)^{m-1} \, dx
\]

\[
\leq c h_n^2 \frac{\Gamma(M_n + 3 - m)}{\Gamma(M_n + 3 + m)} \int_{I_n} (\partial^m_t v(t))^2 (t_n - t)^{m-1} (t - t_n-1)^{m-1} \, dt.
\]

Similarly, by (3.14) we obtain

(3.17)

\[
\|\partial_t (v - \mathcal{I}^L_{t,M_n+1} v)\|^2_{L^2(I_n)} = \frac{2}{h_n} \int_{-1}^{1} (\partial_x u(x) - \partial_x \pi^L_{M_n+1} u(x))^2 \, dx
\]

\[
\leq c h_n^{-1} (M_n + 1)^2 \frac{\Gamma(M_n + 3 - m)}{\Gamma(M_n + 3 + m)} \int_{-1}^{1} (\partial^m_x u(x))^2 (1 - x^2)^{m-1} \, dx
\]

\[
\leq c (M_n + 1)^2 \frac{\Gamma(M_n + 3 - m)}{\Gamma(M_n + 3 + m)} \int_{I_n} (\partial^m_t v(t))^2 (t_n - t)^{m-1} (t - t_n-1)^{m-1} \, dt.
\]

This leads to the desired results (3.9) and (3.10). Finally, using (3.9) and (3.10) yields (3.11) and (3.12). \( \square \)
Corollary 3.4. For any \( v \in H^1(I_n) \) and \( M_n \geq 0 \),
\[
(3.18) \quad \| \partial_s \mathcal{I}_{I_n}^L v \|_{L^2(I_n)} \leq c \| \partial_t v \|_{L^2(I_n)}.
\]

3.2. The Jacobi and Legendre interpolation approximations for singular functions. In this subsection, we focus on the interpolation approximations for the \( t^\nu \)-type singular functions on the interval \( I \). To this end, we first consider the interpolation approximations for the \((1+x)^\nu\)-type singular functions on the interval \((-1,1)\).

3.2.1. The \((1+x)^\nu\)-type singularity on the interval \((-1,1)\). Let \( \nu \) be a noninteger and denote \( u_\nu(x) = (1+x)^\nu \).

(i) The Jacobi-Gauss interpolation approximation. Assume that the Jacobi expansion of \( u_\nu(x) \) is
\[
u > -1, \quad \alpha > -1.
\]

The following lemma gives the expression for the coefficients of the Jacobi expansion.

Lemma 3.1. If \( \nu > -1 \) is a noninteger and \( \alpha > -1 \), then
\[
a_0 = \frac{2\nu\Gamma(\alpha + 2)}{\Gamma(\nu + 1)},
\]
\[
a_n = \frac{2\nu(2n + \alpha + 1)}{n!\Gamma(n + \nu + \alpha + 2)} \times \nu(\nu - 1)(\nu - 2) \cdots (\nu - n + 1), \quad n \geq 1.
\]

Proof. According to (2.4), we have
\[
a_n = \frac{2n + \alpha + 1}{2^{\alpha+1}n!} \int_{-1}^{1} u_\nu(x) J_n^{\alpha,0}(x)(1-x)^\alpha dx.
\]

By the definition of Jacobi polynomial, we know
\[
(1-x)^\alpha J_n^{\alpha,0}(x) = \frac{(-1)^n}{2^n n!} \frac{d^n}{dx^n} \left( (1-x)^n(1+x)^n \right),
\]
and hence
\[
a_n = \frac{(-1)^n(2n + \alpha + 1)}{2^{n+\alpha+1}n!} \int_{-1}^{1} (1+x)^\nu \frac{d^n}{dx^n} \left( (1-x)^n(1+x)^n \right) dx.
\]

This, along with (2.4), leads to the expression of \( a_0 \). Next, owing to
\[
\lim_{x \to \pm 1} (1+x)^{\nu-k+1} \frac{d^{n-k}}{dx^{n-k}} \left( (1-x)^n(1+x)^n \right) = 0, \quad \forall \nu > -1, \quad 1 \leq k \leq n,
\]
we use (3.21), (2.4) and integration by parts to obtain
\[
a_n = \frac{(2n + \alpha + 1)}{2^{n+\alpha+1}n!} \nu(\nu - 1) \cdots (\nu - n + 1) \int_{-1}^{1} (1-x)^n(1+x)^\nu dx
\]
\[
= \frac{2\nu(2n + \alpha + 1)}{n!\Gamma(n + \nu + \alpha + 2)} \times \nu(\nu - 1)(\nu - 2) \cdots (\nu - n + 1), \quad \forall n \geq 1.
\]

This ends the proof. \( \square \)

By using the Stirling’s formula we can easily prove the following lemma (cf. [7]).
Lemma 3.2. For $n \to \infty$,

$$\frac{\Gamma(n+\gamma)}{\Gamma(n+\delta)} = \frac{1}{n^{\delta-\gamma}} \left(1 + O\left(\frac{1}{n}\right)\right),$$

where $O\left(\frac{1}{n}\right)$ depends on $\gamma$ and $\delta$.

The following lemma is concerned with the asymptotic behaviour of the coefficients obtained in (3.19).

Lemma 3.3. Let $a_n$ be the coefficients of the Jacobi expansion of $(1+x)^{\nu}$ and let $\nu > -1$ be a noninteger. Then for $n \to \infty$,

$$a_n = (-1)^{n-1} \frac{C_0(\nu)}{n^{2\nu+1}} \left(1 + O\left(\frac{1}{n}\right)\right),$$

with

$$C_0(\nu) = \frac{2^{\nu+1} \sin(\pi \nu)}{\pi} \Gamma^2(\nu + 1).$$

Proof. Clearly, by Euler’s reflection formula $\Gamma(1-z)\Gamma(z) = \frac{\pi}{\sin(\pi z)}$, we deduce

$$\nu(\nu-1)(\nu-2) \cdots (\nu-n+1) = (-1)^n \frac{\Gamma(n-\nu)}{\Gamma(-\nu)} = (-1)^{n-1} \frac{\sin(\pi \nu)}{\pi} \Gamma(n-\nu)\Gamma(\nu+1).$$

Hence, we can rewrite (3.19) as

$$a_n = (-1)^{n-1} C_0(\nu) \left( n + \frac{\alpha + 1}{2} \right) \frac{\Gamma(n-\nu)\Gamma(n+\alpha+1)}{\Gamma(n+1)\Gamma(n+\nu+\alpha+2)}, \quad n \geq 1.$$

This, along with Lemma 3.2, leads to the desired result. \qed

Remark 3.1. Gui and Babuška [7] considered the Legendre expansion of $u_\nu(x)$, and derived some results similar to Lemmas 3.1 and 3.3.

To establish the result of the Jacobi-Gauss interpolation approximation for the singular function $u_\nu(x)$, we first need to consider the Jacobi orthogonal projection. For any $\alpha > -1$ and integer $M \geq 0$, the Jacobi orthogonal projection $P^\alpha_0 : L^2_{\chi,0}(-1,1) \to P_M(-1,1)$ is defined by

$$\int_{-1}^{1} (P^\alpha_0 v(x) - v(x))\phi(x)(1-x)^{\alpha} dx = 0, \quad \forall \phi \in P_M(-1,1).$$

Clearly,

$$P^\alpha_0 u_\nu(x) = \sum_{n=0}^{M} a_n J_n^\alpha u_\nu(x).$$

Lemma 3.4. If $\nu > -\frac{1}{2}$ is a noninteger, $\alpha > -1$ and $M \geq 0$, then

$$\|u_\nu - P^\alpha_0 u_\nu\|_{L^2_{\chi,0}(-1,1)} \leq c(M+1)^{-2\nu-1}.$$

If, in addition, $\nu > 0$, then

$$\|(u_\nu - P^\alpha_0 u_\nu)'\|_{L^2_{\chi+1,1}(-1,1)} \leq c(M+1)^{-2\nu}.$$
Proof. According to (3.26) and (2.4), we have
\[
\left\| u_\nu - P_M^{\alpha,0} u_\nu \right\|^2_{L^2_{\chi,0}(-1,1)} = \left\| \sum_{n=M+1}^\infty a_n J_n^{\alpha,0} \right\|^2_{L^2_{\chi,0}(-1,1)} = \sum_{n=M+1}^\infty \frac{2^{\alpha+1} a_n^2}{2n + \alpha + 1}.
\]
This, together with (3.24), gives that for \( \nu > -\frac{1}{2} \),
\[
\left\| u_\nu - P_M^{\alpha,0} u_\nu \right\|^2_{L^2_{\chi,0}(-1,1)} = \sum_{n=M+1}^\infty \frac{2^{\alpha+1} C_0^2(\nu)}{(2n + \alpha + 1)n^{4\nu+2}} \left(1 + O\left(\frac{1}{n}\right)\right) \\
\leq c \sum_{n=M+1}^\infty \frac{1}{n^{4\nu+3}} = c \sum_{n=M+2}^\infty \frac{1}{n^{4\nu+3}} \\
\leq (M + 1)^{4\nu+3} + c \int_{M+1}^\infty x^{-4\nu-3} dx \\
\leq c(M + 1)^{-4\nu-2}.
\]
Similarly, by (3.26), (2.5) and (3.24) we obtain that for \( \nu > 0 \),
\[
\left\| (u_\nu - P_M^{\alpha,0} u_\nu)' \right\|^2_{L^2_{\chi,0}(-1,1)} = \sum_{n=M+1}^\infty \frac{1}{n^{4\nu+1}} \leq c(M + 1)^{-4\nu}.
\]
This leads to the desired result. \( \square \)

We now consider the Jacobi-Gauss interpolation for the singular function \( u_\nu(x) \).
As in the proof of Theorem 3.1, we denote by \( \pi_M^{\alpha,0} : C(-1,1) \to P_M(-1,1) \) the standard Jacobi-Gauss interpolation operator on the interval \((-1,1)\).

Lemma 3.5. If \( \nu > 0 \) is a noninteger and \( M \geq 0 \), then
\[
\left\| u_\nu - \pi_M^{\alpha,0} u_\nu \right\|_{L^2_{\chi,0}(-1,1)} \leq c(M + 1)^{-2\nu-1}, \quad \forall \alpha > -1.
\]
Proof. Clearly,
\[
\left\| u_\nu - \pi_M^{\alpha,0} u_\nu \right\|_{L^2_{\chi,0}(-1,1)} \leq \left\| u_\nu - P_M^{\alpha,0} u_\nu \right\|_{L^2_{\chi,0}(-1,1)} + \left\| \pi_M^{\alpha,0} (u_\nu - P_M^{\alpha,0} u_\nu) \right\|_{L^2_{\chi,0}(-1,1)}.
\]
Moreover, according to Lemma 3.8 of [17],
\[
\left\| \pi_M^{\alpha,0} v \right\|_{L^2_{\chi,0}(-1,1)} \leq c\|v\|_{L^2_{\chi,0}(-1,1)} + c(M + 1)^{-1}\|v'\|_{L^2_{\chi,0}(-1,1)}.
\]
The previous two inequalities, along with (3.27) and (3.28), yield
\[
\|u_\nu - \pi_M^\nu u_\nu\|_{L^2_{\chi^\nu,0}(-1,1)} \leq c\|u_\nu - P_M^\nu u_\nu\|_{L^2_{\chi^\nu,0}(-1,1)} + c(M+1)^{-1}\|(u_\nu - P_M^\nu u_\nu)'\|_{L^2_{\chi^{\nu+1},1}(-1,1)} \\
\leq c(M+1)^{-2\nu-1}.
\]
This leads to (3.32). \(\square\)

(ii). The Legendre-Gauss-Lobatto interpolation approximation. We now consider the Legendre-Gauss-Lobatto interpolation for the singular function \(u_\nu(x)\). As in the proof of Theorem 3.2 for any integer \(M \geq 0\), we denote by \(\pi^L_{M+1} : C[-1,1] \to \mathcal{P}_{M+1}[-1,1]\) the standard Legendre-Gauss-Lobatto interpolation operator on the interval \([-1,1]\).

**Lemma 3.6.** If \(\nu > 0\) is a noninteger and \(M \geq 0\), then
\[
\|u_\nu - \pi^L_{M+1} u_\nu\|_{L^2(-1,1)} \leq c(M+1)^{-2\nu-1}. \tag{3.33}
\]
If, in addition, \(\nu > \frac{1}{2}\), then
\[
\|(u_\nu - \pi^L_{M+1} u_\nu)'\|_{L^2(-1,1)} \leq c(M+1)^{-2\nu+1}. \tag{3.34}
\]

**Proof.** We first verify the result (3.33). Obviously,
\[
\|u_\nu - \pi^L_{M+1} u_\nu\|_{L^2(-1,1)} \leq \|u_\nu - P^0_{M+1} u_\nu\|_{L^2(-1,1)} + \|\pi^L_{M+1} (u_\nu - P^0_{M+1} u_\nu)\|_{L^2(-1,1)}. \tag{3.35}
\]
Owing to (3.317) of [17], we know that
\[
\|\pi^L_{M+1} (u_\nu - P^0_{M+1} u_\nu)\|_{L^2(-1,1)} \leq c(M+1)^{-1}\left(|u_\nu(1) - P^0_{M+1} u_\nu(1)| + |u_\nu(-1) - P^0_{M+1} u_\nu(-1)|\right) \\
+ c\|u_\nu - P^0_{M+1} u_\nu\|_{L^2(-1,1)} + c(M+1)^{-1}\|(u_\nu - P^0_{M+1} u_\nu)'\|_{L^2_{\chi^{\nu+1},1}(-1,1)}.
\]

Further, by (3.26) with \(\alpha = 0\), we get
\[
|u_\nu(1) - P^0_{M+1} u_\nu(1)| = \left| \sum_{n=M+2}^{\infty} a_n J^{0,0}_n(1) \right| = \left| \sum_{n=M+2}^{\infty} a_n \right|.
\]

This, along with (3.24), leads to
\[
|u_\nu(1) - P^0_{M+1} u_\nu(1)| \leq c \left( \sum_{n=M+2}^{\infty} \frac{1}{n^{2\nu+1}} \right) \leq c(M+1)^{-2\nu}, \quad \forall \nu > 0. \tag{3.37}
\]

Similarly,
\[
|u_\nu(-1) - P^0_{M+1} u_\nu(-1)| \leq c(M+1)^{-2\nu}, \quad \forall \nu > 0. \tag{3.38}
\]

Hence, by (3.35), (3.36), (3.27), (3.28), (3.37) and (3.38), we obtain the result (3.33).

It remains to estimate (3.32). To this end, we define the following operator:
\[
\Pi_{M+1} u(x) := \int_{-1}^{x} P^0_M u'(\xi) d\xi \in \mathcal{P}_{M+1}(-1,1).
\]
Then we have
\[
\|(u_\nu - \pi_{M+1}^L u_\nu)'\|_{L^2(-1,1)} \leq \|(u_\nu - \Pi_{M+1} u_\nu)'\|_{L^2(-1,1)} + \|\partial_x \pi_{M+1}^L (u_\nu - \Pi_{M+1} u_\nu)\|_{L^2(-1,1)}.
\]
Moreover, by (3.14) with \( m = 1 \) we know that for any \( v \in H^1(-1,1) \),
\[
\|\partial_x \pi_{M+1}^L v\|_{L^2(-1,1)} \leq c\|\partial_x v\|_{L^2(-1,1)}.
\]
The previous two inequalities imply that
\[
\|(u_\nu - \pi_{M+1}^L u_\nu)'\|_{L^2(-1,1)} \leq c\|(u_\nu - \Pi_{M+1} u_\nu)'\|_{L^2(-1,1)} = c\|u_\nu' - P_M^{0,0} u_\nu'\|_{L^2(-1,1)}.
\]
The above, together with (3.27), gives that for \( \nu \geq \frac{1}{2} \),
\[
\|(u_\nu - \pi_{M+1}^L u_\nu)'\|_{L^2(-1,1)} \leq c(M+1)^{-2\nu+1}.
\]
This leads to (3.34).

3.2.2. The \( t^\nu \)-type singularity on the interval \( I \). We next consider the \( t^\nu \)-type singularity on the interval \( I \).

**Theorem 3.3.** Let \( M_n = M \geq 0 \) and let \( I_n \) be a quasi-uniform mesh \( (h_n \approx h) \). Assume that \( v(t) = t^\nu \) with \( \nu > 0 \) being a noninteger. Then for \( M \geq \nu - 1 \),
\[
\|v - T_{I,n} t^\nu\|_{L^2_{\chi_{n,0}}(I_n)} \leq c h^{\nu + \frac{\nu+1}{2}} (M+1)^{-2\nu-1}, \quad \forall \alpha > -1,
\]
where the weight \( \chi_n^{\alpha,0}(t) = (t_n - t)^\alpha \) and \( T_{I,n} \) is the intervalwise Jacobi-Gauss interpolation operator defined in (2.10) for each subinterval.

**Proof.** Since \( v(t) \) has singularity at the endpoint \( t = 0 \) of the first element \( I_1 \), we shall first focus on the approximation error of \( T_{I,n} \) in \( I_1 \). For this purpose, let
\[
u(x) := v(t)\big|_{t = \frac{h_1(x+1)}{2}} = \left(\frac{h_1}{2}\right)^\nu u_\nu(x) \quad \text{with} \quad u_\nu(x) = (x+1)^\nu.
\]
Then by (3.3) we know
\[
T_{I,n} t^\nu(x)\big|_{t = \frac{h_1(x+1)}{2}} = \pi_{I,n}^\nu u(X) = \left(\frac{h_1}{2}\right)^\nu \pi_{I,n}^\nu u_\nu(x).
\]
This, together with (3.32), gives that for \( \nu > 0 \),
\[
\|v - T_{I,n} t^\nu\|_{L^2_{\chi_{n,0}}(I_1)} = \left(\frac{h_1}{2}\right)^\nu + \frac{\nu+1}{2} \|u_\nu - \pi_{I,n}^\nu u_\nu\|_{L^2_{\chi_{n,0}}(-1,1)} \leq c h^{\nu + \frac{\nu+1}{2}} (M+1)^{-2\nu-1},
\]
where \( \chi_{1}^{\alpha,0}(t) = (t_1 - t)^\alpha \) and \( \chi^{\alpha,0}(x) = (1 - x)^\alpha \).

We next deal with the approximation error of \( T_{I,n} \) in \( I_n \) with \( n > 1 \). Note that \( v(t) \) is analytic in the interval \([t_1, T]\), the regularity exponents \( m \) can be chosen
arbitrarily large. Thereby, we use (3.2) to deduce that for any fixed integer 1 ≤ m ≤ M + 1 and m ≥ ν,
\[
\|v - T^{n,0}_{t,M}v\|_{L^2(x_n^0\alpha(I_n))} \leq c h^m(M + 1)^{-m} \|\partial_t^m v\|_{L^2(x_n^0\alpha(I_n))} \\
= c h^m(M + 1)^{-m} |\nu(\nu - 1) \cdots (\nu - m + 1)| \left(\int_{I_n} t^{2\nu - 2m}(t_n - t)^\alpha dt\right)^{1/2} \\
\leq c h^\nu(M + 1)^{-m} |\nu(\nu - 1) \cdots (\nu - m + 1)| \left(\int_{I_n} (t_n - t)^\alpha dt\right)^{1/2} \\
\leq c h^{\nu + \frac{\alpha + 1}{2}}(M + 1)^{-m} |\nu(\nu - 1) \cdots (\nu - m + 1)|.
\]
(3.45)

If 2\nu ≤ M, we select an integer m satisfying 2\nu + 1 ≤ m ≤ M + 1. Then, by (3.45) we have
\[
\|v - T^{n,0}_{t,M}v\|_{L^2(x_n^0\alpha(I_n))} \leq c h^{\nu + \frac{\alpha + 1}{2}}(M + 1)^{-m} \leq c h^{\nu + \frac{\alpha + 1}{2}}(M + 1)^{-2\nu - 1}.
\]
If \nu - 1 ≤ M < 2\nu, we take m = M + 1 ≥ \nu. Since M is bounded, and hence the result (3.46) is still satisfied. This ends the proof. □

**Theorem 3.4.** Let \(M_n = M \geq 0\) and let \(I_h\) be a quasi-uniform mesh (\(h_n \approx h\)). Assume that \(v(t) = t^\nu\) with \(\nu > 0\) being a noninteger. Then for \(M > \nu - \frac{3}{2}\),
\[
\|v - I^{L}_{t,M+1}v\|_{L^2(I)} \leq c h^{\nu + \frac{1}{2}}(M + 1)^{-2\nu - 1}.
\]
(3.47)

If, in addition, \(\nu > \frac{1}{2}\), then
\[
\|(v - I^{L}_{t,M+1}v)'\|_{L^2(I)} \leq c h^{-\frac{1}{2}}(M + 1)^{-2\nu + 1}.
\]
(3.48)

Here, \(I^{L}_{t,M+1}\) is the intervalwise Legendre-Gauss-Lobatto interpolation operator defined in (2.17) for each subinterval.

**Proof.** We first focus on the approximation error of \(I^{L}_{t,M+1}v\) in \(I_1\). Let \(u(x)\) be the same as that in (3.42). Then by (3.15) we know
\[
I^{L}_{t,M+1}v(x) = \pi^L_{M+1}v(x) = \left(\frac{h_1}{2}\right)\int_{x_{\frac{1}{2}}}^{b_1(x_{\frac{1}{2}})} t^{\nu} u_\nu(x) dx.
\]
(3.49)

This, along with (3.33), gives that for \(\nu > 0\),
\[
\|v - I^{L}_{t,M+1}v\|_{L^2(I)} = \left(\frac{h_1}{2}\right)^{\nu + \frac{1}{2}} \|u_\nu - \pi^L_{M+1}u_\nu\|_{L^2(-1,1)} \leq c h^{\nu + \frac{1}{2}}(M + 1)^{-2\nu - 1}.
\]
(3.50)

Similarly, by (3.34) we get that for \(\nu > \frac{1}{2}\),
\[
\|(v - I^{L}_{t,M+1}v)'\|_{L^2(I)} = \left(\frac{h_1}{2}\right)^{-\nu - \frac{1}{2}} \|\partial_x(u_\nu - \pi^L_{M+1}u_\nu)\|_{L^2(-1,1)} \leq c h^{-\nu - \frac{1}{2}}(M + 1)^{-2\nu + 1}.
\]
(3.51)

We next deal with the approximation error of \(I^{L}_{t,M+1}v\) in \([t_1,T]\). Note that \(v(t)\) is analytic in the interval \([t_1,T]\), we use (3.11) to deduce that for any fixed integer
1 ≤ m ≤ M + 2 and m > ν + 1,

\[ \|v - I_{t,M+1}^L v\|_{L^2(t_1,T)}^2 \leq \varepsilon \left( M + 1 \right)^{-2m} \|\partial_t^m v\|_{L^2(t_1,T)}^2 \]

(3.52)

\[ = \chi^2 \left( M + 1 \right)^{-2m} \left( \nu (\nu - 1) \cdots (\nu - m + 1) \right)^2 \int_{t_1}^T t^{2\nu - 2m} \, dt \]

\[ \leq \chi^{2\nu + 1} \left( M + 1 \right)^{-2m} (m - \nu - 1)^{-1} \left( \nu (\nu - 1) \cdots (\nu - m + 1) \right)^2. \]

If 2\nu - 1 ≤ M, we select an integer m satisfying 2\nu + 1 ≤ m ≤ M + 2. Then, by (3.52) we have

\[ \|v - I_{t,M+1}^L v\|_{L^2(t_1,T)} \leq \chi^{\nu + 1/2} (M + 1)^{-m} \leq \chi^{\nu + 1/2} (M + 1)^{-2\nu - 1}. \]

(3.53)

If \nu - 3/2 < M < 2\nu - 1, we take m = M + 2 > \nu + 1/2. Since M is bounded, the result (3.53) is still satisfied. A combination of (3.50) and (3.53) leads to (3.47).

Analogously, we use (3.12) to deduce that for any fixed integer 1 ≤ m ≤ M + 2 and m > \nu + 1/2,

\[ \|v - I_{t,M+1}^L v\|_{L^2(t_1,T)} \leq \chi^{2m - 2} (M + 1)^{2 - 2m} \|\partial_t^m v\|_{L^2(t_1,T)}^2 \]

(3.54)

\[ \leq \chi^{2\nu - 2m} (M + 1)^{2 - 2m} (m - \nu - 1)^{-1} \left( \nu (\nu - 1) \cdots (\nu - m + 1) \right)^2. \]

If 2\nu - 2 ≤ M, we select an integer m satisfying 2\nu ≤ m ≤ M + 2. Then, by (3.54) we get

\[ \|v - I_{t,M+1}^L v\|_{L^2(t_1,T)} \leq \chi^{\nu + 1/2} (M + 1)^{-2\nu + 1}. \]

(3.55)

If \nu - 3/2 < M < 2\nu - 2, we take m = M + 2 > \nu + 1/2. Since M is bounded, hence the result (3.55) is still satisfied. Finally, by (3.51) and (3.55) we obtain the result (3.48).

\[ \Box \]

By using a similar argument as in Theorem 3.4 we obtain

**Theorem 3.5.** Let \( M_n = M \geq 0 \) and let \( I_h \) be a quasi-uniform mesh \((h_n \approx h)\). Assume that \( v(t) = t^\nu \) with \( \nu > 0 \) being a noninteger. Then for \( M > \nu - 1/2 \),

\[ \|v - I_{t,M} v\|_{L^2(I)} \leq \chi^{\nu + 1/2} (M + 1)^{-2\nu - 1}, \]

(3.56)

where \( I_{t,M} \) is the intervalwise Legendre-Gauss interpolation operator.

4. Error analysis

In this section, we shall analyze and characterize the \( hp \)-convergence of scheme (2.21). We first study the error bounds for smooth solutions on an arbitrary mesh. Then we consider the error bounds for singular solutions on a quasi-uniform mesh. Finally, we show the exponential convergence for singular solutions on a geometric mesh.

To this end, we introduce two lemmas. The first one is about the Poincaré inequality stated below.

**Lemma 4.1.** Let \( \alpha < 1 \) and \( \kappa \geq t_{n-1} \) be any given constants. For any \( u \in H^1\omega (0,t_{n-1}) \) and \( u(0) = 0 \) with \( \omega(t) = (\kappa - t)^{-\alpha} \), we have

\[ \int_0^{t_{n-1}} u^2(t)(\kappa - t)^{-\alpha} \, dt \leq \frac{4}{(1 - \alpha)^2} \int_0^{t_{n-1}} (u'(t))^2(\kappa - t)^{2-\alpha} \, dt. \]

(4.1)
Proof. Clearly,

\[ u^2(t)(\kappa - t)^{1-\alpha} = \int_0^t \partial_y \left( u^2(y)(\kappa - y)^{1-\alpha} \right) dy. \]

Hence, for \( t \in [0, t_{n-1}] \),

\[ u^2(t)(\kappa - t)^{1-\alpha} + (1 - \alpha) \int_0^t u^2(y)(\kappa - y)^{-\alpha} dy = 2 \int_0^t u(y)u'(y)(\kappa - y)^{1-\alpha} dy \]

\[ \leq 2 \left( \int_0^t u^2(y)(\kappa - y)^{-\alpha} dy \right)^{1/2} \left( \int_0^t (u'(y))^2(\kappa - y)^{2-\alpha} dy \right)^{1/2}, \]

which implies that for any \( \alpha < 1 \) and \( t \in [0, t_{n-1}] \),

\[ \int_0^t u^2(y)(\kappa - y)^{-\alpha} dy \leq \frac{4}{(1 - \alpha)^2} \int_0^t (u'(y))^2(\kappa - y)^{2-\alpha} dy. \]

Letting \( t \to t_{n-1} \) in the above inequality leads to the desired result. \( \square \)

The second one is about Gronwall's inequality given in [18].

Lemma 4.2. Assume that \( \{k_j\} \) and \( \{\rho_j\} \) \((j \geq 0)\) are given nonnegative sequences, and the sequence \( \{\varepsilon_n\} \) satisfies \( \varepsilon_0 \leq \rho_0 \) and

\[ \varepsilon_n \leq \rho_n + \sum_{j=0}^{n-1} q_j + \sum_{j=0}^{n-1} k_j \varepsilon_j, \quad n \geq 1, \]

with \( q_j \geq 0 \) \((j \geq 0)\). Then

\[ \varepsilon_n \leq \rho_n + \sum_{j=0}^{n-1} (q_j + k_j \rho_j) \exp(\sum_{j=0}^{n-1} k_j), \quad n \geq 1. \]

We now begin with the error analysis. For convenience, we denote

\[ e_k(t) := u^k(t) - U^k(t), \quad 1 \leq k \leq n. \]

Clearly,

\[ ||e_n(t)||_{L^2(I_n)}^2 \leq 2||\mathcal{I}_{t,M_n} \partial_t u^n - \partial_t U^n||_{L^2(I_n)}^2 + 2||\partial_t u^n - \mathcal{I}_{t,M_n} \partial_t u^n||_{L^2(I_n)}^2. \]

We next estimate the term \( ||\mathcal{I}_{t,M_n} \partial_t u^n - \partial_t U^n||_{L^2(I_n)}^2 \).

Lemma 4.3. The following inequality holds:

\[ ||\mathcal{I}_{t,M_n} \partial_t u^n - \partial_t U^n||_{L^2(I_n)}^2 \leq 3 \sum_{j=1}^{3} \|B_j\|_{L^2(I_n)}^2, \]

where

\[ B_1(t) = \mathcal{I}_{t,M_n} \left( a(t)(U^n(t) - u^n(t)) \right), \]

\[ B_2(t) = \sum_{k=1}^{n-1} \mathcal{I}_{t,M_n} \left( t - s \right)^{-\mu} \left( \mathcal{I}^L_{s,M_{k+1}}(b(s)U^k(s)) - b(s)u^k(s) \right) ds, \]

\[ B_3(t) = \mathcal{I}_{t,M_n} \left[ \left( \frac{t - s}{b_n} \right)^{-\mu} \int_{I_n} (t_n - \lambda)^{-\mu} \left( \mathcal{I}^{-\mu}_{\lambda,M_{n+1}}(b(\sigma(\lambda,t))U^n(\sigma(\lambda,t))) - b(\sigma(\lambda,t))u^n(\sigma(\lambda,t)) \right) d\lambda \right]. \]
Proof. By (2.3) we have

\[
\mathcal{I}_{t,M_i}(t) = R_0(t) \left( \frac{d}{dt} u^n(t) + a(t) u^n(t) + \sum_{k=1}^{n-1} \int_{I_k} (t-s)^{-\mu} b(s) u^k(s) ds \right) + \left( \frac{t-t_{n-1}}{h_n} \right)^{1-\mu} \int_{I_n} (t_n-\lambda)^{-\mu} b(\sigma(\lambda,t)) u^n(\sigma(\lambda,t)) d\lambda = \mathcal{I}_{t,M_i} f(t).
\]

By subtracting (2.21) from (4.6), we derive the desired result. \(\square\)

Lemma 4.4. For \(a(t) \in C[t_{n-1}, t_n] \) and \(u^n \in H^1(I_n)\), we have

\[
\|B_1\|_{L^2(I_n)}^2 \leq c\|e_n\|_{L^2(I_n)}^2 + c h_n^2 (M_n + 1)^{-2} \|e'_n\|_{L^2(I_n)}^2.
\]

Proof. By (2.15) and (3.8), we deduce that

\[
\|B_1\|_{L^2(I_n)}^2 = \int_{I_n} \left( \mathcal{I}_{t,M_i}(a(t)(U^n(t) - u^n(t))) \right)^2 dt \\
= h_n \left( \frac{1}{2} \sum_{j=0}^{M_n} a^2(t_{n,j})(U^n(t_{n,j}) - u^n(t_{n,j}))^2 \omega_{n,j} \right) \\
\leq c h_n \left( \sum_{j=0}^{M_n} (U^n(t_{n,j}) - u^n(t_{n,j}))^2 \omega_{n,j} \right) \\
\leq c \|\mathcal{I}_{t,M_i}(U^n - u^n)\|_{L^2(I_n)}^2 \leq c \|U^n - u^n\|_{L^2(I_n)}^2 + c h_n^2 (M_n + 1)^{-2} \|\partial_t(U^n - u^n)\|_{L^2(I_n)}^2.
\]

This ends the proof. \(\square\)

Lemma 4.5. Assume that \(b(t) \in C^1[t_{k-1}, t_k], 1 \leq k \leq n-1\), \(b(t) \in H^1(0, t_{n-1})\) and \(u \in H^1(0, t_{n-1})\). Then we have

\[
\|B_2\|_{L^2(I_n)}^2 \leq c h_n T^{3 - 2\mu} \sum_{k=1}^{n-1} \left( \|e_k\|_{H^1(I_k)}^2 \right).
\]

Proof. Let \(V(s)\) and \(W(s)\) be the global functions defined on \([0, t_{n-1}]\), such that

\[
V(s)_{s \in I_k} := \mathcal{I}_{s,M_k+1}(b(s)U^k(s)) - b(s)u^k(s), \quad W(s)_{s \in I_k} := \mathcal{I}_{s,M_k+1}(b(s)U^k(s)), \quad 1 \leq k \leq n-1.
\]

Clearly, \(W(s)\) is a piecewise polynomial. Since \(\mathcal{I}_{s,M_k+1}\) is the Legendre-Gauss-Lobatto interpolation operator, we can verify readily that \(W(s) \in C(0, t_{n-1})\). Hence, \(W(s) \in H^1(0, t_{n-1})\). Accordingly, we have \(V(s) \in H^1(0, t_{n-1})\) and \(V(0) = 0\). Next, by (2.15), the Cauchy-Schwarz inequality and the definition of \(B_2\), we
obtain that
\[(4.10)\]
\[\|B_2\|^2_{L^2(I_n)} = \left\| \mathcal{I}_{t,M_n} \sum_{k=1}^{n-1} \int_{I_k} (t-s)^{-\mu} \left( \mathcal{I}^L_{s,M_k+1}(b(s)U^k(s)) - b(s)u^k(s) \right) ds \right\|^2_{L^2(I_n)}
\]
\[= \left\| \mathcal{I}_{t,M_n} \int_0^{t_{n-1}} (t-s)^{-\mu} V(s) ds \right\|^2_{L^2(I_n)}
\]
\[= \frac{h_n}{2} \sum_{j=0}^{M_n} \omega_{n,j} \left( \int_0^{t_{n-1}} (t_{n,j} - s)^{-\mu} V(s) ds \right)^2
\]
\[\leq \frac{h_n}{2} \sum_{j=0}^{M_n} \omega_{n,j} \int_0^{t_{n-1}} (t_{n,j} - s)^{-\mu} V(s) ds \int_0^{t_{n-1}} (t_{n,j} - s)^{-\mu} V^2(s) ds
\]
\[\leq ch_n T^{1-\mu} \sum_{j=0}^{M_n} \omega_{n,j} \int_0^{t_{n-1}} (t_{n,j} - s)^{-\mu} V^2(s) ds.
\]
Due to (4.11) and the fact \(\sum_{j=0}^{M_n} \omega_{n,j} = 2\), we further get
\[(4.11)\]
\[\|B_2\|^2_{L^2(I_n)} \leq ch_n T^{1-\mu} \sum_{j=0}^{M_n} \omega_{n,j} \int_0^{t_{n-1}} (t_{n,j} - s)^{2-\mu} (V'(s))^2 ds
\]
\[\leq ch_n T^{3-2\mu} \int_0^{t_{n-1}} (V'(s))^2 ds.
\]
Hence,
\[(4.12)\]
\[\|B_2\|^2_{L^2(I_n)} \leq ch_n T^{3-2\mu} \sum_{k=1}^{n-1} \int_{I_k} \left| \partial_s \mathcal{I}^L_{s,M_k+1}(b(s)U^k(s)) - \partial_s \left( b(s)u^k(s) \right) \right|^2 ds
\]
\[\leq ch_n T^{3-2\mu} \sum_{k=1}^{n-1} \int_{I_k} \left| \partial_s \mathcal{I}^L_{s,M_k+1}(b(s)U^k(s) - b(s)u^k(s)) \right|^2 ds
\]
\[+ ch_n T^{3-2\mu} \sum_{k=1}^{n-1} \int_{I_k} \left| \partial_s \mathcal{I}^L_{s,M_k+1}(b(s)u^k(s)) - \partial_s \left( b(s)u^k(s) \right) \right|^2 ds.
\]
Applying (4.13) to (4.12), we derive that
\[(4.13)\]
\[\|B_2\|^2_{L^2(I_n)} \leq ch_n T^{3-2\mu} \sum_{k=1}^{n-1} \int_{I_k} \left| \partial_s \left( b(s)U^k(s) - b(s)u^k(s) \right) \right|^2 ds
\]
\[+ ch_n T^{3-2\mu} \sum_{k=1}^{n-1} \int_{I_k} \left| \partial_s \mathcal{I}^L_{s,M_k+1}(b(s)u^k(s)) - \partial_s \left( b(s)u^k(s) \right) \right|^2 ds
\]
\[\leq ch_n T^{3-2\mu} \sum_{k=1}^{n-1} \left( \|\epsilon_k\|^2_{H^1(I_k)} + \left\| \mathcal{I}^L_{s,M_k+1}(bu^k) - bu^k \right\|_{L^2(I_k)}^2 \right).
\]
This leads to the desired result.  \(\square\)
Lemma 4.6. Assume that \( b(t) \in C[t_{n-1}, t_n] \) and \( u^n \in H^1(I_n) \). Then the following inequality holds:

\[
(4.14) \quad \| B_3 \|^2_{L^2(I_n)} \leq c h_n^{2-2\mu} \| e_n \|^2_{L^2(I_n)} + c h_n^{2-2\mu} \| e'_n \|^2_{L^2(I_n)} \\
+ c h_n^{2-\mu} \sum_{j=0}^{M_n} \omega_{n,j} \int_{I_n} (t_n - \lambda)^{-\mu} \left| \left( I_{\lambda,M_n+1} - \mathcal{I} \right) \left( b(\sigma(\lambda, t_{n,j})) u^n(\sigma(\lambda, t_{n,j})) \right) \right|^2 d\lambda,
\]

where \( \mathcal{I} \) is the identity operator.

Proof. By (2.15) we have

\[
\| B_3 \|^2_{L^2(I_n)} = \frac{h_n}{2} \sum_{j=0}^{M_n} \omega_{n,j} \left| \left( t_{n,j} - t_{n-1} \right) \right|^{1-\mu} \\
\times \int_{I_n} (t_n - \lambda)^{-\mu} \left( I_{\lambda,M_n+1} - \mathcal{I} \right) \left( b(\sigma(\lambda, t_{n,j})) u^n(\sigma(\lambda, t_{n,j})) \right) \\
- b(\sigma(\lambda, t_{n,j})) u^n(\sigma(\lambda, t_{n,j})) \right) d\lambda \right|^2,
\]

where

\[
D_{1j} = \left| \int_{I_n} (t_n - \lambda)^{-\mu} \left( I_{\lambda,M_n+1} - \mathcal{I} \right) \left( b(\sigma(\lambda, t_{n,j})) u^n(\sigma(\lambda, t_{n,j})) \right) d\lambda \right|^2,
\]

\[
D_{2j} = \left| \int_{I_n} (t_n - \lambda)^{-\mu} \left( b(\sigma(\lambda, t_{n,j})) u^n(\sigma(\lambda, t_{n,j})) \right) d\lambda \right|^2.
\]

We next estimate the terms \( D_{1j} \) and \( D_{2j} \). Clearly, by (2.8) (using \( M_n+1 \) instead of \( M_n \)) and the Cauchy-Schwarz inequality, we have

\[
(4.15) \quad D_{1j} = \left| \left( \frac{h_n}{2} \right)^{1-\mu} \sum_{i=0}^{M_n+1} b(\sigma(t_{n,i}, t_{n,j})) \left( U^n(\sigma(t_{n,i}, t_{n,j})) \right) \right|^2 \\
\leq c h_n^{2-2\mu} \sum_{i=0}^{M_n+1} \left( U^n(\sigma(t_{n,i}, t_{n,j})) - u^n(\sigma(t_{n,i}, t_{n,j})) \right)^2 \omega_{n,i}^{-\mu} \\
\leq c h_n^{1-\mu} \sum_{i=0}^{M_n+1} \left( U^n(\sigma(t_{n,i}, t_{n,j})) - u^n(\sigma(t_{n,i}, t_{n,j})) \right)^2 \omega_{n,i}^{-\mu} \int_{I_n} \left| I_{\lambda,M_n+1} - \mathcal{I} \right| \left( U^n(\sigma(\lambda, t_{n,j})) - u^n(\sigma(\lambda, t_{n,j})) \right)^2 (t_n - \lambda)^{-\mu} d\lambda.
\]
The above with (3.6) gives that

\[
D_{1j} \leq ch_n^{1-\mu} \int_{I_n} \left| U^n(\sigma(\lambda, t_{n,j})) - u^n(\sigma(\lambda, t_{n,j})) \right|^2 (t_n - \lambda)^{-\mu} d\lambda \\
+ ch_n^{1-\mu} (M_n + 1)^{-2} \int_{I_n} \left| \partial_\lambda \left( U^n(\sigma(\lambda, t_{n,j})) - u^n(\sigma(\lambda, t_{n,j})) \right) \right|^2 (t_n - \lambda)^{1-\mu} (\lambda - t_{n-1}) d\lambda \\
\leq ch_n^{1-\mu} \int_{I_n} \left| U^n(\sigma(\lambda, t_{n,j})) - u^n(\sigma(\lambda, t_{n,j})) \right|^2 (t_n - \lambda)^{-\mu} d\lambda \\
+ ch_n^{1-\mu} (M_n + 1)^{-2} \int_{I_n} \left| \partial_\lambda \left( U^n(\sigma(\lambda, t_{n,j})) - u^n(\sigma(\lambda, t_{n,j})) \right) \right|^2 (t_n - \lambda)^{1-\mu} (\lambda - t_{n-1}) d\lambda \\
\leq ch_n^{1-\mu} \int_{I_n} \left| U^n(\sigma(\lambda, t_{n,j})) - u^n(\sigma(\lambda, t_{n,j})) \right|^2 (t_n - \lambda)^{-\mu} d\lambda \\
+ ch_n^{1-\mu} (M_n + 1)^{-2} \int_{I_n} \left| \partial_\lambda \left( U^n(\sigma(\lambda, t_{n,j})) - u^n(\sigma(\lambda, t_{n,j})) \right) \right|^2 (t_n - \lambda)^{1-\mu} (\lambda - t_{n-1}) d\lambda \\
\leq ch_n^{1-\mu} \int_{I_n} \left| U^n(\sigma(\lambda, t_{n,j})) - u^n(\sigma(\lambda, t_{n,j})) \right|^2 (t_n - \lambda)^{-\mu} d\lambda \\
+ ch_n^{1-\mu} (M_n + 1)^{-2} \int_{I_n} \left| \partial_\lambda \left( U^n(\sigma(\lambda, t_{n,j})) - u^n(\sigma(\lambda, t_{n,j})) \right) \right|^2 (t_n - \lambda)^{1-\mu} (\lambda - t_{n-1}) d\lambda.
\]

Owing to (4.17), we assert that

\[
\left( U^n(\sigma(\lambda, t_{n,j})) - u^n(\sigma(\lambda, t_{n,j})) \right) \bigg|_{\lambda=t_n} = U^n(t_{n,j}) - u^n(t_{n,j}).
\]

Hence, we use the Hardy inequality to obtain that

\[
D_{1j} \leq ch_n^{2-\mu} \int_{I_n} \left| \partial_\lambda \left( U^n(\sigma(\lambda, t_{n,j})) - u^n(\sigma(\lambda, t_{n,j})) \right) \right|^2 (t_n - \lambda)^{1-\mu} d\lambda \\
+ ch_n^{2-\mu} \left| U^n(t_{n,j}) - u^n(t_{n,j}) \right|^2 \\
+ ch_n^{2-\mu} (M_n + 1)^{-2} \int_{I_n} \left| \partial_\lambda \left( U^n(\sigma(\lambda, t_{n,j})) - u^n(\sigma(\lambda, t_{n,j})) \right) \right|^2 d\lambda \\
\leq ch_n^{2-\mu} \left| U^n(t_{n,j}) - u^n(t_{n,j}) \right|^2 \\
+ ch_n^{2-\mu} \int_{I_n} \left| \partial_\lambda \left( U^n(\sigma(\lambda, t_{n,j})) - u^n(\sigma(\lambda, t_{n,j})) \right) \right|^2 d\lambda.
\]
Finally, by (4.17), (2.15), (2.2) and (3.8) we get
\begin{equation}
\text{(4.18)}
\end{equation}

\begin{equation*}
\begin{aligned}
\sum_{j=0}^{M_n} \omega_{n,j} D_{1j} & \leq c h_n^{3-2\mu} \sum_{j=0}^{M_n} \omega_{n,j} \left| U^n(t_{n,j}) - u^n(t_{n,j}) \right|^2 \\
& + c h_n^{4-2\mu} \sum_{j=0}^{M_n} \omega_{n,j} \int_{I_n} \left| \partial_\lambda \left( U^n(\sigma(\lambda, t_{n,j})) - u^n(\sigma(\lambda, t_{n,j})) \right) \right|^2 d\lambda \\
& \leq c h_n^{2-2\mu} \int_{I_n} \left| I_{t,M_n} (U^n(t) - u^n(t)) \right|^2 dt \\
& + c h_n^{4-2\mu} \int_{I_n} \frac{t_{n,j} - t_{n-1}}{h_n} \int_{I_n} \left| \partial_\xi \left( U^n(\xi) - u^n(\xi) \right) \right|^2 d\xi \\
& \leq c h_n^{2-2\mu} \int_{I_n} (U^n(t) - u^n(t))^2 dt \\
& + c h_n^{4-2\mu}(M_n + 1)^{-2} \int_{I_n} \left( \partial_t (U^n(t) - u^n(t)) \right)^2 dt \\
& + c h_n^{4-2\mu} \int_{I_n} \left( \partial_t (U^n(t) - u^n(t)) \right)^2 dt \\
& \leq c h_n^{2-2\mu} \|e_n\|_{L^2(I_n)}^2 + c h_n^{4-2\mu} \|e_n'\|_{L^2(I_n)}^2.
\end{aligned}
\end{equation*}

It remains to estimate $D_{2j}$. By the Cauchy-Schwarz inequality, we deduce that
\begin{equation}
\text{(4.19)}
\end{equation}

\begin{equation*}
\begin{aligned}
D_{2j} & \leq c h_n^{1-\mu} \int_{I_n} (t_n - \lambda)^{-\mu} \left| (I_{-\mu,0}^{n+1} - I) \left( b(\sigma(\lambda, t_{n,j})) u^n(\sigma(\lambda, t_{n,j})) \right) \right|^2 d\lambda.
\end{aligned}
\end{equation*}

Thereby,
\begin{equation}
\text{(4.20)}
\end{equation}

\begin{equation*}
\begin{aligned}
\sum_{j=0}^{M_n} \omega_{n,j} D_{2j} & \leq c h_n^{2-\mu} \sum_{j=0}^{M_n} \omega_{n,j} \int_{I_n} (t_n - \lambda)^{-\mu} \left| (I_{-\mu,0}^{n+1} - I) \left( b(\sigma(\lambda, t_{n,j})) u^n(\sigma(\lambda, t_{n,j})) \right) \right|^2 d\lambda.
\end{aligned}
\end{equation*}

This, along with (4.18), leads to the desired result. \hfill \Box

### 4.1. Error bounds for smooth solutions on an arbitrary mesh.

**Theorem 4.1.** Assume $a(t) \in C(I)$, $b(t) \in H^1(I)$, $a(t)|_{t \in [t_{n-1}, t_n]} \in C^{m_n}([t_{n-1}, t_n])$, $f(t) \in C(I)$, $u \in H^1(I)$ and $u|_{t \in I_n} \in H^{m_n}(I_n)$ with $1 \leq n \leq N$ and integers $2 \leq m_n \leq M_n + 2$. Then for $h_n$ sufficiently small (cf. (4.27), we get

\begin{equation}
\|u^n - U^n\|_{H^1(I_n)}^2 \leq c h_n^{2m_n-2}(M_n + 1)^{2-2m_n} \|u\|_{H^{m_n}(I_n)}^2 \\
+ h_n \exp(c T^{4-2\mu}) \sum_{k=1}^{n-1} h_k^{2m_k-2}(M_k + 1)^{2-2m_k} \|u\|_{H^{m_k}(I_k)}^2.
\end{equation}
Proof. By (3.7) we get that for integer $2 \leq m_n \leq M_n + 2$,
\begin{equation}
\| \partial_t u^n - I_{t,M_n} \partial_t u^n \|_{L^2(I_n)}^2 \leq c h_n^{2m_n - 2}(M_n + 1)^{2 - 2m_n} \| \partial_t^{m_n} u^n \|_{L^2(I_n)}^2.
\end{equation}

Moreover, applying (3.12) to (4.9), we derive that for $b(t) \in C^m[k_{k-1}, t_k]$ and $1 \leq m_k \leq M_k + 2$,
\begin{equation}
\| B_2 \|_{L^2(I_n)}^2 \leq c h_n T^{3 - 2\mu} \sum_{k=1}^{n-1} \left( \| e_k \|_{H^1(I_k)}^2 + h_n^{2m_k - 2}(M_k + 1)^{2 - 2m_k} \| u_k \|_{H^{m_k}(I_k)}^2 \right).
\end{equation}

Further, by (3.12) and (2.2), we obtain that for $1 \leq m_n \leq M_n + 2$,
\begin{equation}
\int_{I_n} (t_n - \lambda)^{-\mu} \left| (I_{\lambda,M_n+1} - I)(b(\sigma(\lambda, t_{n,j}))u^n(\sigma(\lambda, t_{n,j}))) \right|^2 d\lambda \leq c (M_n + 1)^{-2m_n} \int_{I_n} (t_n - \lambda)^{m_n - \mu}(\lambda - t_{n-1})^{m_n} \times \left| \partial^{m_n}_\lambda \left( b(\sigma(\lambda, t_{n,j}))u^n(\sigma(\lambda, t_{n,j})) \right) \right|^2 d\lambda \leq c h_n^{2m_n - \mu}(M_n + 1)^{-2m_n} \int_{I_{n-1}^n} \left( \frac{t_{n,j} - t_{n-1}}{h_n} \right)^{2m_n - 1} \left| \partial^{m_n}_\xi \left( b(\xi)u^n(\xi) \right) \right|^2 d\xi \leq c h_n^{2m_n - \mu}(M_n + 1)^{-2m_n} \int_{I_{n-1}^n} \left| \partial^{m_n}_\xi \left( b(\xi)u^n(\xi) \right) \right|^2 d\xi.
\end{equation}

Therefore, by (4.24) and (4.25) we have
\begin{equation}
\| B_3 \|_{L^2(I_n)}^2 \leq c h_n^{2 - 2\mu} \| e_n \|_{L^2(I_n)}^2 + c h_n^{4 - 2\mu} \| e_n' \|_{L^2(I_n)}^2 + c h_n^{2 + 2m_n - 2\mu}(M_n + 1)^{-2m_n} \| u^n \|_{H^{m_n}(I_n)}^2.
\end{equation}

Thus, by (4.24), (4.26), (4.27), (4.28), (4.29), (4.31) and (4.32), we deduce that for $2 \leq m_k \leq M_k + 2$, we get
\begin{equation}
\| e_n' \|_{L^2(I_n)}^2 \leq c \| e_n \|_{L^2(I_n)}^2 + c h_n^{2}(M_n + 1)^{-2} \| e_n' \|_{L^2(I_n)}^2 + c h_n^{2m_n - 2}(M_n + 1)^{2 - 2m_n} \| \partial_t^{m_n} u^n \|_{L^2(I_n)}^2 \\
+ c h_n T^{3 - 2\mu} \sum_{k=1}^{n-1} \left( \| e_k \|_{H^1(I_k)}^2 + h_n^{2m_k - 2}(M_k + 1)^{2 - 2m_k} \| u_k \|_{H^{m_k}(I_k)}^2 \right) + c h_n^{2 - 2\mu} \| e_n \|_{L^2(I_n)}^2 + c h_n^{4 - 2\mu} \| e_n' \|_{L^2(I_n)}^2 + c h_n^{2 + 2m_n - 2\mu}(M_n + 1)^{-2m_n} \| u^n \|_{H^{m_n}(I_n)}^2.
\end{equation}

Assume that $h_n$ is sufficiently small such that
\begin{equation}
ch_n^2 + ch_n^{4 - 2\mu} \leq \eta < 1.
\end{equation}

Then we may rewrite (4.26) as
\begin{equation}
\| e_n' \|_{L^2(I_n)}^2 \leq c \| e_n \|_{L^2(I_n)}^2 + c h_n T^{3 - 2\mu} \sum_{k=1}^{n-1} \| e_k \|_{H^1(I_k)}^2 + Q_n.
\end{equation}
where
\[ Q_n = ch_n^{2m_n-2}(M_n + 1)^{2-2m_n} \| u_n \|_{H^{m_n}(I_n)}^2 \\
+ ch_n T^{3-2\mu} \sum_{k=1}^{n-1} h_k^{2m_k-2}(M_k + 1)^{2-2m_k} \| u_k \|_{H^{m_k}(I_k)}^2. \]

It is clear that
\[
\begin{cases}
  e_k^2(t_k) - e_k^2(t_{k-1}) = 2 \int_{I_k} e_k'(t)e_k(t) dt \leq \| e_k \|_{H^1(I_k)}^2, \\
e_k(t_{k-1}) = e_{k-1}(t_{k-1}), \quad e_1(t_0) = 0.
\end{cases}
\]

Summing up all these inequalities, we obtain
\[ e_{n-1}^2(t_{n-1}) \leq \sum_{k=1}^{n-1} \| e_k \|_{H^1(I_k)}^2. \] (4.29)

Therefore,
\[ \| e_n \|_{L^2(I_n)}^2 = \int_{I_n} \left( \int_{t_{n-1}}^t e_n'(s) ds + e_n(t_{n-1}) \right)^2 dt \leq 2h_n^2 \| e_n' \|_{L^2(I_n)}^2 + 2h_n e_n^2(t_{n-1}) \]
\[ = 2h_n^2 \| e_n' \|_{L^2(I_n)}^2 + 2h_n e_{n-1}^2(t_{n-1}) \leq 2h_n^2 \| e_n' \|_{L^2(I_n)}^2 + 2h_n \sum_{k=1}^{n-1} \| e_k \|_{H^1(I_k)}^2. \] (4.31)

This, along with (4.28) and (4.27), yields
\[ \| e_n \|_{H^1(I_n)}^2 \leq ch_n T^{3-2\mu} \sum_{k=1}^{n-1} \| e_k \|_{H^1(I_k)}^2 + Q_n. \] (4.32)

By taking \( \varepsilon_k = h_k^{-1} \| e_k \|_{H^1(I_k)}^2 \) in Lemma 4.2, we get
\[ \| e_n \|_{H^1(I_n)}^2 \leq \exp(cT^{4-2\mu}) \sum_{k=1}^{n-1} h_k^{2m_k-2}(M_k + 1)^{2-2m_k} \| u_k \|_{H^{m_k}(I_k)}^2. \] (4.33)

This leads to the desired result. \( \square \)

Let \( U(t) \) be the global numerical solution of (1.1), which is given by
\[ U(t) := U^n(t), \quad t \in I_n, \quad 1 \leq n \leq N. \]

Then, by Theorem 4.1 we further obtain

**Theorem 4.2.** Assume that \( \mu < 1 \), \( a(t) \in C(I), b(t) \in H^1(I), b(t)|_{t \in [t_{n-1}, t_n]} \in C^{m_n}[t_{n-1}, t_n], f(t) \in C(I), u \in H^1(I) \) and \( u|_{t \in I_n} \in H^{m_n}(I_n) \) with \( 1 \leq n \leq N \) and integers \( 2 \leq m_n \leq M_n + 2 \). Then for \( h_k \) sufficiently small (cf. (4.27)), the following inequality holds:
\[ \| u - U \|_{H^1(I)}^2 \leq \exp(cT^{4-2\mu}) \sum_{k=1}^{N} h_k^{2m_k-2}(M_k + 1)^{2-2m_k} \| u \|_{H^{m_k}(I_k)}^2. \] (4.34)
Remark 4.1. The estimate in Theorem 4.2 shows that the spectral collocation method converges either as the time-steps $h_k$ are decreased or as the degrees of the polynomials $M_k$ are increased. Moreover, we also observe that the $H^1$-estimate in Theorem 4.2 is optimal in both $h_k$ and $M_k$.

Remark 4.2. If the exact solution $u$ of (1.1) is analytic on $[0, T]$, then by (4.21) and the standard approximation theory for analytic functions, we have the error bound $\|u - U\|_{H^1(I)} \leq c \exp(-d(M + 1))$, with the degree $M = \min_{1 \leq k \leq N} M_k \geq 0$ and the constants $c, d > 0$.

Remark 4.3. We may also consider the nonlinear VIDE with the weakly singular kernel,

\begin{equation}
\begin{aligned}
&u'(t) = f(t, u(t)) + \int_0^t (t - s)^{-\mu} K(t, s, u(s))ds, \quad t \in (0, T], \\
u(0) = u_0,
\end{aligned}
\end{equation}

where $0 < \mu < 1$, and the functions $f(t, y)$ and $K(t, s, u)$ are continuous.

The Legendre-Jacobi spectral collocation scheme is to seek $U^n(t) \in P_{M_n+1}(I_n)$, such that

\begin{equation}
\begin{aligned}
&\frac{d}{dt} U^n(t) = I_{t,n}(f(t, U^n(t)) + \sum_{k=1}^{n-1} \int_{I_k} (t - s)^{-\mu} I_{s,n,M_k+1} K(t, s, U^k(s))ds \\
&+ \frac{t - t_{n-1}}{h_n} \left( \int_{I_{n-1}} (t_n - \lambda)^{-\mu} I_{\lambda,n,M_n+1} K(t, \sigma(\lambda, t), U^n(\sigma(\lambda, t)))d\lambda \right), \\
&U^n(t_{n-1}) = U^{n-1}(t_{n-1}), \quad U^1(t_0) = u_0.
\end{aligned}
\end{equation}

By using the analysis techniques developed here, we can derive almost the same convergence property as in Theorem 4.2 stated below:

Let $0 < \mu < 1$ and integers $2 \leq m_n \leq M_n + 2$. Assume that $f(t, y)$, $K(t, s, y(s))$ are continuous and satisfy the Lipschitz conditions:

\begin{align*}
|f(t, u_1) - f(t, u_2)| &\leq \gamma_f |u_1 - u_2|, \quad \gamma_f \geq 0, \\
|K(t, s, u_1) - K(t, s, u_2)| &\leq \gamma_K |u_1 - u_2|, \quad \gamma_K \geq 0.
\end{align*}

Then for $h_n$ sufficiently small, the following inequality holds:

\begin{equation}
\begin{aligned}
&\|u - U\|_{H^1(I)}^2 \lesssim \sum_{k=1}^{N} h_k^{2m_k-2}(M_k + 1)^{2-2m_k} \\
&\times \left( \|\partial_t^{m_k} u\|_{L^2(I_k)}^2 + \|\partial_t^{m_k} K(t, \cdot, u(\cdot))\|_{L^\infty(I; L^2(I_k))}^2 \right).
\end{aligned}
\end{equation}

4.2. Error bounds for singular solutions on a quasi-uniform mesh. In general, the solutions of (1.1) with $\mu \in (0, 1)$ will not be smooth at $t = 0^+$, even if one has smooth data. Hence we need to analyze the $hp$-version convergence of the Legendre-Jacobi spectral collocation method for nonsmooth solutions. We recall the following regularity results.

Lemma 4.7 (see [3]). Assume that $a, b, f \in C^m(I) \ (m \geq 1)$, and let $\mu \in (0, 1)$. Then:

1. The regularity of the solution $u$ of the equation (1.1) is described by

\begin{equation}
\begin{aligned}
&u \in C^1(I) \cap C^{m+1}(0, T], \\
&\text{with } |u''(t)| \leq ct^{-\mu} \text{ for } t \in (0, T].
\end{aligned}
\end{equation}
The solution $u$ can be written in the form
\begin{equation}
(4.35) \quad u(t) = \sum_{(j,k)_{\mu}} \gamma_{j,k}(\mu)t^{j+k(2-\mu)} + Y_{m+1}(t, \mu), \quad t \in I,
\end{equation}
where $(j,k)_{\mu} := \{(j,k) : j, k \in \mathbb{N}_0, j + k(2 - \mu) < m + 1\}$. Moreover, $Y_{m+1}(:, \mu) \in C^{m+1}(I)$, and the coefficients $\gamma_{j,k}(\mu)$ are dependent on $j, k$ and $\mu$.

The following theorem establishes the $hp$-version convergence of the Legendre-Jacobi spectral collocation method for singular solutions on a quasi-uniform mesh.

**Theorem 4.3.** Let $M_n = M$ and let $I_h$ be a quasi-uniform mesh ($h_n \approx h$). Assume that $\mu \in (0, 1)$, the functions $a, f \in C^m(I)$ and $b \in C^{m+1}(I)$. Then for $1 \leq m \leq M + 1$, $M > \frac{1}{2} - \mu$ and $h$ sufficiently small (cf. (4.46)),
\begin{equation}
(4.36) \quad \|u - U\|_{H^1(I)}^2 \leq \exp(cT^{4-2\mu}) \left(h^{3-2\mu}(M + 1)^{4\mu-6} + h^{2m}(M + 1)^{-2m}\right).
\end{equation}

**Proof.** It can be seen from (4.35) that the solution $u$ has $t^\nu$-type singularity near $t = 0$ for noninteger $\nu$. Note that the most singular term in (4.35) is $\gamma_{0,1}(\mu)t^{2-\mu}$, which governs the convergence rate. Hence, without loss of generality, we may assume that $u$ can be written as
\begin{equation}
(4.37) \quad u = C_\mu t^{2-\mu} + Y_{m+1}(t, \mu) =: u_1(t) + u_2(t),
\end{equation}
where $Y_{m+1} \in C^{m+1}(I)$ and $C_\mu$ is a constant depending on $\mu$. We will approximate the functions $u_1$ and $u_2$, respectively. By (4.36) we obtain
\begin{equation}
(4.38) \quad \|\partial_t u_2 - \mathcal{I}_{t,M}(\partial_t u_2)\|_{L^2(I_n)}^2 \leq ch^{2m}(M + 1)^{-2m}\|\partial_{t}^{m+1}u_2\|_{L^2(I_n)}.
\end{equation}
Combining (4.37) and (4.38) yields
\begin{equation}
(4.39) \quad \|\partial_t u - \mathcal{I}_{t,M}(\partial_t u)\|_{L^2(I)}^2 \leq ch^{3-2\mu}(M + 1)^{4\mu-6} + ch^{2m}(M + 1)^{-2m}\|\partial_{t}^{m+1}u_2\|_{L^2(I)}^2.
\end{equation}
Since the most singular term in $b(t)u(t)$ is still $u_1(t)$, we use (4.38) and (3.12) to get that for $b \in C^{m+1}(I)$, $0 \leq m \leq M + 1$ and $M > \frac{1}{2} - \mu$,
\begin{equation}
(4.40) \quad \sum_{k=1}^{n-1} \| (\mathcal{I}_{s,M+1}(bu) - bu) \|_{L^2(I_k)}^2 \leq 2 \sum_{k=1}^{n-1} \left( \| (\mathcal{I}_{s,M+1}(bu_1) - bu_1) \|_{L^2(I_k)}^2 + \| (\mathcal{I}_{s,M+1}(bu_2) - bu_2) \|_{L^2(I_k)}^2 \right) \\
\leq ch^{3-2\mu}(M + 1)^{4\mu-6} + ch^{2m}(M + 1)^{-2m}\|\partial_{t}^{m+1}(bu_2)\|_{L^2(I)}^2 \\
\leq ch^{3-2\mu}(M + 1)^{4\mu-6} + ch^{2m}(M + 1)^{-2m}\|u_2\|_{H^{m+1}(I)}^2.
\end{equation}

Applying (4.40) to (4.9), we derive that
\begin{equation}
(4.41) \quad \|B_2\|_{L^2(I_n)}^2 \leq chT^{3-2\mu} \sum_{k=1}^{n-1} \| \epsilon_k \|^2_{H^1(I_k)} + chT^{3-2\mu}(h^{3-2\mu}(M + 1)^{4\mu-6} + h^{2m}(M + 1)^{-2m}\|u_2\|_{H^{m+1}(I)}^2).
\end{equation}
Next, by (2.22) and an argument similar to Theorem 3.3 and (4.24), we deduce that
\[
\int_{I_n} (t_n - \lambda)^{-\mu} \left| (I_n^{-\mu,0}_{\lambda,M+1} - I) \left( b(\sigma(\lambda, t_{n,j})), u_1(\sigma(\lambda, t_{n,j})) \right) \right|^2 d\lambda \leq c h^{5-3\mu} (M+1)^{4\mu-10}.
\]
Further, by (4.24) we have that for \(0 \leq m \leq M+1\),
\[
\int_{I_n} (t_n - \lambda)^{-\mu} \left| (I_n^{-\mu,0}_{\lambda,M+1} - I) \left( b(\sigma(\lambda, t_{n,j})), u_2(\sigma(\lambda, t_{n,j})) \right) \right|^2 d\lambda \leq c h^{2m-\mu+2} (M+1)^{2m-2} \| \partial_t^{m+1}(bu_2) \|_{L^2(I_n)}^2.
\]
Therefore, by (4.14), (4.42) and (4.43) we get that for \(b \in C^{m+1}(I)\),
\[
\| B_3 \|_{L^2(I_n)}^2 \leq c h^{2-2\mu} \| e_n \|_{L^2(I_n)}^2 + c h^{4-2\mu} \| e'_n \|_{L^2(I_n)}^2 + c h^{2-\mu} \left( h^{5-3\mu} (M+1)^{4\mu-10} + h^{2m-\mu+2} (M+1)^{-2m-2} \| u_2 \|_{H^{m+1}(I_n)}^2 \right).
\]
Thus, by (4.41), (4.5), (4.7), (4.41) and (4.44), we deduce that
\[
\| e'_n \|_{L^2(I_n)}^2 \leq c \| e_n \|_{L^2(I_n)}^2 + c h^2 (M+1)^{-2} \| e'_n \|_{L^2(I_n)}^2 + 2 \| \partial_t u - \mathcal{I}_{t,M} \partial_t u \|_{L^2(I_n)}^2
\]
\[
+ c h T^{3-2\mu} \sum_{k=1}^{n-1} \| e_k \|_{H^1(I_k)}^2
\]
\[
+ c h T^{3-2\mu} (h^{3-2\mu}(M+1)^{4\mu-6} + h^{2m}(M+1)^{-2m} \| u_2 \|_{H^{m+1}(I)})
\]
\[
+ c h^{2-2\mu} \| e_n \|_{L^2(I_n)}^2 + c h^{2-2\mu} \| e'_n \|_{L^2(I_n)}^2
\]
\[
+ c h^{2-\mu} (h^{5-3\mu}(M+1)^{4\mu-10} + h^{2m-\mu+2}(M+1)^{-2m-2} \| u_2 \|_{H^{m+1}(I_n)}^2).
\]
Assume that \(h\) is sufficiently small such that
\[
ch^2 + ch^{4-2\mu} \leq \eta < 1.
\]
Then we may rewrite (4.45) as
\[
\| e'_n \|_{L^2(I_n)}^2 \leq c \| e_n \|_{L^2(I_n)}^2 + c h T^{3-2\mu} \sum_{k=1}^{n-1} \| e_k \|_{H^1(I_k)}^2 + Q_n,
\]
where
\[
Q_n = 2 \| \partial_t u - \mathcal{I}_{t,M} \partial_t u \|_{L^2(I_n)}^2
\]
\[
+ c h T^{3-2\mu} (h^{3-2\mu}(M+1)^{4\mu-6} + h^{2m}(M+1)^{-2m} \| u_2 \|_{H^{m+1}(I)})
\]
\[
+ c h^{2-\mu} (h^{5-3\mu}(M+1)^{4\mu-10} + h^{2m-\mu+2}(M+1)^{-2m-2} \| u_2 \|_{H^{m+1}(I_n)}^2).
\]
This, along with (4.30) and (4.46), yields
\[
\| e_n \|_{H^1(I_n)}^2 \leq c h T^{3-2\mu} \sum_{k=1}^{n-1} \| e_k \|_{H^1(I_k)}^2 + Q_n.
\]
By taking \(e_k = h^{-1} \| e_k \|_{H^1(I_k)}^2\) in Lemma 4.2 we get
\[
\| e_n \|_{H^1(I_n)}^2 \leq Q_n + h \exp(ch^{4-2\mu}) \sum_{j=1}^{n-1} Q_j.
\]
Thereby,
\[
(4.49) \quad \|u - U\|_{H^1(I)}^2 \leq \exp(cT^{4-2\mu}) \sum_{n=1}^{N} Q_n.
\]

Finally, by (4.39) and (4.49) we obtain
\[
(4.50) \quad \|u - U\|_{H^1(I)}^2 \leq \exp(cT^{4-2\mu}) \left( h^{3-2\mu}(M+1)^{4\mu-6} + h^{2m}(M+1)^{-2m} \right).
\]

This ends the proof. \qed

4.3. Exponential convergence for singular solutions on a geometric mesh.
In this subsection, we show that the \(hp\)-version of spectral collocation method with geometrically time partitions and linearly increasing polynomial degrees yields exponential rates of convergence.

We assume that \(\mu \in (0,1)\), the data \(a(t)\) and \(b(t)\) are analytic functions, and \(f(t)\) has the form
\[
(4.51) \quad f(t) = f_1(t) + t^\beta f_2(t), \quad \beta > 1, \quad \beta \notin \mathbb{N},
\]
where \(f_1\) and \(f_2\) are analytic functions. Recall that an analytic function \(g\) can be characterized by analyticity constants \(C_g, d_g > 0\) and the growth conditions (see [16] pp. 78-79 for details),
\[
|g^{(s)}(t)| \leq C_g d_g^s \Gamma(s + 1), \quad t \in [0, T], \quad s \geq 0.
\]

The following result describes the analyticity properties of the exact solution \(u\).

**Lemma 4.8** ([4] Theorem 4.1]). Assume that the data \(a(t)\), \(b(t)\) are analytic functions and \(f(t)\) has the form (4.51). Then there exist constants \(c, d > 0\) depending only on the analyticity constants of \(a, b, f_1\) and \(f_2\) such that the solution \(u\) of (1.1) satisfies
\[
|u^{(s)}(t)| \leq c d^s \Gamma(s + 1)t^{2-\mu-s}, \quad t \in (0, T], \quad s \in \mathbb{N}_0.
\]

**Definition 4.1.** A geometric partition \(T_{N,\rho} = \{I_n\}_{n=1}^{N}\) of \((0,T)\) with grading factor \(\rho \in (0,1)\) and \(N\) levels of refinement is given by
\[
t_0 = 0, \quad t_n = T\rho^{N-n}, \quad 1 \leq n \leq N.
\]

For \(2 \leq n \leq N\), the time steps \(h_n = t_n - t_{n-1}\) satisfy \(h_n = \lambda_0 t_{n-1}\) with \(\lambda_0 = \frac{1-\rho}{\rho}\).

**Definition 4.2.** Let \(T_{N,\rho}\) be a geometric mesh of \((0,T)\) as defined in Definition 4.1. An approximation degree vector \(M_{\rho}\) on \(T_{N,\rho}\) is called linear with slope \(\theta > 0\) if \(M_1 = 1, \ M_n = \max\{1, \lfloor \theta n \rfloor \}, \ 2 \leq n \leq N\), on the geometrically refined elements \(\{I_n\}_{n=1}^{N}\).

**Lemma 4.9.** Assume that the data \(a(t)\), \(b(t)\) are analytic functions and \(f(t)\) has the form (4.51). Let \(T_{N,\rho}\) be a geometric mesh with \(\{I_n\}_{n=1}^{N}\) denoting the geometric refinement of \((0,T)\). Then the solution \(u\) of (1.1) satisfies
\[
\|u\|_{W^{1,\infty}(I_1)}^2 \leq c,
\]
and for \(s \geq 0\),
\[
\|u\|_{W^{s+1,\infty}(I_n)} \leq c d^s \Gamma(2s + 1)\rho^{2(N-n+1)(1-\mu-s)}, \quad 2 \leq n \leq N,
\]
where the constants \(c, d > 0\) are independent of \(n, N\) and \(s\).
Proof. The assertions follow from Lemma 4.8, Definition 4.1 and the property of the Gamma function.

The following result establishes the exponential convergence rate of the spectral collocation method for the VIDE (1.1).

**Theorem 4.4.** Assume that \( \mu \in (0, 1) \), the data \( a(t), b(t) \) are analytic functions and \( f(t) \) has the form (4.51). Let \( T_{N, \rho} \) be a geometric mesh of \( (0, T) \). Then there exists a slope \( \theta_1 > 0 \) solely depending on \( \rho, \mu, \beta \) and the constants \( c \) and \( d \) in Lemma 4.9 such that for all linear polynomial degree vectors \( M \) with slope \( \theta \geq \theta_1 \), the spectral collocation approximation \( U \) of (1.1) obtained by (2.21) satisfies the error estimate

\[
\| u - U \|_{H^1(I)} \leq ce^{-b_0\sqrt{\text{DOF}}},
\]

where the constants \( c, b_0 > 0 \) are independent of the degrees of freedom \( \text{DOF} \).

**Proof.** The error bound (4.52) can be proved using similar techniques as in [4, 14, 15]. For convenience, we select \( \theta \geq \frac{1}{2} \) such that \( M_n = \lfloor \theta n \rfloor \geq 1 \) on the geometrically refined intervals \( \{I_n\}_{n=2}^N \). Since \( \beta > 1 \), we have \( f \in C^1(I) \), and hence the results of Lemma 4.7 with \( m = 1 \) hold. Without loss of generality, we may assume that \( u \) can be written as

\[
u = C_\mu t^{2-\mu} + Y_2(t, \mu) =: u_1(t) + u_2(t),
\]

where \( Y_2 \in C^2(I) \) and \( C_\mu \) is a constant depending on \( \mu \).

We first estimate the term \( \| \partial_t u - I_{\ell, M_n, \partial_t u} \|_{L^2(I_n)} \). By (3.41) with \( \alpha = 0 \) we obtain

\[
\| \partial_t u_1 - I_{\ell, M_1, \partial_t u_1} \|_{L^2(I_1)}^2 \leq ch_1^{3-2\mu}(M_1 + 1)^{4\mu-6}.
\]

Moreover, by (3.41) we know that

\[
\| \partial_t u_2 - I_{\ell, M_1, \partial_t u_2} \|_{L^2(I_1)}^2 \leq ch_1^2(M_1 + 1)^{-2}\| \partial_t^2 u_2 \|_{L^\infty(I_1)}^2 \leq ch_1^2(M_1 + 1)^{-2}\| \partial_t^2 u_2 \|_{L^\infty(I_1)}^2.
\]

Combining (4.53) and (4.54) yields

\[
\| \partial_t u - I_{\ell, M_1, \partial_t u} \|_{L^2(I_1)}^2 \leq ch_1^{3-2\mu}(M_1 + 1)^{4\mu-6} + ch_1^2(M_1 + 1)^{-2}\| \partial_t^2 u_2 \|_{L^\infty(I_1)}^2 \leq c(\rho^{3-2\mu}(N-1) + \rho^3(N-1)) \leq c\rho^{3-2\mu}(N-1).
\]

According to Lemma 4.8, the solution \( u \) is analytic away from \( t = 0 \). Thus, the regularity exponents \( m_n \) can be chosen arbitrarily large for \( 2 \leq n \leq N \). Therefore, on the subintervals \( I_n \) for \( 2 \leq n \leq N \), we use (3.41) with \( \alpha = \beta = 0 \), Lemma 4.9 and
the equality $h_n = \lambda_0 t_{n-1}$ with $t_{n-1} = T \rho^{N-n+1}$ to obtain that for $1 \leq m_n \leq M_n+1$, 

$$
\| \partial_t u - \mathcal{I}_{t,M_n} \partial_t u \|^2_{L^2(I_n)} \leq c h_n^{2m_n} \frac{\Gamma(M_n + 2 - m_n)}{\Gamma(M_n + 2 + m_n)} \| \partial_t^{m_n+1} u \|^2_{L^2(I_n)}
$$

\leq c h_n^{2m_n+1} \frac{\Gamma(M_n + 2 - m_n)}{\Gamma(M_n + 2 + m_n)} \| \partial_t^{m_n+1} u \|^2_{L^\infty(I_n)}

\leq c \left( \lambda_0 T \rho^{N-n+1} \right)^{2m_n+1} \frac{\Gamma(M_n + 2 - m_n)}{\Gamma(M_n + 2 + m_n)} d^{2m_n} \Gamma(2m_n + 1) \rho^{2(N-n+1)(1-\mu-m_n)}

\leq c \rho^{(3-2\mu)(N-n+1)} (\lambda_0 T)^{2m_n} \frac{\Gamma(M_n + 2 - m_n)}{\Gamma(M_n + 2 + m_n)} \Gamma(2m_n + 1).

Now setting $m_n = \varepsilon_n (M_n + 1)$ with $\varepsilon_n \in (0,1)$, with Stirling’s formula we get 

$$
\| \partial_t u - \mathcal{I}_{t,M_n} \partial_t u \|^2_{L^2(I_n)} \leq c \rho^{(3-2\mu)(N-n+1)} (M_n + 1)^\frac{1}{2} \left( \lambda_0 T d \right)^{2\varepsilon_n} \frac{(1-\varepsilon_n)^{1-\varepsilon_n}}{(1+\varepsilon_n)^{1+\varepsilon_n}} M_n + 1.
$$

Note that the function $g_{\lambda_0,T,d}(\varepsilon) = (\lambda_0 T d)^{2\varepsilon_n} \frac{(1-\varepsilon_n)^{1-\varepsilon_n}}{(1+\varepsilon_n)^{1+\varepsilon_n}}$ satisfies 

$$
0 < \inf_{0 < \varepsilon < 1} g_{\lambda_0,T,d}(\varepsilon) = g_{\lambda_0,T,d}(\varepsilon_{\text{min}}) < 1 \quad \text{with} \quad \varepsilon_{\text{min}} = \frac{1}{\sqrt{1 + \lambda_0^2 T^2 d^2}},
$$

and thus, setting $g_{\text{min}} = g_{\lambda_0,T,d}(\varepsilon_{\text{min}})$ and choosing $\varepsilon_n = \varepsilon_{\text{min}}$ for $2 \leq n \leq N$, we conclude that 

$$
\| \partial_t u - \mathcal{I}_{t,M_n} \partial_t u \|^2_{L^2(I_n)} \leq c \rho^{(3-2\mu)(N-n+1)} (M_n + 1)^\frac{1}{2} g_{\text{min}}^{M_n + 1}

\leq c \rho^{(3-2\mu)N} (\theta N)^\frac{1}{2} (\rho^{(3-2\mu)(1-n)} g_{\text{min}}^{\theta n}.
$$

Next, let 

$$
\theta_0 = \max \left\{ \left( \frac{3-2\mu}{\log(g_{\text{min}})} \right), \frac{1}{2} \right\}.
$$

Then, for $\theta \geq \theta_0$, we have $g_{\text{min}}^{\theta n} \leq \rho^{(3-2\mu)n}$, and hence, 

$$
(4.56)
\| \partial_t u - \mathcal{I}_{t,M_n} \partial_t u \|^2_{L^2(I_n)} \leq c \rho^{(3-2\mu)N} (\theta N)^\frac{1}{2} \rho^{3-2\mu} \leq c \rho^{(3-2\mu)N} (\theta N)^\frac{1}{2}, \quad 2 \leq n \leq N.
$$

Combining the estimates in (4.55) and (4.56) leads to 

$$
(4.57)
\| \partial_t u - \mathcal{I}_{t,M_n} \partial_t u \|^2_{L^2(I_n)} \leq c e^{-b_0 N}, \quad 1 \leq n \leq N,
$$

as $N \to \infty$, where we have absorbed the term $(\theta N)^\frac{1}{2}$ into the constants $c$ and $b_0$. 
We next estimate the term \( \|B_2\|_{L^2(I_n)} \). Since the most singular term in \( b(t)u(t) \) is still \( u_1(t) \), we use (3.51), (3.12) and a similar argument as in (4.55) to get that

\[
\| (I_{s,M_1+1}^L(bu) - bu) \|_{L^2(I_1)}^2 \\
\leq 2\| (I_{s,M_1+1}^L(bu_1) - bu_1) \|_{L^2(I_1)}^2 + 2\| (I_{s,M_1+1}^L(bu_2) - bu_2) \|_{L^2(I_1)}^2 \\
\leq ch_1^{3-2\mu}(M_1 + 1)^{4\mu-6} + ch_1^2(M_1 + 1)^{-2}\| \partial_t^2(bu_2) \|_{L^2(I_1)}^2 \\
\leq ch_1^{3-2\mu}(M_1 + 1)^{4\mu-6} + ch_1^2(M_1 + 1)^{-2}\| u_2 \|_{H^2(I_1)}^2 \\
\leq c\rho(3-2\mu)(N-1).
\]

Moreover, by (3.10) and an argument similar to (4.56), we obtain that for \( 2 \leq n \leq N \),

\[
\| (I_{s,M_0+1}^L(bu) - bu) \|_{L^2(I_1)}^2 \\
\leq ch_n^{2m_n}(M_n + 1)^2 \frac{\Gamma(M_n + 2 - m_n)}{\Gamma(M_n + 4 + m_n)} \| \partial_t^{m_n+1}(bu) \|_{L^2(I_1)}^2 \\
\leq ch_n^{2m_n} \frac{\Gamma(M_n + 2 - m_n)}{\Gamma(M_n + 2 + m_n)} \| u \|_{H^{m_n+1}(I_n)}^2 \\
\leq c\rho(3-2\mu)^N (\theta N)^{\frac{1}{2}}.
\]

Applying (4.58), (4.59) and (4.57) to (4.39), we derive that

\[
\|B_2\|_{L^2(I_n)}^2 \leq ch_n T^{3-2\mu} \sum_{k=1}^{n-1} \| e_k \|_{H^1(I_k)}^2 + ch_n e^{-b_0 N}.
\]

We now estimate the term \( \|B_3\|_{L^2(I_n)} \). By (4.42) we know

\[
\int_{I_1} (t_1 - \lambda)^{-\mu} \left( (I_{\lambda,M_1+1}^L) - I \right) \left( b(\sigma(\lambda,t_1,j))u_1(\sigma(\lambda,t_1,j)) \right)^2 d\lambda \\
\leq ch_1^{5-3\mu}(M_1 + 1)^{4\mu-10}.
\]

Further, by (4.24) we have

\[
\int_{I_1} (t_1 - \lambda)^{-\mu} \left( (I_{\lambda,M_1+1}^-)^L - I \right) \left( b(\sigma(\lambda,t_1,j))u_2(\sigma(\lambda,t_1,j)) \right)^2 d\lambda \\
\leq ch_1^{4-\mu}(M_1 + 1)^{-4}\| \partial_t^2(bu_2) \|_{L^2(I_1)}^2 \leq ch_1^{4-\mu}(M_1 + 1)^{-4}\| u_2 \|_{H^2(I_1)}^2.
\]
Hence,
\begin{align}
\int_{I_1} (t_1 - \lambda)^{-\mu} \left| (T^{-\mu,0}_{\lambda, M_1+1} - I) (b(\sigma(\lambda, t_1, j)) u(\sigma(\lambda, t_1, j))) \right|^2 d\lambda \\
\leq c^p (5-3\mu)(N-1) + c p(4-\mu)(N-1) \leq c e^{-b_0 N}.
\end{align}

Moreover, by (3.1) and similar arguments as for (4.24) and (4.57), we obtain that for $2 \leq n \leq N$ and $\theta \geq \theta_1 = \max \left\{ \frac{(5-3\mu) \log \rho}{\log(g_{\min})}, \frac{1}{2} \right\}$,
\begin{align}
\int_{I_n} (t_n - \lambda)^{-\mu} \left| (T^{-\mu,0}_{\lambda, M_n+1} - I) (b(\sigma(\lambda, t_n, j)) u(\sigma(\lambda, t_n, j))) \right|^2 d\lambda \\
\leq ch^{2m_n-\mu+2} \frac{\Gamma(M_n + 2 - m_n)}{\Gamma(M_n + 4 + m_n)} ||\partial_1^{m_n+1} (bu)||^2_{L^2(I_n)} \\
\leq ch^{2m_n-\mu+2} (M_n + 1)^{-2} \frac{\Gamma(M_n + 2 - m_n)}{\Gamma(M_n + 2 + m_n)} ||u||^2_{H^{m_n+1}(I_n)} \\
\leq c p(5-3\mu)N (\theta N)^{\frac{3}{2}} \leq c e^{-b_0 N}.
\end{align}

Therefore, by (4.44), (4.63) and (4.64) we get that for all $1 \leq n \leq N$,
\begin{align}
\| B_n \|^2_{L^2(I_n)} \leq c h^{2-2\mu} \| e_n \|^2_{L^2(I_n)} + ch^{4-2\mu} \| e'_n \|^2_{L^2(I_n)} + ce^{-b_0 N}.
\end{align}

Thus, by (4.4), (4.5), (4.7), (4.57), (4.60) and (4.65), we deduce that
\begin{align}
\| e'_n \|^2_{L^2(I_n)} \leq c \| e_n \|^2_{L^2(I_n)} + ch^{2} (M_n + 1)^{-2} \| e'_n \|^2_{L^2(I_n)} + ce^{-b_0 N}
\end{align}

\begin{align}
+ch^{4-2\mu} \sum_{k=1}^{n-1} ||e_k||^2_{H^1(I_k)} + ch^{2-2\mu} \| e_n \|^2_{L^2(I_n)} + ch^{4-2\mu} \| e'_n \|^2_{L^2(I_n)}.
\end{align}

Assume that $h_n$ is sufficiently small such that
\begin{align}
ch^{4-2\mu} \leq \eta < 1.
\end{align}

Then we may rewrite (4.66) as
\begin{align}
\| e'_n \|^2_{L^2(I_n)} \leq c \| e_n \|^2_{L^2(I_n)} + ch^{3-2\mu} \sum_{k=1}^{n-1} ||e_k||^2_{H^1(I_k)} + ce^{-b_0 N}.
\end{align}

This, along with (4.39) and (4.67), yields
\begin{align}
\| e_n \|^2_{H^1(I_n)} \leq ch^{3-2\mu} \sum_{k=1}^{n-1} ||e_k||^2_{H^1(I_k)} + ce^{-b_0 N}.
\end{align}

By taking $e_k = h_k^{-1} ||e_k||^2_{H^1(I_k)}$ in Lemma 4.2, we get
\begin{align}
\| e_n \|^2_{H^1(I_n)} \leq ce^{-b_0 N} + ch_n \exp(cT^{4-2\mu}) Ne^{-b_0 N} \leq ce^{-b_0 N},
\end{align}

where we have absorbed the terms $h_n \exp(cT^{4-2\mu}) N$ into the constants $c$ and $b_0$.

Thereby,
\begin{align}
\| u - U \|^2_{H^1(I)} \leq ce^{-b_0 N}.
\end{align}

Since DOF $\leq c N^2$ for $N$ sufficiently large, we obtain the desired result. □
5. Numerical results

In this section, we present some numerical results to illustrate the efficiency of the Legendre-Jacobi spectral collocation method. Consider the linear VIDEs (cf. [4]):

\[
\begin{aligned}
\frac{du}{dt}(t) + u(t) + \int_0^t (t-s)^{-\mu}e^su(s)ds &= f(t), \quad t \in (0,T], \\
u(0) &= 0.
\end{aligned}
\]  

(5.1)

We choose the right-hand side \( f \) such that the solution \( u \) of (5.1) is given by \( u(t) = t^2-\mu e^{-t} \).

5.1. Smooth solution. We start by considering the case \( \mu = -1 \) so that the solution \( u \) in (5.1) is analytic on \([0,T]\).

In Figure 5.1, we list the discrete \( H^1 \)-errors of the \( h \)-version of the Legendre-Jacobi spectral collocation method with \( T = 1 \). The uniform time partitions are refined by bisection of each time step at a fixed uniform mode \( M = 0, 1, 2, 3 \). In Table 5.1, we also list the convergence rates of the discrete \( H^1 \)-errors of the \( h \)-version, which are algebraic and in accordance with the \( h \)-version results as predicted by Theorem 4.2.

In Figure 5.2, we show the discrete \( H^1 \)-errors of the \( p \)-version of the Legendre-Jacobi spectral collocation method with \( T = 1 \). The mode \( M \) is increased for each fixed time-step \( h = 1, 1/2, 1/4, 1/8 \). The results show that exponential rates of convergence are achieved, which are in agreement with the comments in Remark 4.2.

<table>
<thead>
<tr>
<th>( h )</th>
<th>( M )</th>
<th>( H^1 )-errors</th>
<th>order</th>
<th>( h )</th>
<th>( M )</th>
<th>( H^1 )-errors</th>
<th>order</th>
<th>( h )</th>
<th>( M )</th>
<th>( H^1 )-errors</th>
<th>order</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/64</td>
<td>0</td>
<td>3.50 E-03</td>
<td>1.00</td>
<td>1/256</td>
<td>1.93 E-05</td>
<td>2.00</td>
<td>1/512</td>
<td>1.22 E-07</td>
<td>3.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1/128</td>
<td>1.75 E-03</td>
<td>1.00</td>
<td>4.82 E-06</td>
<td>2.00</td>
<td>512</td>
<td>1.52 E-08</td>
<td>3.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8.74 E-04</td>
<td>1.00</td>
<td>1.21 E-06</td>
<td>2.00</td>
<td>2</td>
<td>1.90 E-09</td>
<td>3.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.37 E-04</td>
<td>1.00</td>
<td>3.01 E-07</td>
<td>2.00</td>
<td>2</td>
<td>2.38 E-10</td>
<td>3.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2.18 E-04</td>
<td>1.00</td>
<td>7.53 E-08</td>
<td>2.00</td>
<td>2</td>
<td>2.97 E-11</td>
<td>3.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 5.1. \( h \)-version: \( \mu = -1 \). Figure 5.2. \( p \)-version: \( \mu = -1 \).
5.2. Nonsmooth solution. We next consider the case $\mu = 0.6$ so that the solution $u$ in (5.1) has a weak singularity at $t = 0$.

We first test the $h$-version of the Legendre-Jacobi spectral collocation method on the uniform partitions as adopted in Subsection 5.1. In Figure 5.3 we present the discrete $H^1$-errors of the $h$-version with $T = 1$ and the fixed uniform mode $M = 0, 1, 2, 3$. In Table 5.2 we also list the convergence rates of the discrete $H^1$-errors of the $h$-version. It can be observed that almost the same algebraic convergence rate of order 0.9 for the $H^1$-errors is achieved, which coincides well with the $h$-version results as predicted by Theorem 4.3.

In Figure 5.4 we show the discrete $H^1$-errors of the $p$-version of the Legendre-Jacobi spectral collocation method with $T = 1$. The mode $M$ is increased for each fixed time step $h = 1, 1/2, 1/4, 1/8$. In Table 5.3 we also list the convergence order of the discrete $H^1$-errors of the $p$-version. The order of convergence for the $H^1$-errors is about 1.8, which is twice as fast as the $h$-version results. This confirms the doubling convergence rates for the $p$-version in Theorem 4.3.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline
$M$ & $h$ & $H^1$-errors & order & $M$ & $H^1$-errors & order & $M$ & $H^1$-errors & order \\
\hline
21 & $1/256$ & 2.57 E-03 & 0.84 & 1 & 5.53 E-04 & 0.91 & 2 & 2.70 E-04 & 0.90 \\
22 & 0 & 1.43 E-03 & 0.85 & 2 & 2.96 E-04 & 0.90 & 2 & 1.45 E-04 & 0.90 \\
23 & $1/512$ & 7.87 E-04 & 0.86 & 1 & 1.58 E-04 & 0.90 & 2 & 7.75 E-05 & 0.90 \\
24 & 4.32 E-04 & 0.87 & 2 & 8.48 E-05 & 0.90 & 2 & 4.15 E-05 & 0.90 \\
25 & $1/1024$ & 2.19 E-04 & 0.88 & 2 & 4.49 E-05 & 0.90 & 2 & 2.10 E-05 & 0.90 \\
26 & 1.09 E-04 & 0.89 & 2 & 2.24 E-05 & 0.90 & 2 & 1.05 E-05 & 0.90 \\
27 & $1/2048$ & 5.53 E-05 & 0.90 & 2 & 1.12 E-05 & 0.90 & 2 & 5.27 E-06 & 0.90 \\
\hline
\end{tabular}
\caption{p-version: $\mu = 0.6$.}
\end{table}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline
$M$ & $h$ & $H^1$-errors & order & $h$ & $H^1$-errors & order \\
\hline
21 & $1/256$ & 1.21 E-03 & 1.77 & 2 & 3.21 E-04 & 1.78 \\
22 & 0 & 1.12 E-03 & 1.79 & 2 & 2.96 E-04 & 1.80 \\
23 & $1/512$ & 1.03 E-03 & 1.80 & 1/4 & 2.74 E-04 & 1.82 \\
24 & 9.56 E-04 & 1.82 & 2 & 2.55 E-04 & 1.83 \\
25 & 8.88 E-04 & 1.84 & 2 & 2.37 E-04 & 1.85 \\
\hline
\end{tabular}
\caption{h-version: $\mu = 0.6$.}
\end{table}
To resolve the singular behavior of the solution more efficiently, we shall make use of geometrically refined steps and linearly increasing degree vectors as described in Subsection 4.3.

In Figure 5.5, we plot the discrete $H^1(0,1)$-errors against the square root of the number of degrees of freedom, with $\mu = 0.6$, $\theta = 1.5$ and various values of $\rho$. It can be seen that the exponential convergence is achieved for each $\rho$. In Figure 5.6, we present the discrete $H^1(0,1)$-errors with $\rho = 0.1$ and various values of $\theta$. The near straight lines also indicate exponential convergence for each $\theta$. These experimental results agree well with the theory in Theorem 4.4.

6. CONCLUDING REMARKS

In this paper we introduced an $hp$-version Legendre-Jacobi spectral collocation method for Volterra integro-differential equations with smooth and weakly singular kernels. We derived a priori error estimates under the $H^1$-norm that are explicit with respect to the time steps and the approximation orders. These theoretical results were confirmed by some numerical examples. Furthermore, as shown in Theorem 4.4 and the numerical examples, for problems with start-up singularities, the $hp$-version Legendre-Jacobi spectral collocation method with geometric mesh refinement and linearly increasing polynomial degrees in the discretization can yield exponential rate of convergence.
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