THE TRIANGULAR SPECTRAL ELEMENT METHOD
FOR STOKES EIGENVALUES

WEIKUN SHAN AND HUIYUAN LI

Abstract. A triangular spectral element method is proposed for Stokes eigenvalues, which utilizes the generalized orthogonal Koornwinder polynomials as the local basis functions. The local polynomial projection, which serves as a Fortin interpolation on each triangular element, is defined by the truncated Koornwinder-Fourier series. A sharp estimate on the discrete inf-sup constant of the divergence for our triangular spectral element approximation scheme is then acquired via the stability analysis of the local projection operator. Further, the optimal error estimate of the $H^1$-orthogonal spectral element projection oriented to Stokes equations is obtained through the globally continuous piecewise polynomial assembled by the union of all local projections. In the sequel, the optimal convergence rate/error estimate theory is eventually established for our triangular spectral element method for both eigenvalue and source problems of the Stokes equations. Finally, numerical experiments are presented to illustrate our theories on both the discrete inf-sup constant of the divergence and the accuracy of the computational eigenvalues.

1. Introduction

There has been increasing interest in the study of the eigenvalue problem of the Stokes equation, owing to its various applications in fluid mechanics. Abundant literature are contributed to numerical investigations of Stokes eigenvalues by various low order finite element methods [1,20,29,31,38,39,44,59]. In contrast, little attention has been paid to the spectral and the spectral element methods to solve the eigenvalue problem of the Stokes equation, in spite of their popularity in seeking numerical solutions of the source problems (see [15,19,40,46,50] for example).

Spectral element methods were first introduced by Patera [46] for Chebyshev expansions, then generalized to the Legendre case by Maday and Patera [42]. Analogous to $p$- and $hp$-finite element methods, spectral element methods inherit the high accuracy and convergence rate of the traditional spectral methods, while preserving the flexibility of the low order finite element methods. Evidence shows that spectral element methods enjoy some essential priorities over the traditional spectral method and other low order methods for eigenvalue problems [14,56,60].

Two types of spectral element methods are commonly used in planar domains. The first type is the quadrilateral element, which is gradually matured both in
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computational practice and in numerical theory owing to its advantages of using tensorial basis functions and naturally diagonal mass matrices [19,32]. The second is the triangular element, which is proven to be more flexible for complex domains and for adaptivity. Although considerable progress has recently been made in the triangular spectral element method [32,45,47,51,52,55], some fundamental issues in numerical analysis remain to be resolved.

The purpose of this paper is to propose a triangular spectral element method and conduct a comprehensive and rigorous (a priori) error analysis for the following Stokes eigenvalue problems,

\[
\begin{align*}
-\Delta u + \nabla p &= \lambda u \quad \text{in } \Omega, \\
\text{div } u &= 0 \quad \text{in } \Omega, \\
u &= 0 \quad \text{on } \partial \Omega,
\end{align*}
\]

(1.1)

where \( \Omega \subset \mathbb{R}^2 \) denotes a bounded domain with Lipschitz boundary \( \partial \Omega \). Based on the variational formulation of (1.1) and the regular triangulations of \( \Omega \), a mixed triangular spectral element approximation scheme is established. To ensure the effectiveness of our approximation scheme, the velocity and the pressure are approximated by globally continuous piecewise polynomials of total degree \( \leq M \) and piecewise polynomials of total degree \( \leq M - 2 \), respectively. This yields the so-called \( P^M - P^{M-2} \) spectral element method [41], which can eliminate the spurious modes on the pressure and guarantee the well-posedness of our scheme [8]. Special kinds of orthogonal Koornwinder polynomials are then utilized in our \( P^M - P^{M-2} \) spectral element method as the local basis functions on each element such that the corresponding matrix eigenvalue problem can be fast assembled and then be efficiently evaluated by sparse eigensolvers.

For an optimal error estimate of the triangular spectral element method, two ingredients should be highlighted. One is the sharp estimate of the discrete inf-sup constant of divergence in the \( P^M - P^{M-2} \) approximation scheme, the other is the optimal error estimate of the orthogonal spectral element projections.

The discrete inf-sup constant of the divergence with respect to the approximation space \( V_\delta \times W_\delta \subseteq H^1_0(\Omega)^2 \times L^2_0(\Omega) \) is defined by

\[
\beta_\delta = \inf_{0 \neq q \in W_\delta} \sup_{0 \neq v \in V_\delta} \frac{-(\text{div } v, q)_\Omega}{\|v\|_{H^1_0(\Omega)^2} \|q\|_{L^2(\Omega)}},
\]

where \( \delta = \delta(M, h) \) is the discretisation parameter dependent on the polynomial degree \( M \) and the mesh size \( h \). The discrete inf-sup condition of the divergence is also referred to as the Ladyzhenskaya-Babuška-Brezzi condition or simply LBB condition [3,17,24,34]. It plays a key role in the discussion of the stability and convergence of the approximation solutions of the equations of hydrodynamics, since it reflects the reliability and effectivity of an approximation scheme. In particular, an optimal convergence analysis of the approximation scheme relies on the sharp estimate of the discrete inf-sup constant. However, one should recognize that the inf-sup condition is a severe requirement, and an analytical estimate on the inf-sup constant is usually out of reach even if the inf-sup condition is satisfied [22,40,50].

Based on the orthogonality structure of the tensorial Jacobi polynomial basis on a rectangle or a cuboid, [8] shows that the discrete inf-sup constant behaves asymptotically as \( M^{1/2} \) for the \( Q^M - Q^{M-2} \) spectral method in \( d = 2, 3 \) dimensions, thus the sharp estimate \( \beta_\delta \gtrsim M^{1/2} \) holds in the corresponding quadrilateral/hexahedral
spectral element method [19]. On the other hand, due to the lack of an orthogonality analysis for the $p$- and $hp$-version triangular finite element methods, researchers can only show a theoretical lower bound of $O(M^{-3})$ up to the present for the discrete inf-sup constant of the $P_M - P_{M-2}$ method [49], although numerical tests reveal that $\beta_\delta \gtrsim M^{-1}$ [22]. Now, our first task in numerical analysis is to obtain a sharp estimate on $\beta_\delta$ for the triangular spectral element method, which is compatible with and comparable to that for the quadrilateral spectral element method.

In the optimal error analysis of the spectral element approximation together with the $p$- or $hp$-finite element approximation, it is key to construct a globally continuous piecewise polynomial which satisfies the Dirichlet boundary conditions and has the optimal estimate for its approximation error. The construction of such a piecewise polynomial is usually started with a local projection for best approximation on each element [18, 26, 36, 48]. However, a union of all the local projections is not necessarily continuous across the common edge or vertex of two contiguous elements, and usually does not satisfy the Dirichlet boundary conditions. For the global continuity, we have to modify these local projections by resorting to an intricate technique called the polynomial extension or lifting (see [25] and the reference therein). Unfortunately, the above approach may fail for some special purposed applications such as the best approximation of functions with corner singularities and has the optimal estimate for the divergence free functions by piecewise polynomials in the kernel space $X_\delta = \{ v \in V_\delta : (\text{div} v, q)_\Omega = 0, \forall q \in W_\delta \}$. So we shall abandon the conventional process and develop a simple new approach in this paper for the optimal error estimate of the triangular spectral element approximations.

For our purposes, we start with the generalized Koornwinder polynomials $J_l^{-1, 1, -1}, l \in \mathbb{N}_0^2$ on an arbitrary triangular element $T$, which are proved to be mutually orthogonal to each other under a properly constructed inner product $\langle \cdot, \cdot \rangle_T$ in $H^2(T)$. The truncated Fourier series $\pi_{M, T}^{-1, 1, -1} u$ in the orthogonal Koornwinder polynomials $J_l^{-1, 1, -1}, l \in \mathbb{N}_0^2$, is then set up as the desired local projection in our numerical analysis. An orthogonality analysis reveals that $\pi_{M, T}^{-1, 1, -1}$ is actually a Fortin interpolation operator in $H^1_T$ whose norm is bounded above by $\sqrt{M}$. Following Fortin’s criterion together with the Boland-Nicoliades local-to-global argument, we derive a sharp estimate on the discrete inf-sup constant of the divergence.

Moreover, the truncated Fourier series $\pi_{M, T}^{-1, 1, -1} u$ is an orthogonal projection, hence acts as the best polynomial to $u$ under the norm induced by $\langle \cdot, \cdot \rangle_T$. Hopefully, the projection $\pi_{M, T}^{-1, 1, -1}$ interpolates functions at the vertices of $T$, and its boundary trace on each side $\Gamma_i$ of $T$ reduces to the one-dimensional symmetric projection $\pi_{M, \Gamma_i}^{-1, -1}, i = 1, 2, 3$. Thus, the local-to-global mapping can be simply defined as the union of all the local projections $\pi_{M, T}^{-1, 1, -1} u$ such that the resulting global projection is a naturally continuous piecewise polynomial which satisfies the Dirichlet boundary conditions and has the optimal error estimate. Utilizing the global projection as the intermediate piecewise polynomial, we further obtain the optimal error estimate of the $H^1$-orthogonal spectral element projection for Stokes equations.

Finally, the optimal error estimate of our triangular spectral element method for Stokes eigenvalues follows from the general theory in [41] and [5] on the mixed method for eigenvalue problems. We emphasize that our results are equally applicable to the source problems, since the numerical analysis of the mixed method for...
the Stokes eigenvalue problem lies on the convergence theory for the corresponding source problem.

It is worth mentioning that the orthogonal Koornwinder polynomial system on a triangle is not uniquely determined, while the orthogonal projection $\pi^{a_1,a_2,a_3}_{M,T}$ on the triangle $T$ is independent of a particular orthogonal polynomial basis in spite of its concrete representations in truncated Koornwinder-Fourier series. This fundamental theory in approximation ensures the rotational invariance of the local approximation are then established in Section 4 and Section 5, respectively. In Section 6 we provide the optimal error estimate on the triangular spectral element method for Stokes eigenvalues are proposed in Section 3. The main results on the discrete inf-sup constant of divergence and the triangular spectral element approximation are then established in Section 4 and Section 5, respectively. In Section 6 we provide the optimal error estimate on the triangular spectral element method for Stokes eigenvalues. Finally, in Section 7 we present some numerical results which are consistent with our theoretical analysis and we conclude with some remarks.

The remainder of the paper is organized as follows. In Section 2, we introduce notation and conventions, and present orthogonal polynomials on an interval and on a triangle. The triangular spectral element method and its fast implementation as on a tensorial rectangle. In return, it simplifies the numerical analysis of the Stokes eigenvalue problem lies on the convergence theory for the corresponding source problem.

2. Preliminaries

2.1. Notation and conventions. Let $\Omega \subset \mathbb{R}^d (d \geq 1)$ be a bounded domain and let $w$ be a generic weight function. Denote by $(u,v)_{w,\Omega} = \int_\Omega u(x)v(x)wdx$ and $\|\cdot\|_{w,\Omega}$ the inner product and the norm of $L^2_w(\Omega)$, respectively. In addition, we denote by $L^2_0(\Omega) = \{u \in L^2(\Omega) : (u,1)_{1,\Omega} = 0\}$ the subspace of $L^2$-functions with zero mean on $\Omega$. Further, we use $H^s_w(\Omega)$ and $H_0^s,w(\Omega)$ to denote the usual weighted Sobolev spaces, whose norms and seminorms are denoted by $\|\cdot\|_{s,w,\Omega}$ and $|\cdot|_{s,w,\Omega}$, respectively. In cases where no confusion could arise, $w$ (if $w \equiv 1$) and $\Omega$ may be dropped from the notation.

Let $\mathbb{N}$, $\mathbb{N}_0$ and $\mathbb{Z}^-$ be the sets of the positive integers, nonnegative integers and the negative integers, respectively. For any $k \in \mathbb{N}_0$, we denote by $\mathbb{P}_k(\Omega)$ the space of polynomials of total degree $\leq k$ on $\Omega$.

Denote by $c$ or $C$ a generic positive constant independent of any functions and of any discretization parameters. We use the expression $A \lesssim B$ (resp. $A \gtrsim B$) to mean that $A \leq cB$ (resp. $A \geq cB$), and $A \asymp B$ to mean $A \lesssim B \lesssim A$.

Let $\hat{T} = \{(\hat{x}, \hat{y}) : 0 < \hat{x}, \hat{y}; \hat{x} + \hat{y} < 1\}$ be the reference triangle. We shall abbreviate the differential operators $\frac{\partial}{\partial x}$ and $\frac{\partial}{\partial y}$ to $\partial_x$ and $\partial_y$, respectively. Moreover, we let $\partial_z = \partial_y - \partial_x$. Denote by $I$ the identity operator.

2.2. Generalized Jacobi polynomials. Let $I = (-1,1)$. The hypergeometric representation for the classic Jacobi polynomials $J_n^{\alpha_1,\alpha_2}(\zeta)$, $\zeta \in I, n \in \mathbb{N}_0$, with $\alpha_1, \alpha_2 > -1$, is

$$J_n^{\alpha_1,\alpha_2}(\zeta) = \binom{n + \alpha_1}{n} {}_2F_1(-n, n + \alpha_1 + \alpha_2 + 1; \alpha_1 + 1; 1 - \zeta),$$

$$-n - \alpha_1 - \alpha_2 \notin \{1, 2, \ldots, n\}.$$
furnishes the extension of $J_n^{\alpha_1,\alpha_2}(\zeta)$ to arbitrary $\alpha_1$ and $\alpha_2$ [27]. The restriction $-n-\alpha_1-\alpha_2 \not\in \{1,2,\ldots,n\}$ is enforced such that the generalized Jacobi polynomial $J_n^{\alpha_1,\alpha_2}(\zeta)$ is exactly of degree $n$, since a degree reduction occurs in (2.1) if and only if $-n-\alpha_1-\alpha_2 \in \{1,2,\ldots,n\}$ [28,54].

Denote by $\chi(x)$ a “characteristic” function for negative integers such that $\chi(x) = -x$ if $x \in \mathbb{Z}^-$ and $\chi(x) = 0$ otherwise. The generalized Jacobi polynomials $J_n^{\alpha_1,\alpha_2}(\zeta)$, $n \geq \chi(\alpha_1)+\chi(\alpha_2)$, defined by (2.1) with $\alpha_1 \in \mathbb{Z}^-$ and/or $\alpha_2 \in \mathbb{Z}^-$ are as defined in [36], and also coincide, up to generic constants, with those defined in [27].

For $\alpha_1,\alpha_2 \in \mathbb{Z}^- \cup (-1,\infty)$, the generalized Jacobi polynomials $J_n^{\alpha_1,\alpha_2}$, $n \geq \chi(\alpha_1)+\chi(\alpha_2)$, are mutually orthogonal with respect to the weight function $w^{\alpha_1,\alpha_2} := u^{\alpha_1,\alpha_2}(\zeta) = (1-\zeta)^{\alpha_1}(1+\zeta)^{\alpha_2}$ on $I$ [27,36], i.e.,

$$\langle J_m^{\alpha_1,\alpha_2}, J_n^{\alpha_1,\alpha_2} \rangle_{w^{\alpha_1,\alpha_2}} = \frac{2^{\alpha_1+\alpha_2+1}}{2n+\alpha_1+\alpha_2+1} \frac{\Gamma(n+\alpha_1+1)\Gamma(n+\alpha_2+1)}{\Gamma(n+1)\Gamma(n+\alpha_1+\alpha_2+1)} \delta_{m,n},$$

where $\delta_{m,n}$ is the Kronecker delta. Moreover, the generalized Jacobi polynomials satisfy the following differential recurrence relation,

$$\partial_{\zeta} J_n^{\alpha_1,\alpha_2}(\zeta) = \frac{n+\alpha_1+\alpha_2+1}{2} J_{n+1}^{\alpha_1,\alpha_2+1}(\zeta),$$

$$-n-\alpha_1-\alpha_2 \not\in \{1,2,\ldots,n\}.$$
Now, any function \( u \in H^1(I) \) has a representation in the following Jacobi-Fourier series:

\[
u(\zeta) = \sum_{m=0}^{\infty} \hat{u}_m J_m^{1,-1}(\zeta), \quad \hat{u}_m = \frac{\langle u, J_m^{1,-1} \rangle_I}{\langle J_m^{1,-1}, J_m^{1,-1} \rangle_I}.
\]

Further, we define the truncated Jacobi-Fourier series of \( u \):

\[\pi_M^{-1,-1} u(\zeta) = \sum_{m=0}^{M} \hat{u}_m J_m^{1,-1}(\zeta).\]

Thanks to (2.8), \( \pi_M^{-1,-1} \) is actually the \( H^1 \)-orthogonal projection,

\[\langle \pi_M^{-1,-1} u - u, v \rangle_I = 0, \quad v \in \mathbb{P}_M(I),\]

which interpolates \( u \) at the endpoints of \( I \), i.e., \( \pi_M^{-1,-1} u(\pm 1) = u(\pm 1) \).

### 2.3. Koornwinder polynomials.

The Koornwinder polynomials \([33]\) \( \mathcal{J}_l^\alpha(\hat{x}, \hat{y}) \), \( l \in \mathbb{N}_0^2 \), for \( \alpha \in [-1, \infty)^3 \) on the reference triangle \( \hat{T} \) can be defined through the generalized Jacobi polynomials,

\[(2.10) \quad \mathcal{J}_l^\alpha(\hat{x}, \hat{y}) = (\hat{y} + \hat{x})^{l_1} J_{l_1}^{\alpha_1, \alpha_2} \left( \frac{\hat{y} - \hat{x}}{\hat{y} + \hat{x}} \right) J_{l_2}^{2\alpha_1 + \alpha_2 + 1, \alpha_3} (1 - 2\hat{x} - 2\hat{y}), \quad (\hat{x}, \hat{y}) \in \hat{T}.
\]

The definition above further extends the classic/generalized Koornwinder polynomials for \( l_1 \geq \chi(\alpha_1) + \chi(\alpha_2) \) and \( l_2 \geq \chi(\alpha_3) \) in \([36]\), which are mutually orthogonal with respect to the weight function \( w^\alpha(\hat{x}, \hat{y}) = \hat{x}^{\alpha_1} \hat{y}^{\alpha_2} (1 - \hat{x} - \hat{y})^{\alpha_3} \),

\[(2.11) \quad (\mathcal{J}_l^\alpha, \mathcal{J}_k^\alpha)_{w^\alpha, \hat{T}} = \gamma_l^\alpha \delta_{l,k}, \quad l_1, l_2 \geq \chi(\alpha_1) + \chi(\alpha_2), \quad l_2, k_2 \geq \chi(\alpha_3),
\]

\[
\gamma_l^\alpha := \frac{1}{\Gamma(l_1 + 1) \Gamma(l_1 + \alpha_1 + 1)} \frac{\Gamma(l_1 + \alpha_1 + 1) \Gamma(l_1 + \alpha_1 + \alpha_2 + 1) \Gamma(l_1 + \alpha_1 + \alpha_2 + 1)}{\Gamma(l_1 + 1 + \alpha_1 + \alpha_2 + 1))}$

Hereafter, we use the multi-index notations \( |l| = l_1 + l_2 \) and \( |\alpha| = \alpha_1 + \alpha_2 + \alpha_3 \) and the convention that \( \mathcal{J}_l^\alpha \equiv 0 \) for \( l_1 < 0 \) or \( l_2 < 0 \). Furthermore, for \( -l_1 - \alpha_1 - \alpha_2 \notin \{1, 2, \ldots, l_1\} \) and \( -\hat{l}_1 - |\alpha| - 1 \notin \{1, 2, \ldots, l_2\} \), the Koornwinder polynomials satisfy the following symmetry relation:

\[\mathcal{J}_l^\alpha(\hat{x}, \hat{y}) = (-1)^{|l|} \mathcal{J}_l^{-\alpha_2, \alpha_1, \alpha_3}(\hat{y}, \hat{x}).\]

It is worth noting that the classic approximation theory reveals that the multivariate orthogonal polynomials can never be uniquely determined \([23]\). Let us define

\[\mathcal{K}_l^\alpha(\hat{x}, \hat{y}) = \mathcal{J}_l^{-\alpha_2, \alpha_3, \alpha_1}(\hat{y}, 1 - \hat{x} - \hat{y}), \quad l \in \mathbb{N}_0^2,
\]

\[\mathcal{R}_l^\alpha(\hat{x}, \hat{y}) = \mathcal{J}_l^{\alpha_3, \alpha_1, \alpha_2}(1 - \hat{x} - \hat{y}, \hat{x}), \quad l \in \mathbb{N}_0^2.
\]
Then $\mathcal{K}_l^\alpha$ and $\mathcal{R}_l^\alpha$ satisfy the orthogonality relation

\begin{equation}
(\mathcal{K}_l^\alpha, \mathcal{K}_k^\alpha)_{w^\alpha, T} = \gamma_l^{\alpha_2, \alpha_3, \alpha_1} \delta_{l,k}, \quad (\mathcal{R}_l^\alpha, \mathcal{R}_k^\alpha)_{w^\alpha, T} = \gamma_l^{\alpha_3, \alpha_1, \alpha_2} \delta_{l,k},
\end{equation}

for $l_1, k_1 \geq \chi(\alpha_1) + \chi(\alpha_2)$, $l_2, k_2 \geq \chi(\alpha_3)$.

The Koornwinder polynomials with $\alpha = (-1, -1, -1)$ are of particular interest. To avoid complicated piecewise expressions for their differentiation relations, we shall adopt the following normalized representation:

\begin{equation}
\begin{aligned}
\tilde{\mathcal{J}}_{l_1, l_2}(\hat{x}, \hat{y}) &= \frac{2(l_1 - 1)(l_2 - 1)}{(l_1 - 1)(l_2 - 1)} \hat{x}\hat{y}(1 - \hat{x} - \hat{y}) \mathcal{J}^{1,1,1}_{l_1-2,l_2-1}(\hat{x}, \hat{y}) \quad l_1 \geq 2, l_2 \geq 1, \\
\tilde{\mathcal{J}}_{l_1, 0}(\hat{x}, \hat{y}) &= \frac{2(l_1 - 1)}{l_1 - 1} \hat{x}\hat{y} \mathcal{J}^{1,0,0}_{l_1-1,0}(\hat{x}, \hat{y}) \quad l_1 \geq 2, \\
\tilde{\mathcal{J}}_{0, l_2}(\hat{x}, \hat{y}) &= \frac{2l_2 - 1}{l_2 - 1} (\hat{x} + \hat{y})(\hat{x} + \hat{y} - 1) \mathcal{J}^{0,1,0}_{0,l_2-1}(\hat{x}, \hat{y}) \quad l_2 \geq 2, \\
\tilde{\mathcal{J}}_{1, l_2}(\hat{x}, \hat{y}) &= \frac{2l_2 + 1}{l_2 + 1} (\hat{x} - \hat{y})(\hat{x} + \hat{y} - 1) \mathcal{J}^{0,1,0}_{0,l_2-1}(\hat{x}, \hat{y}) \quad l_2 \geq 1, \\
\tilde{\mathcal{J}}_{1, 0}(\hat{x}, \hat{y}) &= \hat{y} - \hat{x}, \quad \tilde{\mathcal{J}}_{0,1}(\hat{x}, \hat{y}) = -\hat{y} - \hat{x}, \quad \tilde{\mathcal{J}}_{0,0}(\hat{x}, \hat{y}) = 1.
\end{aligned}
\end{equation}

Correspondingly, we define

\begin{equation}
\tilde{\mathcal{K}}_{l}(\hat{x}, \hat{y}) = \tilde{\mathcal{J}}_{l}(\hat{y}, 1 - \hat{x} - \hat{y}), \quad \tilde{\mathcal{R}}_{l}(\hat{x}, \hat{y}) = \tilde{\mathcal{J}}_{l}(1 - \hat{x} - \hat{y}, \hat{x}), \quad l \in \mathbb{N}_0^3.
\end{equation}

Remark 2.1. Although generalized Koornwinder polynomials were originally introduced in [36], similar shape functions using integrated Jacobi polynomials were proposed earlier by Beuchler and Schöberl in [11] and further studied in their subsequent works [9][10],

\[ \tilde{\phi}_l(\hat{x}, \hat{y}) = \tilde{p}^0_{l_1} \left( \frac{2\hat{x}}{1 - \hat{y}} \right) \left( \frac{1 - \hat{y}}{2} \right)^{l_1} \hat{p}_{l_2-1}^{2l_1-1}(\hat{y}), \quad |\hat{x}| < \frac{1 - \hat{y}}{2} < 1, \quad l \in \mathbb{N}_0^3, \]

where $\tilde{p}_l^s(\zeta) = \int_{-1}^1 J_{i-1}^{s,0}(\eta)d\eta$ for $i \geq 1$ and $\tilde{p}_0^s(\zeta) = 1$. Indeed, one readily finds that for $s > -1$,

\[ \tilde{p}_l^s(\zeta) = J_{l_0}^{s-1,1,1}(\zeta), \quad \tilde{p}_l^0(\zeta) = J_{l_1}^{1,1,1}(\zeta) + J_{l_0}^{1,1,1}(\zeta), \]

\[ \tilde{p}_l^s(\zeta) = \frac{2J_{l_1}^{s-1,1,1}(\zeta)}{i + s - 1} = \frac{2}{2i + s - 1} \left[ J_{l_1}^{s,1}(\zeta) - \frac{i - 1}{i + s - 1} J_{l_1}^{s-1,1}(\zeta) \right], \]

\[ i \geq 1, i + s - 1 \neq 0. \]

This reveals that, for $l \in \mathbb{N}_0^3$ with $l_1 \neq 1$, there exist two constants $c_l^{(0)}$ and $c_l^{(1)}$ such that

\[ \tilde{\phi}_l(\hat{y} - \hat{x}, 1 - 2\hat{x} - 2\hat{y}) = c_l^{(0)} \tilde{\mathcal{J}}_{l_1,l_2}(\hat{x}, \hat{y}) + c_l^{(1)} \tilde{\mathcal{J}}_{l_1,l_2-1}(\hat{x}, \hat{y}). \]

We now list some differentiation relations of the Koornwinder polynomials $\tilde{\mathcal{J}}_l$, which are fundamental to our numerical analysis in subsequent sections.
Lemma 2.1. For \( l \in \mathbb{N}_0^2 \), it holds that
\[
\partial_z \tilde{J}_l(\hat{x}, \hat{y}) = \frac{2(2l_1 - 1)(2|l| - 1)}{|l| + l_1 - 1} \mathcal{J}^{0,0}_{l_1,l_2}(\hat{x}, \hat{y}),
\]
(2.17)
\[
\partial_z \tilde{J}_l(\hat{x}, \hat{y}) = -(2|l| - 1) \left[ (2 - \delta_{l_1,0}) \mathcal{J}^{0,0}_{l_1,l_2}(\hat{x}, \hat{y}) + (2 - \delta_{l_1,1}) \mathcal{J}^{0,0}_{l_1-1,l_2}(\hat{x}, \hat{y}) \right],
\]
(2.18)
\[
\partial_y \tilde{J}_l(\hat{x}, \hat{y}) = -(2|l| - 1) \left[ (2 - \delta_{l_1,0}) \mathcal{J}^{0,0}_{l_1,l_2}(\hat{x}, \hat{y}) - (2 - \delta_{l_1,1}) \mathcal{J}^{0,0}_{l_1,l_2+1}(\hat{x}, \hat{y}) \right],
\]
(2.19)
\[
\partial_y \partial_z \tilde{J}_l(\hat{x}, \hat{y}) = (2|l| - 1) \left[ (|l| + l_1) \mathcal{J}^{0,0,1}_{l_1,l_2}(\hat{x}, \hat{y}) - (|l| + l_1 - 2) \mathcal{J}^{0,0,1}_{l_1-2,l_2}(\hat{x}, \hat{y}) \right].
\]
(2.20)
\[
\partial_y \partial_z \tilde{J}_l(\hat{x}, \hat{y}) = (2|l| - 1) \left[ (|l| + l_1) \mathcal{J}^{0,0,1}_{l_1,l_2}(\hat{x}, \hat{y}) + (|l| + l_1 - 2) \mathcal{J}^{0,0,1}_{l_1-2,l_2}(\hat{x}, \hat{y}) \right],
\]
(2.21)
\[
\partial_y \partial_z \tilde{J}_l(\hat{x}, \hat{y}) = (2|l| - 1) \left[ (|l| + l_1) \mathcal{J}^{0,0,1}_{l_1,l_2}(\hat{x}, \hat{y}) + (|l| + l_1 - 2) \mathcal{J}^{0,0,1}_{l_1-2,l_2}(\hat{x}, \hat{y}) \right].
\]
(2.22)

Lemma 2.1 can either be excerpted or be deduced from the appendix in [36] for \( l_1 \geq 2, l_2 \geq 1 \), and then be readily derived for other cases by continuation. We omit the detailed proof here.

Let \( \Gamma_1 = \{(0, \hat{y}) : 0 < \hat{y} < 1\} \), \( \Gamma_2 = \{\hat{x},0) : 0 < \hat{x} < 1\} \) and \( \Gamma_3 = \{\hat{x}, 1 - \hat{x}) : 0 < \hat{x} < 1\} \) be the sides of \( \hat{T} \). Define the inner product in \( H^2(\hat{T}) \) as
\[
\langle u, v \rangle_{\hat{T}} = (\partial_z \partial_z u, \partial_z \partial_z v)_{\mathcal{W}^{1,0,0}, \mathcal{T}} + (\partial_y \partial_z u, \partial_y \partial_z v)_{\mathcal{W}^{0,1,0}, \mathcal{T}}
\]
(2.23)
\[
+ (\partial_y u, \partial_y v)_{\mathcal{G}_1} + (\partial_z u, \partial_z v)_{\mathcal{G}_2} + u(0,0)v(0,0).
\]

Then we have the following lemma.

Lemma 2.2. \( \tilde{J}_l, l \in \mathbb{N}_0^2 \), are mutually orthogonal polynomials with respect to \( \langle \cdot, \cdot \rangle_{\hat{T}} \). More precisely,
\[
\langle \tilde{J}_l, \tilde{J}_k \rangle_{\hat{T}} = \gamma_l \delta_{l,k}, \quad l, k \in \mathbb{N}_0^2,
\]
(2.24)
\[
\gamma_l := 4(2|l| - 1) [(2 - \delta_{l_2,0})l_1 - (1 - \delta_{l_1,0})] + 2(2|l| - 1)(\delta_{l_1,0} + \delta_{l_1,1} - \delta_{l_2,0}) + \delta_{l,0}.
\]

The proof of Lemma 2.2 is postponed to Appendix A.

3. Triangular spectral element scheme and its implementation

3.1. Variational problem. Let \( V = H_0^1(\Omega)^2 \) and \( W = L_0^2(\Omega) \). The Stokes eigenvalue problem (1.1) can be written in a variational form as follows: to find \( \lambda \in \mathbb{R} \) and \( (u, p) \in V \times W \) with \( u \neq 0 \) such that
\[
\begin{cases}
a(u, v) + b(v, p) = \lambda(u, v) & \forall v \in V, \\
b(u, q) = 0 & \forall q \in W,
\end{cases}
\]
(3.1)
where the bilinear forms \( a(\cdot, \cdot) \) and \( b(\cdot, \cdot) \) are defined by
\[
a(u, v) = (\nabla u, \nabla v), \quad b(u, q) = - (\nabla u, q).
\]
It is easy to see that both $a(\cdot, \cdot)$ and $b(\cdot, \cdot)$ are continuous bilinear forms:

\begin{align}
|a(u, v)| & \leq \|u\|_1 \|v\|_1, \quad u, v \in V, \\
|b(u, p)| & \leq \|u\|_1 \|p\|, \quad u \in V, \ p \in W.
\end{align}

Furthermore, $a(\cdot, \cdot)$ is coercive on $V$, i.e., there exists a constant $\eta > 0$ such that

\begin{equation}
\forall u \in V,
\end{equation}

and $b(\cdot, \cdot)$ satisfies the following inf-sup condition on $V \times W$ [16][18],

\begin{equation}
\beta = \beta(\Omega) := \inf_{0 \neq q \in W} \sup_{0 \neq v \in V} \frac{b(v, q)}{\|v\|_1 \|q\|} > 0.
\end{equation}

Define the kernel space of the divergence operator

\begin{equation}
X = \{ v \in V : b(v, q) = 0, \ \forall q \in W \}.
\end{equation}

Then the variational problem (3.1) is equivalent to the following one: to find $(\lambda, u) \in \mathbb{R} \times X \setminus \{0\}$ such that

\begin{equation}
a(u, v) = \lambda(u, v) \quad \forall v \in X.
\end{equation}

3.2. **Approximation scheme.** Let $\mathcal{T} = \{T_i\}$ be a triangular partition of $\Omega$. We assume that the partition has the following properties:

- Each element $T_i$ is *spectrally admissible* in the sense that there is a bijective mapping $F_i$ of class $C^\infty$, which maps $\tilde{T}$ onto $T_i$. We shall only consider in the current paper the cases when every $T_i$ has only straight sides such that each $F_i$ is an affine mapping. The cases with curvilinear edges are beyond our scope of discussion here.
- $\mathcal{T}$ is *regular* in the sense that the intersection $\overline{T_i} \cap \overline{T_j}$, $i \neq j$, is either empty or a node or an entire edge of both $T_i$ and $T_j$.
- $\mathcal{T}$ is *shape regular* which means that there exists a constant $\kappa$, independent of each $T \in \mathcal{T}$, such that

\begin{equation}
\frac{h_T}{\rho_T} \leq \kappa < \infty,
\end{equation}

where $h_T = \text{diam}(T)$ and $\rho_T$ denotes the diameter of the inner circle of element $T$.

Denote by $k_m$ the polynomial degree for the velocity on the element $T_m \in \mathcal{T}$. Let $\delta = \delta(h, M)$ be the discretization parameter with $h = \max_{T_m \in \mathcal{T}} h_{T_m}$ and $M = \min_{T_m \in \mathcal{T}} k_m$ which tends to zero when $h$ tends to zero and/or $M$ tends to infinity. Generally, $\delta = O(h/M)$. We now define the $\mathbb{P}_M - \mathbb{P}_{M-2}$ approximation spaces $V_\delta \subset V$ and $W_\delta \subset W$ as follows:

\begin{align}
V_\delta &= \{ v \in H_0^1(\Omega)^2 : v|_{T_m} \circ F_m \in \mathbb{P}_{k_m}(\tilde{T})^2, \ T_m \in \mathcal{T} \}, \\
W_\delta &= \{ p \in L^2_0(\Omega) : p|_{T_m} \circ F_m \in \mathbb{P}_{k_m-2}(\tilde{T}), \ T_m \in \mathcal{T} \}.
\end{align}

For simplicity, we only consider in this paper the case where $k_m = M$ for all $T_m \in \mathcal{T}$.

Now we propose the triangular spectral element approximation scheme for the Stokes eigenvalue problem of (3.1): to find $\lambda_\delta \in \mathbb{R}$ and $(u_\delta, p_\delta) \in V_\delta \times W_\delta$ with $u_\delta \neq 0$, such that

\begin{equation}
\begin{cases}
a(u_\delta, v) + b(v, p_\delta) = \lambda_\delta(u_\delta, v) & \forall v \in V_\delta, \\
b(u_\delta, q) = 0 & \forall q \in W_\delta.
\end{cases}
\end{equation}
It is known that $b(\cdot ,\cdot )$ also satisfies the discrete inf-sup condition \[8\{19\}22\{48\}19\],
\begin{equation}
\beta_{\delta} = \inf_{0 \neq q \in W_{\delta}} \sup_{0 \neq v \in V_{\delta}} \frac{b(v, q)}{\|v\|_1 \cdot \|q\|} > 0.
\end{equation}

Define
\begin{equation}
X_{\delta} = \{v \in V_{\delta} : b(v, q) = 0, \forall q \in W_{\delta}\}.
\end{equation}
Then \([3.11]\) can be rewritten as an equivalent form: to find $(\lambda_{\delta}, u_{\delta}) \in \mathbb{R} \times X_{\delta} \setminus \{0\}$ such that
\begin{equation}
a(u_{\delta}, v) = \lambda_{\delta}(u_{\delta}, v) \quad \forall v \in X_{\delta}.
\end{equation}

3.3. Implementation. A brief description of the implementation of \([3.11]\) is introduced. We first find a group of (semi)orthogonal basis functions which stem from the Koornwinder polynomials $\tilde{J}_l$, which are divided into vertex modes, edge modes and interior modes. The vertex mode only has a magnitude at one vertex and is zero at other vertices; the edge mode has magnitudes on one edge and is enforced as zero on other edges and vertices; while the interior mode is identically zero on all edges and vertices.

- **Vertex modes:**

  \begin{align*}
  (0, 0) : \quad & \phi_{0,0}(\hat{x}, \hat{y}) = 1 - \hat{x} - \hat{y}, \\
  (1, 0) : \quad & \phi_{1,0}(\hat{x}, \hat{y}) = \hat{x}, \\
  (0, 1) : \quad & \phi_{0,1}(\hat{x}, \hat{y}) = \hat{y}.
  \end{align*}

- **Edge modes:**

  \begin{align*}
  \hat{x} + \hat{y} = 1 : \quad & \phi_{l_1,0}(\hat{x}, \hat{y}) = \tilde{J}_{l_1,0}(\hat{x}, \hat{y}), \quad l_1 \geq 2, \\
  \hat{y} = 0 : \quad & \phi_{0,l_2}(\hat{x}, \hat{y}) = \tilde{J}_{0,l_2}(\hat{x}, \hat{y}) + \tilde{J}_{1,l_2-1}(\hat{x}, \hat{y}), \quad l_2 \geq 2, \\
  \hat{x} = 0 : \quad & \phi_{l_1,2-1}(\hat{x}, \hat{y}) = \tilde{J}_{0,l_2}(\hat{x}, \hat{y}) - \tilde{J}_{1,l_2-1}(\hat{x}, \hat{y}), \quad l_2 \geq 2.
  \end{align*}

- **Interior modes:**

  \begin{align*}
  \phi_{l_1,l_2}(\hat{x}, \hat{y}) = \tilde{J}_{l_1,l_2}(\hat{x}, \hat{y}), \quad l_1 \geq 2, l_2 \geq 1.
  \end{align*}

We list the function expansion and the derivative expansions of $\tilde{J}_{l_1,l_2}(\hat{x}, \hat{y})$ which can either be excerpted from the appendix of \([36]\) for $l_1 \geq 2, l_2 \geq 1$ or be readily derived for other cases by continuation.

**Lemma 3.1.** For $|l| \geq 2$, it holds that
\begin{equation}
\tilde{J}_{l_1,l_2}(\hat{x}, \hat{y}) = \frac{((|l|+l_1)(|l|+l_1+1))}{2l(|l|+1)} \mathcal{J}^{0,0,0}_{l_1,l_2}(\hat{x}, \hat{y}) - \frac{(l_2+1)(l_2+2)}{2l_1(|l|+1)} \mathcal{J}^{0,0,0}_{l_1-2,l_2+2}(\hat{x}, \hat{y})
\end{equation}
\begin{equation}
- \frac{((|l|+l_1)(|l|+3l_1-1))}{2(|l|+1)(|l|+2)} \mathcal{J}^{0,0,0}_{l_1,l_2-1}(\hat{x}, \hat{y}) + \frac{(|l|+3l_1-4)(l_2+1)}{2(|l|+1)(|l|+2)} \mathcal{J}^{0,0,0}_{l_1-2,l_2+1}(\hat{x}, \hat{y})
\end{equation}
\begin{equation}
- \frac{(l_2-1)(l_2+2)}{2(|l|+1)(|l|+2)} \mathcal{J}^{0,0,0}_{l_1,l_2-2}(\hat{x}, \hat{y}) + \frac{(|l|+l_1-2)(|l|+3l_1+3)}{2(|l|+1)(|l|+2)} \mathcal{J}^{0,0,0}_{l_1-2,l_2+2}(\hat{x}, \hat{y})
\end{equation}
\begin{equation}
+ \frac{(l_2-1)(l_2+2)}{2(|l|+1)(|l|+2)} \mathcal{J}^{0,0,0}_{l_1,l_2-3}(\hat{x}, \hat{y}) - \frac{(|l|+l_1-3)(|l|+l_1-2)}{2(|l|+1)(|l|+2)} \mathcal{J}^{0,0,0}_{l_1-2,l_2-1}(\hat{x}, \hat{y}),
\end{equation}
\begin{equation}
\partial_x \tilde{J}_{l_1,l_2}(\hat{x}, \hat{y}) = -\frac{(|l|+l_1)(|l|+l_1+1)}{2l(|l|+1)} \mathcal{J}^{0,0,0}_{l_1,l_2-1} - \frac{(2l_1-1)}{2l} \mathcal{J}^{0,0,0}_{l_1-1,l_2} + \frac{(l_2+1)}{2l_1} \mathcal{J}^{0,0,0}_{l_1-2,l_2+1}
\end{equation}
\begin{equation}
+ \frac{(l_2-1)}{2l_1} \mathcal{J}^{0,0,0}_{l_1-2,l_2+2} - \frac{(2l_1-1)}{2l} \mathcal{J}^{0,0,0}_{l_1-1,l_2-1} - \frac{(|l|+l_1-2)}{2l_1} \mathcal{J}^{0,0,0}_{l_1-2,l_2},
\end{equation}
\begin{equation}
\partial_y \tilde{J}_{l_1,l_2}(\hat{x}, \hat{y}) = -\frac{(|l|+l_1)(|l|+l_1+1)}{2l(|l|+1)} \mathcal{J}^{0,0,0}_{l_1,l_2-1} + \frac{(2l_1-1)}{2l} \mathcal{J}^{0,0,0}_{l_1-1,l_2} + \frac{(l_2+1)}{2l_1} \mathcal{J}^{0,0,0}_{l_1-2,l_2+1}
\end{equation}
\begin{equation}
+ \frac{(l_2-1)}{2l_1} \mathcal{J}^{0,0,0}_{l_1-2,l_2+2} + \frac{(2l_1-1)}{2l} \mathcal{J}^{0,0,0}_{l_1-1,l_2-1} - \frac{(|l|+l_1-2)}{2l_1} \mathcal{J}^{0,0,0}_{l_1-2,l_2}.\]
Let $\Gamma$ be a part of the boundary of $\hat{T}$, which is either the empty set or constituted by one, two or three sides of $\hat{T}$. Define

$$p^k_\Gamma(\hat{T}) = \{ v \in p^k(\hat{T}) : v|_{\Gamma} = 0 \}$$

and

$$V_M(T_m) = \{ v \circ F_m^{-1} : v \in p^M(\hat{T}), \Gamma = F_m^{-1}(\partial \Omega \cap T_m) \}
\begin{align*}
&= \{ \phi_l \circ F_m^{-1} : l \in \Lambda_m \},
\end{align*}$$

where the index set $\Lambda_m = \{ l \in \mathbb{N}_0^3 : \phi_l \circ F_m^{-1} \in V_M(T_m) \}$. In such a way, the approximation space $V_\delta$ for velocities can be written as

$$V_\delta = V_\delta^2, \quad V_\delta = \{ v \in H^1(\Omega) : v|_{T_m} \in V_M(T_m) \text{ for all } T_m \in \mathcal{T} \}.$$

We note that the constraint $p \in L_0^2(\Omega)$ is enforced to ensure the uniqueness of $p$ and to avoid the spurious eigenvalue 0. In a practical computation, we can remove this zero mean constraint, and then simply set

$$W_\delta = \{ v : v|_{T_m} \in W_M(T_m) \text{ for all } T_m \in \mathcal{T} \}, \quad W_M(T_m) = \{ J_k^{0,0,0} \circ F_m^{-1} : |k| \leq M - 2 \}.$$

Then the local stiffness and mass matrices on element $T_m$ can be expressed as

$$B^{(m)} = \left[ (\phi_k \circ F_m^{-1}, \phi_l \circ F_m^{-1})_{T_m} \right]_{l,k},
A^{(m)} = \left[ (\nabla(\phi_k \circ F_m^{-1}), \nabla(\phi_l \circ F_m^{-1}))_{T_m} \right]_{l,k},
E_1^{(m)} = -\left[ (\partial_x(\phi_l \circ F_m^{-1}), J_k^{0,0,0} \circ F_m^{-1})_{T_m} \right]_{l,k},
E_2^{(m)} = -\left[ (\partial_y(\phi_l \circ F_m^{-1}), J_k^{0,0,0} \circ F_m^{-1})_{T_m} \right]_{l,k},$$

where all the matrix entries can be analytically evaluated through Lemma 3.1 without any utilization of quadrature rules.

Finally, assembling the local matrices, we get the global stiffness and mass matrices $A, B, E_1, E_2$, and then the algebraic eigenvalue system can be expressed by

$$\begin{bmatrix}
A & 0 & E_1 \\
0 & A & E_2 \\
E_1^T & E_2^T & 0
\end{bmatrix}
\begin{bmatrix}
U_1 \\
U_2 \\
P
\end{bmatrix}
= \lambda \delta
\begin{bmatrix}
B & 0 & 0 \\
0 & B & 0 \\
0 & 0 & P
\end{bmatrix}
\begin{bmatrix}
U_1 \\
U_2 \\
P
\end{bmatrix}.$$

Note that the matrices on both sides of the algebraic eigenequation (3.22) are singular. To avoid this situation, we just remove one column and row arising from the basis functions $J_k^{0,0,0} \circ F_m^{-1}$ on an arbitrary element $T_m \in \mathcal{T}$. The reduced eigen-system (3.22) now has a positive definite matrix on its left side, thus can be efficiently solved by algebraic eigenvalue packages such as ARPACK/PARPACK using the implicitly restarted Arnoldi methods [35].

4. The Discrete inf-sup Constant of Divergence

In this section, we shall prove $\beta_\delta \gtrsim M^{-1/2}$. We shall also show that this lower bound estimate is sharp in the sense that $\beta_\delta \asymp M^{-1/2}$ whenever $\Omega$ is a triangle and $\mathcal{T}$ is constituted of the only one element $T = \Omega$. Such an estimate is comparable to and thus compatible with that of the quadrilateral spectral elements. The key to our estimate lies in the truncated Koornwinder-Fourier series, which actually serves as a Fortin interpolation on the reference triangle.
4.1. Truncated Koornwinder-Fourier series. For \( \alpha \in (-1, \infty)^3 \) and \( M \in \mathbb{N}_0 \), define the weighted \( L^2 \)-orthogonal projection \( \pi_M^\alpha \colon L^2_{w^\alpha}(\hat{T}) \mapsto \mathbb{P}_M(\hat{T}) \) such that
\[
(\pi_M^\alpha u - u, v)_{w^\alpha, \hat{T}} = 0 \quad \forall v \in \mathbb{P}_M(\hat{T}).
\]

Owing to the orthogonality of \( \{J_l^\alpha\}_{l \in \mathbb{N}_0}, \{K_l^\alpha\}_{l \in \mathbb{N}_0} \) and \( \{R_l^\alpha\}_{l \in \mathbb{N}_0}, \pi_M^\alpha u \) has explicit representations in truncated Koornwinder-Fourier series,
\[
\pi_M^\alpha u = \sum_{|l| \leq M} (u, J_l^\alpha)_{w^\alpha, \hat{T}} J_l^\alpha = \sum_{|l| \leq M} (u, K_l^\alpha)_{w^\alpha, \hat{T}} K_l^\alpha = \sum_{|l| \leq M} (u, R_l^\alpha)_{w^\alpha, \hat{T}} R_l^\alpha,
\]
which indicates that \( \pi_M^\alpha u \) is independent of a particular system of orthogonal polynomials [23].

Then one finds from (2.13) that
\[
\forall l \in \mathbb{N}_0, \quad \pi_M^\alpha u(\hat{x}, \hat{y}) = \left( \pi_M^{\alpha_3, \alpha_1, \alpha_2} u^K \right) (1 - \hat{x} - \hat{y}, \hat{x}) = \left( \pi_M^{\alpha_2, \alpha_3, \alpha_1} u^R \right) (\hat{y}, 1 - \hat{x} - \hat{y}), \quad (\hat{x}, \hat{y}) \in \hat{T}.
\]

According to Theorem 3.3 in [36], we have the following error estimate on \( \pi_M^\alpha \) for \( \alpha_1, \alpha_2, \alpha_3 > -1 \).

**Lemma 4.1.** Suppose \( u \in H^s(\hat{T}) \) with \( s \geq 0 \) and \( \alpha_1, \alpha_2, \alpha_3 > -1 \), then
\[
\|\pi_M^\alpha u - u\|_{w^\alpha, \hat{T}} \lesssim M^{-s} \sum_{|k| \leq s} \|\partial^{k_1}_x \partial^{k_2}_y \partial^{k_3}_z u\|_{w^{\alpha_1 + k_1 + k_2 + k_3, \alpha_2 + k_2 + k_3, \alpha_3 + k_1 + k_2}, \hat{T}} \lesssim M^{-s} |u|_{s, w^\alpha, \hat{T}}.
\]

We now turn to the Koornwinder-Fourier series for \( \alpha = (-1, -1, -1) \). Define the orthogonal projection \( \pi_M^{-1,-1,-1} : H^2(\hat{T}) \mapsto \mathbb{P}_M(\hat{T}) \) such that
\[
\langle u - \pi_M^{-1,-1,-1} u, v \rangle_{\hat{T}} = 0 \quad \forall v \in \mathbb{P}_M(\hat{T}).
\]

The following lemma states that \( \pi_M^{-1,-1,-1} \) is independent of any particular system of orthogonal polynomials, thus is rotational invariant under the barycentric coordinates \( (\hat{x}, \hat{y}, 1 - \hat{x} - \hat{y}) \).

**Lemma 4.2.** For \( M \geq 1 \) and \( u \in H^2(\hat{T}) \), it holds that
\[
\pi_M^{-1,-1,-1} u(\hat{x}, \hat{y}) = \left( \pi_M^{-1,-1,-1} u^K \right)(\hat{x}, \hat{y}) = \left( \pi_M^{-1,-1,-1} u^R \right)(\hat{x}, \hat{y}) = \sum_{|l| \leq M} (u, \tilde{J}_l)_{\hat{T}} \tilde{J}_l(\hat{x}, \hat{y}) = \sum_{|l| \leq M} (u, \tilde{R}_l)_{\hat{T}} \tilde{R}_l(\hat{x}, \hat{y}).
\]

Lemma 4.2 is an immediate consequence of the general theory in [23 §3.5]. A proof will also be given in Appendix [13].

Special attention to the boundary trace of polynomial projections [21,43] has paid in recent years in spectral element methods and higher order finite element methods. The following lemma states that \( \pi_M^{-1,-1,-1} \) interpolates \( u \) at the vertices.
of \( \hat{T} \), and its trace on each side \( \Gamma_i \) of \( \hat{T} \) serves as the 1-dimensional orthogonal projection \( \pi_{M,\Gamma_i}^{-1} \).

**Lemma 4.3.** Denote by \( G_i \) the linear mapping from \( \Gamma_i \) onto \( I = (-1,1) \). Then for any \( u \in H^2(\hat{T}) \) and \( M \geq 1 \),

\[
(4.7) \quad \pi_{M,\Gamma_i}^{-1,-1}(u)_{|\Gamma_i} = \pi_{M,\Gamma_i}^{-1,-1}(u|_{\Gamma_i}) := \left[ \pi_{M,\Gamma_i}^{-1}(u|_{\Gamma_i} \circ G_i^{-1}) \right] \circ G_i, \quad i = 1, 2, 3,
\]

where \( \pi_{M,\Gamma_i}^{-1,-1} \) is defined in (2.9). In particular, \( \pi_{M,\Gamma_i}^{-1,-1}(u)_{|\Gamma_i} = 0 \) if \( u|_{\Gamma_i} = 0 \), and \( u - \pi_{M,\Gamma_i}^{-1,-1}u \) vanishes at all the vertices of \( \hat{T} \).

**Proof.** Since \( u \in H^2(\hat{T}) \), both \( u \) and \( \pi_{M,\Gamma_i}^{-1,-1}u \) can be expanded into the Koornwinder-Fourier series,

\[
u = \sum_{l \in \mathbb{N}_0^3} \hat{u}_l \hat{\mathbf{f}}_l, \quad \pi_{M,\Gamma_i}^{-1,-1}u = \sum_{|l| \leq M} \hat{u}_l \hat{\mathbf{f}}_l, \quad \hat{u}_l = \frac{1}{\gamma_l} \langle u, \hat{\mathbf{f}}_l \rangle_{\hat{T}}.
\]

On the edge \( \Gamma_1 \), by (2.15),

\[
u|_{\Gamma_1} = u(0, y) = \hat{u}_{0,0} + (\hat{u}_{1,0} - \hat{u}_{0,1})y + \sum_{l_2 \geq 2} \frac{2l_2 - 1}{l_2 - 1} (\hat{u}_{1,l_2-1} - \hat{u}_{0,l_2})y(1 - y) J_{l_2-2}^{1,1}(1 - 2y),
\]

\[
\pi_{M,\Gamma_1}^{-1,-1}u|_{\Gamma_1} = \hat{u}_{0,0} + (\hat{u}_{1,0} - \hat{u}_{0,1})y + \sum_{2 \leq l_2 \leq M} \frac{2l_2 - 1}{l_2 - 1} (\hat{u}_{1,l_2-1} - \hat{u}_{0,l_2})y(1 - y) J_{l_2-2}^{1,1}(1 - 2y).
\]

Therefore

\[
\left[ \pi_{M,\Gamma_1}^{-1}(u|_{\Gamma_1} \circ G_1^{-1}) \right] \circ G_1 = (\pi_{M,\Gamma_1}^{-1,-1}u)|_{\Gamma_1},
\]

which gives (4.7) for \( i = 1 \). In analogy, one also proves (4.7) for \( i = 2, 3 \).

Both the vanishing of \( u - \pi_{M,\Gamma_i}^{-1,-1}u \) at three vertices and the vanishing of \( \pi_{M,\Gamma_i}^{-1,-1}u|_{\Gamma_i} \), for a vanishing \( u|_{\Gamma_i} \), are immediate consequences of (4.7). \( \square \)

**Theorem 4.1.** For any \( u \in H^2(\hat{T}) \cap H^1_0(\hat{T}) \), it holds that

\[
(4.8) \quad \left| \pi_{M,\Gamma_i}^{-1,-1}u \right|_{1,\hat{T}} \leq \sqrt{\frac{M + 1}{2}} |u|_{1,\hat{T}}.
\]

**Proof.** In view of Lemma 4.2 we first expand \( u \in H^2(\hat{T}) \) and \( \pi_{M,\Gamma_i}^{-1,-1}u \) into the Koornwinder-Fourier series in \( \hat{T} \),

\[
u = \sum_{l \in \mathbb{N}_0^3} \hat{u}_l \hat{\mathbf{f}}_l, \quad \pi_{M,\Gamma_i}^{-1,-1}u = \sum_{|l| \leq M} \hat{u}_l \hat{\mathbf{f}}_l, \quad \hat{u}_l = \frac{1}{\gamma_l} \langle u, \hat{\mathbf{f}}_l \rangle_{\hat{T}}.
\]
According to (3.16) and (3.17), it holds that
\begin{equation}
\partial_z u = \sum_{l \in \mathbb{N}_0^2} \hat{u}_l \partial_z \hat{\mathcal{J}}_l = \sum_{l \in \mathbb{N}_0^2} (4l_1 - 2) \hat{u}_l [\mathcal{J}^{0,0,0}_{l_1-1,l_2} + \mathcal{J}^{0,0,0}_{l_1-1,l_2-1}]
\end{equation}
(4.9)
\begin{equation}
\partial_z \pi_{M}^{-1,-1,-1} u = \sum_{|l| \leq M} \hat{u}_l \partial_z \hat{\mathcal{J}}_l = \sum_{|l| \leq M} (4l_1 - 2) \hat{u}_l [\mathcal{J}^{0,0,0}_{l_1-1,l_2} + \mathcal{J}^{0,0,0}_{l_1-1,l_2-1}]
\end{equation}
(4.10)
\begin{align*}
&= \sum_{|l| \leq M-2} (4l_1 + 2) (\hat{u}_{l_1+1,l_2} + \hat{u}_{l_1+1,l_2+1}) \mathcal{J}^{0,0,0}_{l_1,l_2} \\
&\quad + \sum_{|l|=M-1} (4l_1 + 2) \hat{u}_{l_1+1,l_2} \mathcal{J}^{0,0,0}_{l_1,l_2}.
\end{align*}
Using the orthogonality relation (2.11) with \(\alpha = (0, 0, 0)\), we further get that
\begin{equation}
\|\partial_z u\|^2_T = \sum_{l \in \mathbb{N}_0^2} (4l_1 + 2)^2 (\hat{u}_{l_1+1,l_2} + \hat{u}_{l_1+1,l_2+1})^2 \gamma_{l,0,0,0},
\end{equation}
(4.11)
\begin{equation}
\|\partial_z \pi_{M}^{-1,-1,-1} u\|^2_T = \sum_{|l| \leq M-2} (4l_1 + 2)^2 (\hat{u}_{l_1+1,l_2} + \hat{u}_{l_1+1,l_2+1})^2 \gamma_{l,0,0,0}
\end{equation}
(4.12)
\begin{align*}
&\quad + \sum_{|l|=M-1} (4l_1 + 2)^2 \hat{u}_{l_1+1,l_2}^2 \gamma_{0,0,0,0} := I_1 + I_2.
\end{align*}

Since \(u \in H^2(\hat{T}) \cap H_0^1(\hat{T})\), Lemma 4.3 indicates that \(\pi_{M}^{-1,-1,-1} u \in \mathbb{P}_M(\hat{T}) \cap H_0^1(\hat{T})\) thus \(\hat{u}_{l_1,l_2} = 0\) for \(l_1 = 0, 1\) or \(l_2 = 0\). We now derive from the Cauchy-Schwarz inequality that
\begin{align*}
|\hat{u}_{l_1+1,M-1-l_1}|^2 &= \left| \sum_{l_2=0}^{M-2-l_1} (-1)^{M-2-l_1-l_2} (\hat{u}_{l_1+1,l_2} + \hat{u}_{l_1+1,l_2+1}) \right|^2 \\
&\leq \sum_{l_2=0}^{M-2-l_1} (\hat{u}_{l_1+1,l_2} + \hat{u}_{l_1+1,l_2+1})^2 \gamma_{l_1,l_2} \sum_{l_2=0}^{M-2-l_1} \frac{1}{\gamma_{l_1,l_2}} \\
&\overset{2.11}{=} (2l_1 + 1)(M - 1 - l_1)(M + l_1) \sum_{l_2=0}^{M-2-l_1} (\hat{u}_{l_1+1,l_2} + \hat{u}_{l_1+1,l_2+1})^2 \gamma_{l_1,l_2}.
\end{align*}

As an immediate consequence,
\begin{align*}
I_2 &\leq \frac{1}{2M} \sum_{l_1=0}^{M-2} (M - 1 - l_1)(M + l_1) (4l_1 + 2)^2 \sum_{l_2=0}^{M-2-l_1} (\hat{u}_{l_1+1,l_2} + \hat{u}_{l_1+1,l_2+1})^2 \gamma_{l_1,l_2} \\
&\leq \frac{M^2 - M}{2M} \sum_{|l| \leq M-2} (4l_1 + 2)^2 (\hat{u}_{l_1+1,l_2} + \hat{u}_{l_1+1,l_2+1})^2 \gamma_{l_1,l_2} = \frac{M - 1}{2} I_1.
\end{align*}

In return, we obtain from (4.12) and (4.11) that
\begin{equation}
\|\partial_z \pi_{M}^{-1,-1,-1} u\|^2_T \leq \frac{M + 1}{2} I_1 \leq \frac{M + 1}{2} \|\partial_z u\|^2_T.
\end{equation}
By the rotational invariance property (4.6) of $\pi_M^{-1,-1,-1}$, we also deduce that
\[
\|\partial_x \pi_M^{-1,-1,-1} u\|_T^2 = \|\partial_y \pi_M^{-1,-1,-1} u\|_T^2 \leq \frac{M + 1}{2} \|\partial_x u\|_T^2 = \frac{M + 1}{2} \|\partial_y u\|_T^2.
\]
This finally completes the proof. \qed

4.2. Estimate on the discrete inf-sup constant. Suppose $u \in H^2(\hat{T}) \cap H_0^1(\hat{T})$. Then for $l_1 \geq 2$ and $l_2 \geq 1$, by integration by parts, combined with (A.10) in [36], (2.15), (2.11) and (2.24), it holds that
\[

tilde{u}_l = \frac{1}{\gamma_l} \left[ (\partial_x \partial_z u, \partial_y \partial_z \tilde{J}_l)_{w^{1,0,0},\hat{T}} + (\partial_y \partial_z u, \partial_y \partial_z \tilde{J}_l)_{w^{0,1,0},\hat{T}} \right]
\]
\[
= \frac{1}{\gamma_l} (u, \partial_x \partial_z \left( w^{1,0,0} \partial_x \partial_z \right) + \partial_y \partial_z \left( w^{0,1,0} \partial_y \partial_z \right))_{\hat{T}}
\]
\[
= \frac{l_1(l_1 - 1)l_2(2l_2 - 1)}{\gamma_l} \left( u, w^{1,-1,-1} \tilde{J}_l \right)_{\hat{T}} = \frac{(u, J_l^{-1,-1,-1} w^{1,-1,-1,1})_{\hat{T}} = \frac{2(2l_1 - 1)(2l_2 - 1)}{l_1(l_1 - 1)(l_2 + l_2 - 1)} \gamma_l^{-1,-1,-1}.\]

This allows us to extend $\pi_M^{-1,-1,-1}$ as a projection from $H_0^1(\hat{T})$ onto $\mathbb{P}_M(\hat{T}) \cap H_0^1(\hat{T})$:
\[
\pi_M^{-1,-1,-1} u = \sum_{|l| \leq M - 3} \frac{(u, J_l^{-1,-1,-1} w^{1,-1,-1,1})_{\hat{T}}}{\gamma_l^{1,-1,-1,1}}.
\]

Lemma 4.4. $\pi_M^{-1,-1,-1} : H_0^1(\hat{T}) \mapsto \mathbb{P}_M(\hat{T}) \cap H_0^1(\hat{T})$ is a Fortin interpolation operator in the sense that
\[
\langle \text{div}(v - \pi_M^{-1,-1,-1} u), q \rangle_{\hat{T}} = 0 \quad \forall q \in \mathbb{P}_{M-2}^\circ(\hat{T}), \ v \in H_0^1(\hat{T})^2,
\]
which satisfies
\[
\left| \pi_M^{-1,-1,-1} u \right|_{1,\hat{T}} \leq \sqrt{\frac{M + 1}{2}} |u|_{1,\hat{T}} \quad \forall u \in H_0^1(\hat{T}).
\]

Proof. Since $H^2(\hat{T}) \cap H_0^1(\hat{T})$ is dense in $H_0^1(\hat{T})$, (4.15) is then derived from Theorem 4.1 by a standard density argument. To prove (4.14), it suffices to prove that
\[
\langle v - \pi_M^{-1,-1,-1} u, q \rangle_\hat{T} = 0 \quad \forall q \in \mathbb{P}_{M-3}(\hat{T}), \ v \in H_0^1(\hat{T}).
\]
Actually, for any $v \in H_0^1(\hat{T})$ and any $J_l^{-1,-1,-1} = \frac{2l_1 + 2l_2 + 4}{l_2 + 1} w^{1,1,1,1} J_l^{1,1,1,1}, |l| \leq M - 3$, according to (4.13) and (2.11), it holds that
\[
\left( \pi_M^{-1,-1,-1} v, w^{1,-1,-1} J_l^{-1,-1,-1} \right)_{\hat{T}} = \langle v, J_l^{-1,-1,-1} \rangle_{\hat{T}} - \frac{2l_1 + 2l_2 + 1}{l_2 + 1} \left( \pi_M^{-1,-1,-1} v, J_l^{-1,-1,-1} \right)_{\hat{T}},
\]
which finally completes the proof. \qed

Making use of Fortin’s criterion [15], we arrive now at the sharp estimate on the discrete inf-sup constant on the reference triangle $\hat{T}$.

Theorem 4.2. Let $W_M := \mathbb{P}_{M-2}(\hat{T}) \cap L_0^2(\hat{T})$ and $V_M := \mathbb{P}_M^\circ(\hat{T})^2 = \text{span} \{ J_{l_1,l_2} : l_1 \geq 2, l_2 \geq 1, l_1 + l_2 \leq M \}^2$. It holds that
\[
\inf_{0 \neq q \in W_M} \sup_{0 \neq v \in V_M} \frac{(\text{div} \ v, q)}{\|v\|_{1,\hat{T}} \|q\|_{\hat{T}}} \geq \frac{1}{\sqrt{M}}.
\]
Proof. For any $q \in W_M$, according to (4.14) and (4.15), it holds that
\[
\sup_{0 \neq v \in V_M} \frac{(\text{div } v, q)_T}{\|v\|_{1,T}} = \sup_{0 \neq v \in H^1_0(T)^2} \frac{(\pi^{-1,-1}_M v, q)_T}{\|\pi^{-1,-1}_M v\|_{1,T}} \geq \frac{1}{\sqrt{M}} \sup_{0 \neq v \in H^1_0(T)^2} \frac{(\text{div } v, q)_T}{\|v\|_{1,T}} \geq \frac{\beta(T)}{\sqrt{M}} \|q\|_T,
\]
which gives the lower bound of the discrete inf-sup constant.

On the other hand, we set
\[
q^*(\hat{x}, \hat{y}) = \sum_{k=1}^{M-2} (k+1)^2 J_{0,k}^{0,0}(\hat{x}, \hat{y})
\]
such that $q^* \in W_M$ and
\[
\|q^*\|_T^2 = \sum_{k=1}^{M-2} (k+1)^3 = M^2(M-1)^2 - \frac{1}{2}.
\]
Then by (3.16), (3.17) together with the orthogonality relation (2.11) with $\alpha = (0,0,0)$, one readily checks that
\[
(\text{div } v, q^* + M^2 J_{0,0}^{0,0}) = 0 \quad \forall v \in V_M.
\]
Thus, for any $v \in V_M$,
\[
\frac{(\text{div } v, q^*)_T}{\|v\|_{1,T}\|q^*\|_T} = \frac{-M^2(\text{div } v, J_{0,0}^{0,0})_T}{\|v\|_{1,T}\|q^*\|_T} \leq \frac{M^2\|\text{div } v\|_T \|J_{0,0}^{0,0}\|_T}{\|v\|_{1,T}\|q^*\|_T} \lesssim \frac{1}{\sqrt{M}}.
\]
As a result,
\[
\inf_{0 \neq q \in W_M} \sup_{0 \neq v \in V_M} \frac{(\text{div } v, q)_T}{\|v\|_{1,T}\|q\|_T} \leq \sup_{0 \neq v \in V_M} \frac{(\text{div } v, q^*)_T}{\|v\|_{1,T}\|q^*\|_T} \lesssim \frac{1}{\sqrt{M}},
\]
which asserts the upper bound of (4.16). The proof is now completed. \hfill \Box

By the Boland-Nicoliades local-to-global argument \cite{boland1980local, nicoliades1980local, nicoliades1980finite, nicoliades1980finite}, one obtains the main theorem for the discrete inf-sup constant on $\Omega$ from Theorem 4.2.

**Theorem 4.3.** Let $V_\delta, W_\delta$ be defined as in (3.9) and (3.10). Then it holds for $M \geq 2$ that
\[
\beta_\delta = \inf_{0 \neq q \in W_\delta} \sup_{0 \neq v \in V_\delta} \frac{b(v, q)}{\|v\|_1\|q\|} \gtrsim \frac{1}{\sqrt{M}}.
\]

5. Triangular Spectral Element Approximations

We devote this section to the error estimate of the orthogonal spectral element projections. To this end, we shall first define the local projection on each element, and assemble all local projections into a globally continuous piecewise polynomial which has an optimal estimate for the approximation error.
5.1. Fortin interpolation on $\Omega$. For each $T_m \in \mathcal{T}$, the local projection $\pi_{M,T_m}^{-1,-1,-1} : H^2(T_m) \mapsto \mathbb{P}_M(T_m)$ is defined by

$$\pi_{M,T_m}^{-1,-1,-1} u = \left[ \pi_{M}^{-1,-1,-1}(u \circ F_m) \right] \circ F_m^{-1}.$$ 

By Lemma 4.3, we can simply use the union of the local projections as the local-to-global mapping and set up a global projection $\pi_{M,h}^{-1,-1,-1} : V_\delta^2(\Omega) \mapsto V_\delta$ such that

$$\left. (\pi_{M,h}^{-1,-1,-1} u) \right|_{T_m} = \pi_{M,T_m}^{-1,-1,-1}(u|_{T_m}), \quad T_m \in \mathcal{T},$$

where we define $V_\delta^2(\Omega) = \{ u \in H^1(\Omega) : u|_{T_m} \in H^s(T_m) \text{ for any } T_m \in \mathcal{T} \}$ for $s \geq 2$.

Since $F_m : T \mapsto \pi \tau$ is an affine mapping, one gets from Lemma 4.2, 3.10 and 3.17 that

$$(\text{div} \, (\pi_{M,T_m}^{-1,-1,-1} u - u), q)_{T_m} = 0 \quad \forall q \in \mathbb{P}_{M-2}(T_m), u \in H^2(T_m)^2,$$

which reveals that $\pi_{M,h}^{-1,-1,-1} u$ is a Fortin interpolation of $u$ on $\Omega$,

$$b(\pi_{M,h}^{-1,-1,-1} u - u, q) = 0 \quad \forall q \in W_\delta, u \in V_\delta^2(\Omega)^2.$$ 

Recalling that $h_{T_m} = \text{diam}(T_m)$ and $h = \max_{T_m \in \mathcal{T}} h_{T_m}$, we are now in the position to state the error estimate of $\pi_{M,h}^{-1,-1,-1}$.

**Theorem 5.1.** Suppose $u \in V_\delta^2(\Omega)$ with $s \geq 2$. Then

$$\| \nabla (\pi_{M,h}^{-1,-1,-1} u - u) \| \lesssim h^{s-1} M^{1-s} |u|_s,$$

Theorem 5.1 is a direct consequence of the following lemma.

**Lemma 5.1.** Suppose $T_m \in \mathcal{T}$ and $u \in H^s(T_m)$ with $s \geq 2$. Then

$$\| \nabla (\pi_{M,T_m}^{-1,-1,-1} u - u) \|_{T_m} \lesssim h_{T_m}^{s-1} M^{1-s} |u|_{s,T_m}.$$ 

**Proof.** It suffices to prove (5.1) with $T_m = \hat{T}$. We now proceed with the Koornwinder-Fourier series of $u$ in $\hat{J}_l$, $l \in \mathbb{N}_0^2$. By (4.9), (4.10) and (2.11),

$$\partial \hat{z} (I - \pi_{M}^{-1,-1,-1}) u = \sum_{|l| \geq M-1} (4l_1 + 2) \left[ (1 - \delta_{|l|,M-1}) \hat{u}_{l_1+1,l_2} + \hat{u}_{l_1+1,l_2+1} \right] \mathcal{J}^0_{l,0,0},$$

$$\| \partial \hat{z} (I - \pi_{M}^{-1,-1,-1}) u \|_{\hat{T}}^2 = \sum_{|l| \geq M-1} \frac{4l_1 + 2}{|l| + 1} \left[ (1 - \delta_{|l|,M-1}) \hat{u}_{l_1+1,l_2}^2 + \hat{u}_{l_1+1,l_2+1}^2 \right]$$

$$\leq \sum_{|l| \geq M-1} \frac{4(2l_1 + 1)}{|l| + 1} \left[ (1 - \delta_{|l|,M-1}) \hat{u}_{l_1+1,l_2}^2 + \hat{u}_{l_1+1,l_2+1}^2 \right]$$

$$= \sum_{|l| \geq M} 4(2l_1 + 1) \left[ \frac{1}{|l| + 1} + \frac{1 - \delta_{l_1,0}}{|l|} \right] \hat{u}_{l_1+1,l_2}^2.$$
On the other hand, (2.20) together with the definition of $\pi_{M-2}^{1,0,0}$ yields

\[
\partial_x \partial_z u = \sum_{l \in \mathbb{N}_0^2} \hat{u}_l \partial_x \partial_z \hat{J}_l = -2 \sum_{l \in \mathbb{N}_0^2} \hat{u}_l \langle 2|l| - 1 \rangle \left[ l_1 J_{l_1-1,l_2-1}^{1,0,0} + (l_1 - 1) J_{l_1-2,l_2}^{1,0,0} \right]
\]

\[
= -2 \sum_{l \in \mathbb{N}_0^2} (2|l| + 3)(l_1 + 1) \left[ \hat{u}_{l_1+1,l_2+1} + \hat{u}_{l_1+2,l_2} \right] J_l^{1,0,0},
\]

\[
\pi_{M-2}^{1,0,0} \partial_x \partial_z u = -2 \sum_{|l| \leq M-2} (2|l| + 3)(l_1 + 1) \left[ \hat{u}_{l_1+1,l_2+1} + \hat{u}_{l_1+2,l_2} \right] J_l^{1,0,0}.
\]

Analogously, (2.21) and the definition of $\pi_{M-2}^{0,1,0}$ give that

\[
\partial_y \partial_z u = -2 \sum_{l \in \mathbb{N}_0^2} (2|l| + 3)(l_1 + 1) \left[ \hat{u}_{l_1+1,l_2+1} - \hat{u}_{l_1+2,l_2} \right] J_l^{0,1,0},
\]

\[
\pi_{M-2}^{0,1,0} \partial_y \partial_z u = -2 \sum_{|l| \leq M-2} (2|l| + 3)(l_1 + 1) \left[ \hat{u}_{l_1+1,l_2+1} - \hat{u}_{l_1+2,l_2} \right] J_l^{0,1,0}.
\]

Thus, (2.11) yields

\[
(5.6) \quad \left\| (\pi_{M-2}^{1,0,0} - 1) \partial_x \partial_z u \right\|_{w^{1,0,0}, T}^2 + \left\| (\pi_{M-2}^{0,1,0} - 1) \partial_y \partial_z u \right\|_{w^{0,1,0}, T}^2
\]

\[
= \sum_{|l| \geq M-1} 2(2|l| + 3)(l_1 + 1) \left[ \left( \hat{u}_{l_1+1,l_2+1} + \hat{u}_{l_1+2,l_2} \right)^2 + \left( \hat{u}_{l_1+1,l_2+1} - \hat{u}_{l_1+2,l_2} \right)^2 \right]
\]

\[
= \sum_{|l| \geq M} 4(2|l| + 1)[(2 - \delta_{l_1,0} - \delta_{l_2,0})l_1 + (1 - \delta_{l_2,0})] \hat{u}_{l_1+1,l_2}^2.
\]

A combination of (5.5) and (5.6) gives

\[
\left\| \partial_z (\pi_{M}^{1,-1,-1} - 1) u \right\|_{T}^2 \leq M^{-2} \left( \left\| (\pi_{M-2}^{1,0,0} - 1) \partial_x \partial_z u \right\|_{w^{1,0,0}, T}^2 + M^{-2} \left\| (\pi_{M-2}^{0,1,0} - 1) \partial_y \partial_z u \right\|_{w^{0,1,0}, T}^2.
\]

By the rotational property (4.6) and (4.3), we further deduce that

\[
\left\| \partial_y (\pi_{M}^{1,-1,-1} - 1) u \right\|_{T}^2 = \left\| \partial_z (\pi_{M}^{1,-1,-1} - 1) u \right\|_{T}^2 \leq M^{-2} \left( \left\| (\pi_{M-2}^{1,0,0} - 1) \partial_x \partial_z u \right\|_{w^{1,0,0}, T}^2 + \left\| (\pi_{M-2}^{0,1,0} - 1) \partial_y \partial_z u \right\|_{w^{0,1,0}, T}^2ight)
\]

\[
= M^{-2} \left( \left\| (\pi_{M-2}^{1,0,0} - 1) \partial_x \partial_z u \right\|_{w^{1,0,0}, T}^2 + \left\| (\pi_{M-2}^{0,1,0} - 1) \partial_y \partial_z u \right\|_{w^{0,1,0}, T}^2ight)
\]

\[
= M^{-2} \left( \left\| (\pi_{M-2}^{0,1,0} - 1) \partial_y \partial_z u \right\|_{w^{0,1,0}, T}^2 \right)
\]

and

\[
\left\| \partial_z (\pi_{M}^{1,-1,-1} - 1) u \right\|_{T}^2 \leq M^{-2} \left( \left\| (\pi_{M-2}^{0,1,0} - 1) \partial_y \partial_z u \right\|_{w^{0,1,0}, T}^2 + M^{-2} \left\| (\pi_{M-2}^{1,0,0} - 1) \partial_x \partial_z u \right\|_{w^{1,0,0}, T}^2.
\]
Then, resorting to Lemma 4.1 we finally derive that
\[ \| \nabla (u_M^{-1,-1} - 1 u - u) \|_{T}^{2} = \| \partial_{x} \nabla u_M^{-1,-1} - 1 u - \partial_{x} u \|_{T}^{2} + \| \partial_{y} \nabla u_M^{-1,-1} - 1 u - \partial_{y} u \|_{T}^{2} \]
\[ \leq M^{-2} \left( (\pi_{M=2}^{0,1} - I) \partial_{y} \partial_{x} u \right)^{2}_{w,0,1,T} + (\pi_{M=2}^{0,1} - I) \partial_{y} \partial_{x} u \right)^{2}_{w,1,T} \]
\[ + M^{-2} \left( (\pi_{M=2}^{0,1} - I) \partial_{y} \partial_{x} u \right)^{2}_{w,0,1,T} + (\pi_{M=2}^{0,1} - I) \partial_{y} \partial_{x} u \right)^{2}_{w,1,T} \]
\[ \lesssim M^{2-2s} \left[ | \partial_{y} \partial_{x} u |_{s-2,T}^{2} + | \partial_{y} \partial_{x} u |_{s-2,T}^{2} + | \partial_{x} \partial_{x} u |_{s-2,T}^{2} \right] \]
\[ \lesssim M^{2-2s} | u |_{s,T}^{2}, \]
which completes the proof. 

5.2. Orthogonal spectral element projections. We first introduce the $L^2$-orthogonal projection $\pi_\delta : L^2_0(\Omega) \mapsto W_\delta$ such that
\[ (\pi_\delta u - u, v) = 0, \quad v \in W_\delta. \]

It is readily verified that
\[ (\pi_\delta u)|_{T_m} = \left[ \pi_{M=2}^{0,0}(u|_{T_m} \circ F_m) \right] \circ F_m^{-1}, \quad T_m \in T. \]

As an immediate consequence of Lemma 4.1, we have the following corollary.

Corollary 5.1. Suppose $u \in L^2_0(\Omega) \cap H^s(\Omega)$ for $s \geq 0$. Then
\[ \inf_{v \in W_\delta} \| u - v \| = \| \pi_\delta u - u \| \lesssim h^s M^{-s} \sum_{T_m \in T} | u |_{s,T_m} \lesssim h^s M^{-s} | u |_{s}. \]

Further define the orthogonal projection $\Pi_\delta : V \mapsto X_\delta$ (defined in (3.13)), such that for $u \in V$,
\[ a(u - \Pi_\delta u, v) = (\nabla (u - \Pi_\delta u), \nabla v) = 0 \quad \forall v \in X_\delta. \]

Theorem 5.2. Suppose $u \in X \cap H^s(\Omega)^2$ for $s \geq 1$. Then
\[ \inf_{v \in X_\delta} | u - v |_1 = | u - \Pi_\delta u |_1 \lesssim h^s M^{1-s} \sum_{T_m \in T} | u |_{s,T_m} \lesssim h^s M^{1-s} | u |_{s}. \]

Proof. By the projection theorem, it holds that
\[ \| \nabla (u - \Pi_\delta u) \| = \inf_{v \in X_\delta} \| \nabla (u - v) \| \leq \| \nabla (u - v_\delta) \| \quad \forall v_\delta \in X_\delta. \]

Taking $v_\delta = 0$, we have
\[ | u - \Pi_\delta u |_1 \leq | u |_1. \]

Meanwhile, (5.2) states that $b(\pi_{M=2}^{-1,-1} u, q) = 0$ for all $q \in W_\delta$ and $u \in X \cap H^2(\Omega)^2$. In the sequel, $\pi_{M=2}^{-1,-1} u \in X_\delta$. For $s \geq 2$, we take $v_\delta = \pi_{M=2}^{-1,-1} u$ in (5.10), and derive from Theorem 5.1 that
\[ | u - \Pi_\delta u |_1 \leq | u - v_\delta |_1 \lesssim h^s M^{1-s} | u |_{s}, \quad s \geq 2, \]
which finally completes the proof of (5.9).

6. Convergence analysis

In this section, we resort to the general theory in [5, 14] and [7], and then perform the convergence analysis for the Stokes eigenvalue problem (3.14). For this purpose, we first turn to the analysis of the triangular spectral element method for the source problem of the Stokes equation.
6.1. **Source problem of Stokes equations.** Let \( H = L^2(\Omega)^2 \). Then \( V \) is compactly embedded into \( H \). For any \( g \in H \), we consider the associated source problem: to find \( Ag \in V \) and \( Bg \in W \) such that

\[
\begin{align*}
\begin{cases}
a(Ag, v) + b(v, Bg) = (g, v) & \forall v \in V, \\
b(Ag, q) = 0 & \forall q \in W;
\end{cases}
\end{align*}
\]

(6.1)

and the approximate source problem: to find \( A_\delta g \in V_\delta \) and \( B_\delta g \in W_\delta \) such that

\[
\begin{align*}
\begin{cases}
a(A_\delta g, v) + b(v, B_\delta g) = (g, v) & \forall v \in V_\delta, \\
b(A_\delta g, q) = 0 & \forall q \in W_\delta.
\end{cases}
\end{align*}
\]

(6.2)

Owing to (3.4), (3.5) and (4.17), combined with Corollary 2.1 and Corollary 2.2 in [7], one can conclude that both the problems above are uniquely solvable. Moreover, the solutions satisfy

\[
\|Ag\|_1 + \beta\|Bg\| \leq (1 + \frac{1}{\eta})\|g\|, \quad \|A_\delta g\|_1 + \beta_\delta\|B_\delta g\| \leq (1 + \frac{1}{\eta})\|g\|,
\]

where \( \eta > 0 \) as in (3.4).

The following lemma measures the distance between the solutions of (6.1) and (6.2).

**Lemma 6.1.** For any \( g, g^\delta \in H \), it holds that

\[
\|Ag - A_\delta g^\delta\|_1 + \beta_\delta\|Bg - B_\delta g^\delta\| \leq \inf_{v \in X_\delta} \|Ag - v\|_1 + \inf_{q \in W_\delta} \|Bg - q\| + \sup_{v \in V_\delta} \frac{(g - g^\delta, v)}{\|v\|_1}.
\]

(6.3)

Further suppose the following shift theorem holds for equation (6.1),

\[
\|Ag\|_2 + \|Bg\|_1 \lesssim \|g\|.
\]

(6.4)

Then

\[
\|(A - A_\delta)g\| \lesssim hM^{-1} \left[ \inf_{v \in X_\delta} \|Ag - v\|_1 + \inf_{q \in W_\delta} \|Bg - q\| \right].
\]

(6.5)

**Proof.** The estimate (6.3) can be derived directly from or be obtained in a way similar to [7] Theorem 2.2-2.3 or [8] Theorem 23.9.

We now turn to the proof of (6.5) and let \( v \in H \). Using (6.1) and (6.2) repeatedly yields

\[
(v, Ag - A_\delta g) = a(Av, Ag - A_\delta g) + b(Ag - A_\delta g, Bv)
\]

\[
= \left[ a(Av - \Pi_\delta Av, Ag - A_\delta g) - b(\Pi_\delta Av, Bg - \pi_\delta Bg) \right] + b(Ag - A_\delta g, Bv)
\]

\[
= \left[ a(Av - \Pi_\delta Av, Ag - A_\delta g) - b(\Pi_\delta Av - Av, Bg - \pi_\delta Bg) \right]
\]

\[
+ b(Ag - A_\delta g, Bv - \pi_\delta Bv).
\]

Thus by (3.2), (3.3) together with the estimates in Corollary 5.1 and Theorem 5.2 it holds that

\[
\|(v, Ag - A_\delta g)\| \leq \|Av - \Pi_\delta Av\|_1 (\|Ag - A_\delta g\|_1 + \|Bg - \pi_\delta Bg\|)
\]

\[
+ \|Ag - A_\delta g\|_1 \|Bv - \pi_\delta Bv\|
\]

\[
\leq (\|Av - \Pi_\delta Av\|_1 + \|Bv - \pi_\delta Bv\|)(\|Ag - A_\delta g\|_1 + \|Bg - \pi_\delta Bg\|)
\]

\[
\lesssim hM^{-1}(\|Av\|_2 + \|Bv\|_1)(\|Ag - A_\delta g\|_1 + \|Bg - \pi_\delta Bg\|),
\]

\[
\|(A - A_\delta)g\| \lesssim hM^{-1} \left[ \inf_{v \in X_\delta} \|Ag - v\|_1 + \inf_{q \in W_\delta} \|Bg - q\| \right].
\]
Define the eigenspace corresponding to \( \lambda \) which implies by (6.4) and (6.3) that
\[
\| A g - A_\delta g \| \leq h M^{-1} (\| A g - A_\delta g \|_1 + \| B g - \pi_\delta B g \|) \\
\leq h M^{-1} (\| A g - \Pi_\delta A g \|_1 + \| B g - \pi_\delta B g \|).
\]
Now the proof is completed. \( \square \)

6.2. Error analysis of Stokes eigenvalues. Lemma 6.1 indicates that
\[
(6.6) \quad \lim_{\delta \to 0} \| A - A_\delta \|_{\mathcal{L}(H,H)} = \lim_{\delta \to 0} \| A - A_\delta \|_{\mathcal{L}(H,V)} = 0,
\]
which implies \( A \) is compact since \( A_\delta \) is compact. Hereafter, for \( A \in \mathcal{L}(H,G) \), we denote by \( \| A \|_{\mathcal{L}(H,G)} = \sup_{u \in H, \| u \| = 1} \| Au \|_G \) the norm of \( A \).

It is well known that the eigenvalues of (3.11)–(3.14) (resp. (3.11)–(3.14)) are the same as the eigenfunctions of A (resp. \( A_\delta \)) and the eigenfunctions of (3.1) (resp. (3.11)).

Let \( \lambda \) be an eigenvalue of (3.11) with the algebraic/geometric multiplicity \( m \). Define the eigenspace corresponding to \( \lambda \):
\[
E = E(\lambda) = \text{Ker}(\lambda^{-1} - A).
\]
There are exactly \( m \) eigenvalues \( \lambda_{1,\delta}, \ldots, \lambda_{m,\delta} \) (counted according to the algebraic/geometric multiplicity) of (3.11) converge to \( \lambda \). We denote by \( E_\delta = E(\lambda) \) the direct sum of the eigenspaces corresponding to \( \lambda_{1,\delta}, \ldots, \lambda_{m,\delta} \).

We now state the spectral theory on the approximate eigenvalue problem (3.11) [44, Theorems 5.1 and 5.2].

**Lemma 6.2.** There is a positive constant \( \delta^* \) such that for \( 0 < \delta \leq \delta^* \) and \( 1 \leq i \leq m \),
\[
| \lambda - \lambda_{i,\delta} | \lesssim \|(A - A_\delta)|_E \|_{\mathcal{L}(H,V)} \| (B - \pi_\delta B)|_E \|_{\mathcal{L}(H,W)} \\
+ \|(A - A_\delta)|_E \|_{\mathcal{L}(H,V)}^2,
\]
\[
(6.7) \quad \hat{\delta}(E, E_\delta) \lesssim \|(A - A_\delta)|_E \|_{\mathcal{L}(H,H)}.
\]
\[
(6.8) \quad \hat{\delta}(E, E_\delta) = \max(\delta(E, E_\delta), \delta(E_\delta, E)), \quad \delta(E, E_\delta) = \sup_{w \in E, \| w \| = 1} \inf_{v \in E_\delta} \| w - v \|_H.
\]

**Proof.** (6.8) follows directly from [44, Theorem 5.2] and [5, Theorem 7.1]. By Theorem 4.1 in [44], we have
\[
| \lambda - \lambda_{i,\delta} | \lesssim \sup_{u \in E, \| u \| = 1} \sup_{v \in E, \| v \| = 1} \|(A - A_\delta) u, v\| + \|(A - A_\delta)|_E \|_{\mathcal{L}(H,V)}^2.
\]
It remains to consider the first term in the right side above. By (6.1), (6.2) and (5.7), we have
\[
((A - A_\delta) u, v) = a((A - A_\delta) u, Av) + b((A - A_\delta) u, Bv) \\
= a((A - A_\delta) u, Av) + b((A - A_\delta) u, (B - \pi_\delta B)v), \quad u, v \in H,
\]
\[
(u - u, A_\delta v) = a((A - A_\delta) u, A_\delta v) + b(A_\delta v, (B - B_\delta)v) \\
= a((A - A_\delta) u, A_\delta v) + b((A_\delta - A)v, (B - \pi_\delta B)u), \quad u, v \in H.
\]
As a result, for any \( u, v \in E \) with \( \|u\| = \|v\| = 1 \), one gets from (3.2) and (3.3) that
\[
((A - A_\delta)u, v) = \alpha((A - A_\delta)u, (A - A_\delta)v) \\
+ b((A - A_\delta)u, (B - \pi_\delta B)v) + b((A - A_\delta)v, (B - \pi_\delta B)u) \\
\leq \|(A - A_\delta)u\|_1\|(A - A_\delta)v\|_1 + \|(A - A_\delta)u\|_1\|(B - \pi_\delta B)v\|_1 \\
+ \|(B - \pi_\delta B)u\|\|(A - A_\delta)v\|_1 \\
\leq \|(A - A_\delta)\| E(\mathcal{H}, \mathcal{V})^2 + 2\|(A - A_\delta)\| E(\mathcal{H}, \mathcal{V})\|(B - \pi_\delta B)\| E(\mathcal{H}, \mathcal{W}),
\]
which completes the proof. \( \square \)

Finally, we arrive at the convergence theorem of the triangular spectral element method for Stokes eigenvalues.

**Theorem 6.1.** Let \( E^* = E^*(\lambda) = \{(u, p) = (\lambda Au, \lambda Bu) : \|u\| = 1\} \) be the collection of normalized eigenfunctions of (3.1) corresponding to \( \lambda \). Suppose that \( (u, p) \in H^{1+s}(\Omega)^2 \times H^s(\Omega) \) for any \( (u, p) \in E^* \). It holds that
\[
|\lambda - \lambda_{i, \delta}| \lesssim h^{2s}M^{-2s} \sup_{(u, p) \in E^*(\lambda)} (\|u\|_{s+1} + \|p\|_{s}), \quad 1 \leq i \leq m.
\]

Let \( (u_{i, \delta}, p_{i, \delta}) = (\lambda_{i, \delta} A_\delta u, \lambda_{i, \delta} B_\delta u) \) with \( \|u_{i, \delta}\| = 1 \) be an eigenfunction pair of (3.1) corresponding to \( \lambda_{i, \delta} \) for \( 1 \leq i \leq m \). There exists \( (u, p) \in E^* \) such that
\[
\|u - u_{i, \delta}\|_1 + M^{-1/2}\|p - p_{i, \delta}\| \lesssim h^{s}M^{-s} \sup_{(u, p) \in E^*} (\|u\|_{s+1} + \|p\|_{s});
\]
moreover, it also holds under the hypothesis (6.4) that
\[
\|u - u_{i, \delta}\| \lesssim h^{1+s}M^{1-s} \sup_{(u, p) \in E^*} (\|u\|_{s+1} + \|p\|_{s}).
\]

**Proof.** Both (6.9) and (6.11) follow directly from Lemma 6.1 Corollary 5.1 and Theorem 5.2.

Also, a general estimate for \( \|u - u_{i, \delta}\| \) without the hypothesis (6.4) can be deduced from (6.8), Corollary 5.1 and Theorem 5.2.
\[
\|u - u_{i, \delta}\| \lesssim \|(A - A_\delta)\| E(\mathcal{H}, \mathcal{V}) \lesssim h^{s}M^{-s} \sup_{(u, p) \in E^*} (\|u\|_{s+1} + \|p\|_{s}).
\]

Thus by (6.3),
\[
\|u - u_{i, \delta}\|_1 + M^{-1/2}\|p - p_{i, \delta}\| = \|\lambda Au - \lambda_{i, \delta} A_\delta u_{i, \delta}\|_1 + M^{-1/2}\|\lambda Bu - \lambda_{i, \delta} B_\delta u_{i, \delta}\| \\
\lesssim \|u - \Pi_\delta u\| + \|p - \pi_\delta p\| + \sup_{v \in V_\delta} (\lambda - \lambda_{i, \delta})(u, v) + \lambda_{i, \delta}(u - u_{i, \delta}, v) \\
\lesssim \|u - \Pi_\delta u\|_1 + \|p - \pi_\delta p\| + |\lambda - \lambda_{i, \delta}| + \lambda_{i, \delta}\|u - u_{i, \delta}\|.
\]

Now, a combination of (6.12), (6.9), Corollary 5.1 and Theorem 5.2 gives (6.10). \( \square \)

7. Numerical Results

To illustrate the validation of our theory, in this section we carry out some numerical computation for the discrete inf-sup constant of divergence, and implement the triangular spectral element approximation for the Stokes eigenvalues on both the square and the L-shape domain.
7.1. **Square domain.** We first consider the Stokes eigenvalue problem \( (1.1) \) on the square \( \Omega = [-1, 1] \times [-1, 1] \) by the triangular spectral element method (TSEM).

The 5 smallest Stokes eigenvalues by TSEM are tabulated in Table 7.1, Table 7.2 and Table 7.3, which are solved on a special pattern of the uniform triangular meshes shown in Figure 7.2 with \( h = 2 \), \( h = 1 \) and \( h = 1/2 \), respectively. Reference eigenvalues, excerpted from [39], are also given in five decimal digits in the last column of each table.

As indicated in Tables 7.1, 7.2 and 7.3, the discrete eigenvalues converge asymptotically from below to the exact ones as \( M/h \) tends to infinity. Moreover, for a fixed mesh size \( h \), the computational eigenvalues using a small \( M \) can even attain the same precision as the reference ones.

We now take 13.0861727921039 as the reference value of the first eigenvalue \( \lambda_1 \) of \( (1.1) \) on \( \Omega = [-1, 1]^2 \), which, together with the reference value of its eigenfunction \( (u_1, p_1) \), is obtained by the classic \( Q_M - Q_{M-2} \) rectangular spectral method with the separate polynomial degree \( M = 512 \). This number is believed to be 5-digit more accurate than the best one 13.086172775 available so far in the literature.

The relative errors \( |\lambda_1 - \lambda_{1,\delta}|/\lambda_1 \) versus \( M/h \) are then plotted in Figure 7.1 in semi-log scale for \( h = 2 \), \( h = 1 \) and \( h = 1/2 \), respectively. Since the Stokes eigenfunctions are sufficiently smooth on \( \Omega = [-1, 1]^2 \), nearly exponential convergence rates are observed in all three cases. Moreover, the relative errors \( |\lambda_1 - \lambda_{1,\delta}|/\lambda_1 \) versus a fixed polynomial degree are shown in Figure 7.3 in log-log scale from which the algebraic convergence with respect to mesh size \( h \) is observed.

Let \( (u_1, \delta, p_1, \delta) \) be the eigenfunction pair corresponding to \( \lambda_{1,\delta} \). Then the convergence behaviour of the velocity, more precisely, the \( L^2 \) error \( \|u_1 - u_{1,\delta}\| \) and \( H^1 \) error \( |u_1 - u_{1,\delta}|_1 \) versus \( M \), is depicted in Figure 7.4. Exponential convergence rates are also observed.

<table>
<thead>
<tr>
<th>Mode/M</th>
<th>4</th>
<th>8</th>
<th>16</th>
<th>32</th>
<th>ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>22.682809</td>
<td>23.029943</td>
<td>23.031098</td>
<td>23.031098</td>
<td>23.031</td>
</tr>
<tr>
<td>3</td>
<td>22.682809</td>
<td>23.029943</td>
<td>23.031098</td>
<td>23.031098</td>
<td>23.031</td>
</tr>
<tr>
<td>4</td>
<td>33.779867</td>
<td>32.045151</td>
<td>32.052396</td>
<td>32.052396</td>
<td>32.053</td>
</tr>
<tr>
<td>5</td>
<td>38.118378</td>
<td>38.524360</td>
<td>38.531366</td>
<td>38.531366</td>
<td>38.532</td>
</tr>
</tbody>
</table>

**Table 7.2.** Numerical eigenvalues \( \lambda_\delta \) on the mesh of size \( h = 1 \) in Figure 7.2 (center).

<table>
<thead>
<tr>
<th>Mode/M</th>
<th>4</th>
<th>8</th>
<th>16</th>
<th>32</th>
<th>ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>23.022465</td>
<td>23.031098</td>
<td>23.031098</td>
<td>23.031098</td>
<td>23.031</td>
</tr>
<tr>
<td>3</td>
<td>23.022465</td>
<td>23.031098</td>
<td>23.031098</td>
<td>23.031098</td>
<td>23.031</td>
</tr>
<tr>
<td>4</td>
<td>31.912263</td>
<td>32.052381</td>
<td>32.052396</td>
<td>32.052396</td>
<td>32.053</td>
</tr>
<tr>
<td>5</td>
<td>38.580621</td>
<td>38.531362</td>
<td>38.531366</td>
<td>38.531366</td>
<td>38.532</td>
</tr>
</tbody>
</table>
Table 7.3. Numerical eigenvalues $\lambda_{\delta}$ on the mesh of size $h = 1/2$ in Figure 7.2 (right).

<table>
<thead>
<tr>
<th>Mode/M</th>
<th>4</th>
<th>6</th>
<th>8</th>
<th>12</th>
<th>16</th>
<th>ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>23.029124</td>
<td>23.031096</td>
<td>23.031098</td>
<td>23.031098</td>
<td>23.031098</td>
<td>23.031</td>
</tr>
<tr>
<td>3</td>
<td>23.029124</td>
<td>23.031096</td>
<td>23.031098</td>
<td>23.031098</td>
<td>23.031098</td>
<td>23.031</td>
</tr>
<tr>
<td>4</td>
<td>32.045437</td>
<td>32.052396</td>
<td>32.052396</td>
<td>32.052396</td>
<td>32.052396</td>
<td>32.053</td>
</tr>
<tr>
<td>5</td>
<td>38.530045</td>
<td>38.531366</td>
<td>38.531366</td>
<td>38.531366</td>
<td>38.531366</td>
<td>38.532</td>
</tr>
</tbody>
</table>

Figure 7.1. Relative errors $|1 - \lambda_{1,\delta}/\lambda_1|$ versus $M/h$ in semi-log scale for TSEM on $[-1,1]^2$ with the meshes corresponding to Figure 7.2 from left to right.

Figure 7.2. Uniform triangulations on $\Omega = [-1,1]^2$ with mesh size $h = 2$ (left), $h = 1$ (center) and $h = 1/2$ (right).

Figure 7.3. Relative errors $|1 - \lambda_{1,\delta}/\lambda_1|$ versus $h$ in log-log scale for TSEM on $[-1,1]^2$ with $M = 4$ (left), $M = 5$ (center) and $M = 6$ (right).
7.2. L-shaped domain. In our second example, we consider the Stokes eigenvalue (1.1) on the L-shaped domain Ω = [−1, 1]² \ [0, 1]², which is obtained by removing the top right quadrant of the square. The L-shaped domain has one reentrant corner, which may induce the corner singularity of the eigenfunctions and thus admits only a limited convergence rate for some eigenvalues. In particular, the eigenfunction \( u_1 \) corresponding to \( \lambda_1 \) exhibits a singularity of type \( |x|^{\eta} \), where \( \eta \approx 0.5445 \) is the smallest positive imaginary part of the solutions \( z \neq +i \) of the equation \( \sin(3z/2) = z^2 \) [8, Remark 23.3 and 2.1]. As a result, \( (u_1, p_1) \in H^{\eta+1-\varepsilon}(\Omega)^2 \times H^{\eta-\varepsilon}(\Omega) \) for any \( \varepsilon > 0 \) [8, Remark 23.3 and 2.1], while \( (u_1, p_1) \in B^{2\eta+1}(\Omega)^2 \times B^{2\eta}(\Omega) \) [6] with \( B^s(\Omega) \) being certain \( s \)-order Besov space. This indicates that the convergence rate of \( \lambda_{1,\delta} \) for the \( h \)-version FEM does not exceed order \( 2\eta \), while the spectral element method and \( hp \)-FEM will exactly attain the order \( 4\eta \).

Reference values of the Stokes eigenvalues are obtained by the TSEM using 15 levels of geometric meshes, just as indicated in Figure 7.6. Specifically, \( \lambda_1 \approx 32.132693, \lambda_2 \approx 37.018334, \lambda_3 \approx 41.939832, \lambda_4 \approx 48.983584 \) and \( \lambda_5 \approx 55.415426 \). All the (rounded) digits are confirmed by the \( hp \)-FEM on the specific geometric meshes [4], which are gradually refined around the origin with an optimal mesh size ratio \( q \approx 0.1716 \). The local polynomial degree of each element increases linearly away from the origin such that this specific \( hp \)-FEM has an exponential convergence rate [4] and offers the best approach so far for handling such a reentrant corner singularity.

A low accuracy is shown in Figure 7.7 for the relative errors of the 5 smallest eigenvalues, among which an asymptotic convergence rate around order \( 4\eta \approx 2.2 \) is observed for the first, third and fifth eigenvalues and an order around 7 to 8 for the second and fourth eigenvalues. Hence, our numerical results are in good agreement with the theoretical estimates.

7.3. Discrete inf-sup constant. Making use of the basis functions defined in Section 3, the algebraic equations corresponding to the discrete Stokes eigenvalue problem (3.11) can be written under a matrix form:

\[
\begin{align*}
A u_5 + E p_5 &= \lambda_5 B u_5, \\
E^T u_5 &= 0,
\end{align*}
\]

where \( A \) and \( E \) are matrices corresponding to discrete Laplace operator and discrete divergence operator respectively, and \( B \) is the mass matrix. Moreover, let \( \tilde{B} \) be

\[
\begin{align*}
\end{align*}
\]
Figure 7.5. Uniform triangulations on L-shaped domain with mesh size $h = 1$ (left), $h = 1/2$ (center), $h = 1/4$ (right).

Figure 7.6. Geometric meshes of level 2, 3 and 4 from left to right.

Figure 7.7. Relative errors of the five smallest eigenvalues on L-shaped domain by the TSEM on the meshes corresponding to Figure 7.5 from left to right. $M$ denotes the polynomial degree of the discrete velocity space on each element.

the mass matrix associated with the pressure subspace, i.e.,

$$
\tilde{B} = \left[ (J_{k}^{0,0,0} \circ F_{m}^{-1}, J_{l}^{0,0,0} \circ F_{m}^{-1})_{T_m} \right]
$$

for all admissible $k, l$ and $T_m \in \mathcal{T}$. Define

$$
S := E^{\top} A^{-1} E
$$

(7.3)

and let $\lambda_{\min}^S, \lambda_{\max}^S$ be the minimum and maximum eigenvalues of the algebraic eigenvalue system $S = \lambda \tilde{B}$. Then referring to [40], [2] and [50], we know that

$$
\lambda_{\max}^S = 1, \quad \lambda_{\min}^S = \beta_2^S.
$$

(7.4)
Numerical results are then reported for the mono-domain case. In Figure 7.8, we plot $\beta^2_\delta$ on $\Omega = \hat{T}$ versus $M$ in log-log scale which states a slope tending to $M^{-1}$. As a comparison, the square of the discrete inf-sup constant $\beta^2_\delta$ versus the separate polynomial degree $M$ is also plotted for the $Q_M - Q_{M-2}$ spectral method on $\Omega = [-1,1]^2$. In both cases, the discrete inf-sup constant $\beta_\delta$ decays as $M^{-1/2}$ asymptotically for large $M$. The result coincides with Theorem 4.3, which, in turn, shows the sharpness of our estimate. Furthermore, a pre-asymptotic phenomena is observed for $M \leq 100$, which reflects a transition process to the $hp$ behaviour.

Concluding remarks

In summary, we have proposed the triangular spectral element method for the Stokes eigenvalue problems with Dirichlet boundary conditions based on the generalized Koornwinder polynomials, then emphasis has been set on the comprehensive rigorous numerical analysis on the triangular spectral element method.

The fundamental tool in our numerical analysis is the truncated Fourier series $\pi^{-1,-1,-1}_M u$ in the orthogonal Koornwinder polynomials $J^{-1,-1,-1}_l$, $l \in \mathbb{N}_0^2$, which serves as an orthogonal projection of $u$ on the reference triangle $\hat{T}$. An orthogonality analysis further reveals that $\pi^{-1,-1,-1}_M u$ is actually a Fortin interpolation in $H^1_0(\hat{T})$ whose norm $\lesssim \sqrt{M}$. Following the Fortin’s criterion together with the Boland-Nicolaides local-to-global argument, we finally derive a sharp estimate on the discrete inf-sup constant of the divergence.

Since the local projection on each triangular element interpolates the function $u$ at its vertices and its trace on each side of the triangle reduces to a common type of the one-dimensional orthogonal projection. The local-to-global mapping is then simply defined as the union of all the local projections such that the resulting global projection is a naturally continuous piecewise polynomial which satisfies the Dirichlet boundary conditions and has the optimal error estimate. Taking the global projection as the intermediate piecewise polynomial, we have further obtained the optimal error estimate of the $H^1$-orthogonal spectral element projection from the well-known projection theorem.
As a result, the optimal error estimate of our triangular spectral element method for Stokes eigenvalues finally follows from the spectral theory on the mixed methods for variationally posed eigenvalue problems. More importantly, inspired by the classic approximation theory that the orthogonal projection is independent of a particular orthogonal polynomial basis, we have proved that the local orthogonal projection \( \pi \) is rotationally invariant. In some sense, this allows us to perform a numerical analysis direction by direction on an arbitrary triangle in a similar way as on a tensorial domain, which, in return, largely simplifies our work on the numerical analysis of the triangular spectral element method. Heuristically, one can develop the tetrahedral spectral element method in analogue and extend the theory in the current paper into three or even higher dimensions.

**Appendix A. The proof of Lemma 2.2**

**Proof of Lemma 2.2** By (2.20) and (2.21),

\[
(\partial_\xi \partial_\eta \tilde{J}_l, \partial_\xi \partial_\eta \tilde{J}_k)_{w^{1,0,0,\tilde{T}}} + (\partial_\eta \partial_\xi \tilde{J}_l, \partial_\eta \partial_\xi \tilde{J}_k)_{w^{0,1,0,\tilde{T}}} \\
= 4(2|l| - 1)(2|k| - 1) \\
\times ((l_1 - 1)J_{l_1 - 2,l_2}^{1,0,0} + l_1J_{l_1 - 2,l_2 - 1}^{1,0,0} + (k_1 - 1)J_{l_1 - 2,k_2}^{1,0,0} + k_1J_{l_1 - 1,k_2 - 1}^{1,0,0}) \\
+ 4(2|l| - 1)(2|k| - 1) \\
\times ((l_1 - 1)J_{l_1 - 2,l_2}^{0,1,0} - l_1J_{l_1 - 1,l_2 - 1}^{0,1,0} + (k_1 - 1)J_{k_1 - 2,k_2}^{0,1,0} - k_1J_{k_1 - 1,k_2 - 1}^{0,1,0}).
\]

Using the symmetry property (2.12) of \( J_l^{0,1,0} \) together with exchange of the order of integration, we further get that

\[
(\partial_\xi \partial_\eta \tilde{J}_l, \partial_\xi \partial_\eta \tilde{J}_k)_{w^{1,0,0,\tilde{T}}} + (\partial_\eta \partial_\xi \tilde{J}_l, \partial_\eta \partial_\xi \tilde{J}_k)_{w^{0,1,0,\tilde{T}}} \\
= 4(2|l| - 1)(2|k| - 1)(1 + (-1)^{l_1 + k_1}) \times ((l_1 - 1)J_{l_1 - 2,l_2}^{1,0,0} + l_1J_{l_1 - 1,k_2 - 1}^{1,0,0} \\
+ (k_1 - 1)J_{k_1 - 2,k_2}^{1,0,0} + k_1J_{k_1 - 1,l_2 - 1}^{1,0,0}) \\
+ 8(2|l| - 1)^2 \left[ (l_1 - 1)J_{l_1 - 1,l_2 - 1}^{0,1,0} + l_1^2J_{l_1 - 1,l_2 - 1}^{0,1,0} \right] \delta_{l,k},
\]

where the last equality sign is derived from the orthogonality relation (2.11). Further, by (2.18), (2.10) and (2.4), we have

\[
\partial_\xi \tilde{J}_l(\tilde{x}, 0) = - (2|l| - 1) \left[ (2 - \delta_{l_1,1})J_{l_1 - 1,l_2}^{0,1,0}(\tilde{x}, 0) + (2 - \delta_{l_1,0})J_{l_1 - 1,l_2 - 1}^{0,1,0}(\tilde{x}, 0) \right] \\
= - (2|l| - 1) \left[ \delta_{l_1,1}J_{l_2}^{0,0}(1 - 2\tilde{x}) + \delta_{l_1,0}J_{l_2 - 1}^{0,0}(1 - 2\tilde{x}) \right] \\
= - (2|l| - 1)(\delta_{l_1,1} + \delta_{l_1,0})J_{|l| - 1}^{0,0}(1 - 2\tilde{x}).
\]

In analogy,

\[
\partial_\eta \tilde{J}_l(0, \tilde{y}) = (1 - l_1 + 1)(2|l| - 1)(\delta_{l_1,1} + \delta_{l_1,0})J_{|l| - 1}^{0,0}(1 - 2\tilde{y}).
\]
Thus we obtain that
\[ (A.4) \]
\[
(\partial_x \tilde{J}_l, \partial_x \tilde{J}_k)_{\Gamma_2} + (\partial_y \tilde{J}_l, \partial_y \tilde{J}_k)_{\Gamma_1}
\]
\[
= \frac{1}{2} (2|l| - 1)(2|k| - 1)(\delta_{l,0,0} + \delta_{l,1,1})(\delta_{k,0,0} + \delta_{k,1,1})(f^0_{|l|-1} f^0_{|k|-1})_1
\]
\[
+ \frac{1}{2} (2|l| - 1)(2|k| - 1)(\delta_{l,0,0} + \delta_{l,1,1})(\delta_{k,0,0} + \delta_{k,1,1})(-1)^{l+k}(f^0_{|l|-1} f^0_{|k|-1})_1
\]
\[
= \frac{1}{2} (2|l| - 1)(2|k| - 1)(\delta_{l,0,0} + \delta_{l,1,1})(\delta_{k,0,0} + \delta_{k,1,1}) \times (1 + (-1)^{l+k})\gamma^0_{|l|-1} \delta_{|l|,|k|}
\]
\[
= (2|l| - 1)^2 \gamma^0_{|l|-1} (\delta_{l,0,0} + \delta_{l,1,1}) \delta_{l,k}.
\]

Moreover, it can be easily seen from the definition \[ (2.15) \] of $\tilde{J}_l$ that
\[ (A.5) \]
\[
\tilde{J}_l(0,0)\tilde{J}_k(0,0) = \delta_{l,0}\delta_{k,0}.
\]

Combining \[ (A.1) \], \[ (A.4) \] and \[ (A.5) \], we finally get that
\[
\langle \tilde{J}_l, \tilde{J}_k \rangle_{\tilde{\mathcal{T}}} = \gamma_l \delta_{l,k},
\]
\[
\gamma_l := 8(2|l| - 1)^2 \left[ (l_1 - 1)^2 \gamma^0_{l_1,0} t_2 + l_2^2 \gamma^0_{l_1,1} t_2 - 1 \right]
\]
\[
+ (2|l| - 1)^2 \gamma^0_{|l|-1} (\delta_{l,0,0} + \delta_{l,1,1}) + \delta_{l,0} > 0,
\]

where the last inequality sign is derived from the fact that, for $d \in \mathbb{N}$ and $\alpha \in (-1, \infty)^{d+1}$, $\gamma^0_{l,\alpha} > 0$ if $l \in \mathbb{N}_0^d$ and $\gamma^0_{l,\alpha} = 0$ otherwise. This completes the proof. \[ \Box \]

Appendix B. The proof of Lemma 4.2

Proof of Lemma 4.2. Owing to the orthogonality of \{\tilde{J}_l\}_{l \in \mathbb{N}_0^d} with respect to the inner product \[ \langle \cdot, \cdot \rangle_{\tilde{\mathcal{T}}} \] in $H^2(\tilde{\mathcal{T}})$, the validation of the third equality sign of \[ (4.6) \] is obvious:
\[
\hat{u} = \sum_{l \in \mathbb{N}_0^d} \hat{u}_l \tilde{J}_l, \quad \pi^{-1,-1}_{|l|} \hat{u} = \sum_{|l| \leq M} \hat{u}_l \tilde{J}_l, \quad \hat{u}_l = \frac{\langle \hat{u}, \tilde{J}_l \rangle_{\tilde{\mathcal{T}}}}{\gamma_l}.
\]

As a result,
\[
u(\hat{x}, \hat{y}) = u(\hat{y}, 1 - \hat{x} - \hat{y}) = \sum_{l \in \mathbb{N}_0^d} \widehat{u^R_l} \tilde{J}_l(\hat{y}, 1 - \hat{x} - \hat{y}) = \sum_{l \in \mathbb{N}_0^d} \widehat{u^R_l} \tilde{K}_l(\hat{x}, \hat{y}),
\]
\[
\widehat{u^R_l} = \frac{\langle u^R, \tilde{J}_l \rangle_{\tilde{\mathcal{T}}}}{\gamma_l},
\]

which, in return, implies that
\[
(\pi^{-1,-1}_{|l|} u^R)^{\mathcal{K}}(\hat{x}, \hat{y}) = (\pi^{-1,-1}_{|l|} u^R)(\hat{y}, 1 - \hat{x} - \hat{y}) = \sum_{|l| \leq M} \widehat{u^R_l} \tilde{K}_l(\hat{x}, \hat{y}).
\]

According to the definition \[ (4.5) \] of $\pi^{-1,-1}_{|l|}$, an equivalent statement for the first and the fourth equality signs in \[ (4.6) \] then reads
\[
\langle u - (\pi^{-1,-1}_{|l|} u^R)^{\mathcal{K}}, \tilde{J}_k \rangle_{\tilde{\mathcal{T}}} = 0, \quad k \in \mathbb{N}_0^d, \ |k| \leq M.
\]

Thus it suffices to prove that $\tilde{K}_l, \ |l| \geq 2$ is a linear combination of $\tilde{J}_k, \ |k| = |l|$. 

By \((2.16)\), \((2.22)\) and \((2.13)\),
\[
\partial_x \partial_z \tilde{K}_l (\hat{x}, \hat{y}) = \partial_x \partial_z \left[ \tilde{J}_l (\hat{y}, 1 - \hat{x} - \hat{y}) \right]
\]
\[
= - (2|l| - 1) \left[ (|l| + l_1) J_{1, j_2 - 2}^{0, 0, 1} (\hat{y}, 1 - \hat{x} - \hat{y}) - (|l| - l_1 - 2) J_{1, j_2 - 2}^{0, 0, 1} (\hat{y}, 1 - \hat{x} - \hat{y}) \right]
\]
\[
= - (2|l| - 1) \left[ (|l| + l_1) K_{1, j_2 - 2}^{1, 1, 0} (\hat{x}, \hat{y}) - (|l| - l_1 - 2) K_{1, j_2 - 2}^{1, 1, 0} (\hat{x}, \hat{y}) \right].
\]
Similarly,
\[
\partial_y \partial_z \tilde{K}_l (\hat{x}, \hat{y}) = 2(2|l| - 1) \left[ l_1 K_{1, j_2 - 1}^{1, 0, 1} (\hat{x}, \hat{y}) + (l_1 - 1) K_{1, j_2 - 2}^{0, 1, 1} (\hat{x}, \hat{y}) \right].
\]
The two equations above together with the orthogonality of both \(\{J_l^\alpha\}\) and \(\{K_l^\alpha\}\) in \(L_{w_\alpha}^2 (T)\) for \(\alpha \in (-1, \infty)^3\) imply that
\[
(B.1) \quad (\partial_x \partial_z \tilde{K}_l, \partial_x \partial_z \tilde{J}_k)_{w^{1, 0, 0}, T} + (\partial_y \partial_z \tilde{K}_l, \partial_y \partial_z \tilde{J}_k)_{w^{0, 1, 0}, T} = 0, \quad |l| \neq |k|.
\]
Further, by \((2.16)\), \((2.10)\), \((2.11)\), \((2.5)\) and \((2.7)\) successively,
\[
\partial_x \tilde{K}_l (\hat{x}, 0) = \partial_x \tilde{J}_l (0, 1 - \hat{x})
\]
\[
= (2|l| - 1) \left[ (2 - \delta_{l_1, l_2}) J_{1, j_2 - 1}^{1, 0, 0} (0, 1 - \hat{x}) - (2 - \delta_{l_1, l_2}) J_{1, j_2 - 1}^{1, 0, 0} (0, 1 - \hat{x}) \right]
\]
\[
= (2|l| - 1) \left[ \delta_{l_1, 1} J_{1, j_2 - 1}^{0, 0} (2\hat{x} - 1) - \delta_{l_1, 1} J_{1, j_2 - 1}^{0, 0} (2\hat{x} - 1) \right]
\]
\[
= (-1)^{j_2 + 1} (2|l| - 1) (\delta_{l_1, 1} + \delta_{l_1, 0}) J_{|l| - 1}^{0, 0} (1 - 2\hat{x}).
\]
In analogy,
\[
(B.3) \quad \partial_y \tilde{K}_l (0, \hat{y}) = - 2(2l_1 - 1)(2|l| - 1) \frac{\delta_{l_2, 0} J_{|l| - 1}^{0, 0} (1 - 2\hat{y})}{|l| + l_1 - 1}.
\]
Owing to the orthogonality of the Jacobi polynomials \(\{J_n^{0, 0}, n \in \mathbb{N}_0\}\), we derive from \((A.2)\), \((B.2)\), \((A.3)\) and \((B.3)\) that
\[
(B.4) \quad (\partial_x \tilde{K}_l, \partial_x \tilde{J}_k)_{\Gamma_2} + (\partial_y \tilde{K}_l, \partial_y \tilde{J}_k)_{\Gamma_1} = 0, \quad |l| \neq |k|.
\]
Moreover, it can be easily seen from \((2.15)\) and \((2.16)\) that
\[
(B.5) \quad \tilde{K}_l (0, 0) = 0, \quad |l| \geq 2.
\]
Finally, a combination of \((B.1)\), \((B.4)\), \((B.5)\) yields
\[
(\tilde{K}_l, \tilde{J}_k)_T = 0, \quad |l| \neq |k|,
\]
which implies \(\tilde{K}_l, |l| \geq 2\), is a linear combination of \(\tilde{J}_k, |k| = |l|\).
In analogy, we prove that \(\tilde{R}_l, |l| \geq 2\), is also a linear combination of \(\tilde{J}_k, |k| = |l|\), which leads to the second and the fifth equality sign in \((4.6)\). The proof is now completed. \(\square\)
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