MULTIPARAMETER SEMIGROUPS AND ATTRACTORS
OF REACTION-DIFFUSION EQUATIONS IN \( \mathbb{R}^n \)

S. V. ZELIK

Abstract. The space-time dynamics generated by a system of reaction-diffusion equations in \( \mathbb{R}^n \) on its global attractor are studied in this paper. To describe these dynamics the extended \((n+1)\)-parameter semigroup generated by the solution operator of the system and the \(n\)-parameter group of spatial translations is introduced and their dynamic properties are studied. In particular, several new dynamic characteristics of the action of this semigroup on the attractor are constructed, generalizing the notions of fractal dimension and topological entropy, and relations between them are studied. Moreover, under certain natural conditions a description of the dynamics is obtained in terms of homeomorphic embeddings of multidimensional Bernoulli schemes with infinitely many symbols.
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Introduction

We study the space-time dynamics generated by the following quasilinear system of reaction-diffusion equations in \( \mathbb{R}^n \):

\[
\partial_t u = a \Delta_x u - (\vec{L}, \nabla_x) u - \lambda_0 u - f(u), \quad u|_{t=0} = u_0, \quad t \geq 0, \quad x \in \mathbb{R}^n.
\]

Here \( u = (u_1(t, x), \ldots, u_k(t, x)) \) is an unknown vector function, \( \Delta_x \) is the Laplace operator in the variables \( x \in \mathbb{R}^n \), \( a > 0 \) and \( \lambda_0 > 0 \) are given positive numbers,
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f(u) = (f_1(u_1, \ldots, u_k), \ldots, f_k(u_1, \ldots, u_k)) is a given nonlinear interaction function, and
(\tilde{L}, \nabla_x)u is a transport term with the following form:

\begin{equation}
(\tilde{L}, \nabla_x)u := \sum_{i=1}^{n} L_i \partial_{x_i} u,
\end{equation}

where \tilde{L} := (L_1, \ldots, L_n) is a given vector. We also assume that the nonlinearity f(u)
satisfies the following standard conditions, which guarantee that the dynamical system
generated by (0.1) is dissipative:

1. \( f \in C^2(\mathbb{R}^k, \mathbb{R}^k) \),
2. \( f(v).v \geq -C \),
3. \( f'(v) \geq -K \quad \forall v \in \mathbb{R}^k \),

where \( C > 0 \) and \( K > 0 \) are some fixed constants. (Here and in what follows, the symbol
\( u.v \) denotes the standard scalar product in \( \mathbb{R}^k \) and the condition \( f'(v) \geq -K \) means that
\( f'(v)\theta,\theta \geq -K|\theta|^2 \) for any \( \theta \in \mathbb{R}^k \).)

The notion of a global attractor plays a central role in the study of the dynamic
properties of dissipative systems generated by the evolution equations of mathematical physics (see [1] [18] [28] [39] and the references therein). Indeed, when \( \Omega \subset \mathbb{R}^n \) is a
bounded domain, most of these equations have a global attractor with finite Hausdorff
and fractal dimension. Thus, the notion of a global attractor means we can reduce our
investigation of the original dynamical system in infinite-dimensional phase space, such
as \( \Phi = L^2(\Omega) \), to the study of a reduced system on the attractor \( A \), which is in some
sense, finite dimensional. Therefore, although the original phase space is infinite dimen-
sional, the dynamic properties of these dissipative systems turn out to be close to the
properties of dynamical systems generated by ordinary differential equations and can be
studied using the standard ideas and methods of the classical, finite-dimensional theory
of dynamical systems (see [26] [36] [39] and the references therein).

The situation changes fundamentally when we move to the study of dissipative systems
generated by the equations of mathematical physics in unbounded domains. In this case,
as is well known (see, for example, [3] [11] [22] [24]), the attractor \( A \) usually has infinite
fractal dimension. (See also [10] [14] [23] for certain special cases of dissipative systems
in unbounded domains, which nonetheless have a finite-dimensional attractor.) Thus,
in contrast to the case of a bounded domain \( \Omega \), the dynamics generated by dissipative
systems in unbounded domains are essentially infinite dimensional and so the classical
“finite-dimensional” methods turn out not to be useful for studying them. Moreover,
the existence of “unbounded” spatial directions means that the solutions have a very
complicated spatial structure and so-called space chaos (see [11] [12] [43]). Space-time
chaos also arises as a result of the interactions between spatial and temporal modes.
(See, for example, [16] [35] where space-time chaos in model discrete dynamical systems
on lattices is investigated.)

In this paper we will present a systematic study of the infinite-dimensional dynamics
that emerge on attractors of dissipative systems in unbounded domains, taking as our
model the system of equations (0.1). Our method is based on the following simple
observation: since (0.1) is spatially homogeneous, its attractor \( A \) is invariant under the
group \( \{T_h, h \in \mathbb{R}^n \} \) of spatial translations:

\begin{equation}
T_h : A \to A, \quad T_h A = A, \quad (T_h u_0)(x) := u_0(x + h), \quad h \in \mathbb{R}^n.
\end{equation}

Moreover, this group commutes with the evolutionary semigroup \( \{S_t, t \geq 0 \} \) generated
by (0.1) on the attractor. Thus, the extended \((n + 1)\)-parameter semigroup

\begin{equation}
S_{(t,h)} := S_t \circ T_h, \quad S_{(t,h)} : A \to A, \quad t \geq 0, \quad h \in \mathbb{R}^n,
\end{equation}

\( \leq \)
acts on the attractor \( \mathcal{A} \) of (0.1). We will be interpreting the multiparameter semigroup (0.5) as a dynamical system with multidimensional time acting on the attractor \( \mathcal{A} \); we shall describe the space-time dynamics generated by equation (0.1) in terms of dynamic characteristics of this system. In particular, we will show that, in spite of a seemingly fundamental difference between the space and time directions in the dynamical system (0.5) \((h \in \mathbb{R}^n \text{ and } t \in \mathbb{R}_+\), respectively), these directions are, in a sense, equivalent and can be studied within the framework of a single theory.

The paper has the following structure. In §1 we recall the standard analytic properties of solutions of equation (0.1), discussing various a priori estimates, the global existence of solutions, their uniqueness, smoothness, and so on.

In §2 we show that the semigroup \( \{S_t, t \geq 0\} \) generated by equation (0.1) has a global locally compact attractor \( \mathcal{A} \) in the phase space \( \Phi_h := L^\infty(\mathbb{R}^n) \), which is bounded in \( \Phi_h \) and compact in \( \Phi_{boe} := L^\infty_{boe}(\mathbb{R}^n) \). In addition, we obtain several upper bounds for the Kolmogorov entropy of this attractor, which are of fundamental significance in what follows.

We have devoted §3 to the study of the topological entropy \( h_{top}(\mathcal{A}, S_{(t,h)}) \) of the action of the multiparameter semigroup (0.5) on the attractor \( \mathcal{A} \). In particular, we obtain several equivalent formulae for calculating it. Using these we prove that

\[
(0.6) \quad h_{top}(\mathcal{A}, S_{(t,h)}) \leq C < \infty.
\]

This result is a natural generalization to an unbounded domain, of the classical result that the topological entropy of the action of the evolutionary semigroup \( S_t \) on the attractor \( \mathcal{A} \) of (0.1) in a bounded domain \( \Omega \) is finite. Recently, in [33] examples of equations of the form (0.1) for which this quantity is strictly positive were constructed.

In §4 we study the action on the attractor \( \mathcal{A} \) of the subsemigroups \( \mathcal{S}^V_{k} \) of the extended semigroup (0.5), that correspond to various \( k \)-dimensional hyperplanes \( V_k \) in space-time \( \mathbb{R}_t \times \mathbb{R}^n_k \):

\[
(0.7) \quad \mathcal{S}^V_{k} := \{ S_{(t,h)}; t \geq 0, \ (t,h) \in V_k \} , \quad \mathcal{S}^V_{k} \mathcal{A} = \mathcal{A}.
\]

For example, choosing the one-dimensional hyperplane \( V_1 = \mathbb{R}_t \) corresponds to purely temporal dynamics \( \{S_t, t \geq 0\} \); choosing \( V_n = \mathbb{R}_n^+ \), to purely spatial “dynamics” \( \{T_h, h \in \mathbb{R}^n\} \). An intermediate choice of the hyperplane \( V_k \) describes the interaction of spatial and temporal modes of the system under consideration (generated, for example, by travelling waves). Note that, by contrast with the semigroup (0.5), the actions of the semigroups (0.7) as a rule have infinite topological entropy: \( h_{top}(\mathcal{A}, S^V_{(t,h)}) = \infty \) if \( k < n+1 \) (see §8 and §10). Therefore, we introduce the notion of generalized topological entropies \( \hat{h}_{top}^{n+1-k}(\mathcal{A}, S^V_{(t,h)}) \) of the action of \( k \)-parameter semigroups of the form (0.7) on the attractor \( \mathcal{A} \) and prove that they are finite:

\[
(0.8) \quad \hat{h}_{top}^{n+1-k}(\mathcal{A}, S^V_{(t,h)}) \leq C < \infty.
\]

In addition, we obtain certain relations between the entropies corresponding to different hyperplanes \( V_k \). These are a natural generalization to the multidimensional case of the classical inequality between the topological entropy and the fractal dimension.

In §5 we prove that the evolutionary operator \( S_t \) is invertible on the attractor \( \mathcal{A} \) and verify that the inverse operator \( S_{-t} \) satisfies a Hölder condition (with index \( \alpha \) arbitrarily close to 1). This result is used later to prove that quantitative complexity characteristics of the spatial structure of the initial condition \( u_0 \in \mathcal{A} \) are preserved under temporal evolution.
In §6 we state and prove an abstract theorem on a strongly unstable manifold of a smooth mapping in a neighborhood of a nonhyperbolic equilibrium. This is of fundamental importance in obtaining lower bounds for the generalized entropies $\hat{h}_{\text{top}}^{n+1-k}(\mathcal{A}, S_{(t,h)}^{(n)})$ and for describing the space-time dynamics (0.5) in terms of Bernoulli schemes.

In §7 we apply the abstract theorem in §6 to construct a strongly unstable manifold of a spatially homogeneous equilibrium of (0.1). Using this manifold we prove the existence of a homeomorphic embedding $\hat{\mathcal{V}}$ of the unit ball $\mathcal{B}(\sigma)$ in the classical space $\mathbb{B}_\sigma(\mathbb{R}^n)$ (the set of functions $u_0 \in L^\infty(\mathbb{R}^n)$ whose Fourier transforms have support contained in the cube $[-\sigma, \sigma]^n$) into the attractor $\mathcal{A}$ commuting with the group of spatial translations:

$$\hat{\mathcal{V}} : (\mathcal{B}(\sigma), T_h) \rightarrow (\mathcal{A}, T_h).$$

Thus, the group of spatial translations acting on the ball $\mathcal{B}(\sigma)$ can be interpreted as a universal model dynamical system for describing the spatial dynamics $(\mathcal{A}, T_h)$. In particular, it follows from (0.9) that the generalized entropy $\hat{h}_{\text{top}}(\mathcal{A}, T_h)$ corresponding to the spatial hyperplane $V_n = \mathbb{R}^n$ is strictly positive.

In §8, using a certain generalization of the classical Kotel’nikov–Cartwright formula for functions in $\mathbb{B}_\sigma$, we construct a homeomorphic embedding of the multidimensional Bernoulli scheme $\mathcal{M}_n := [-1,1]^{2^n}$ with infinitely many symbols $\omega \in [-1,1]$ into the model dynamical system $(\mathcal{B}(\sigma), T_h)$ and therefore, due to the embedding (0.9), also into the spatial dynamics $(\mathcal{A}, T_h)$ on the attractor.

The main purpose of §9 and §10 is to obtain similar results for hyperplanes $V_n$ containing temporal directions, for example, $V_n = \text{span}\{e_t, e_{x_2}, \ldots, e_{x_n}\}$. To do this, we assume that the vector $\hat{\ell}$ has the form $L_{e_x}$ and consider the following auxiliary parabolic-boundary-value problem in the domain $\Omega_{x_1} := \{(t,x) \in \mathbb{R}^{n+1}, x_1 > 0\}$:

$$\begin{align*}
\partial_t u &= a\Delta_x u - L\partial_x, u - \lambda_0 u - f(u), \\
\left. u \right|_{x_1=0} &= u^0,
\end{align*}$$

(0.10)

where the variable $x_1$ is interpreted as “time”, and the variables $(t, x_2, \ldots, x_n)$, as space variables.

In particular, in §9 we prove that (0.10) does define a dissipative dynamical system $\mathcal{S}_{x_1}$ in the phase space $\Psi_h := L^\infty(\mathbb{R}^n)$ if $L > 0$ is sufficiently large. The attractors of equations (0.1) and (0.10), in a sense, coincide (see §9). Thus the description of the “spatial” dynamics generated by (0.10) gives a description of the space-time dynamics corresponding to the hyperplane $V_n$ generated by the original equation (0.1). In §10 we construct a strongly unstable manifold for the problem (0.10), in a similar way to §7, and we obtain a homeomorphic embedding

$$\tau : (\mathcal{B}(\sigma), T_h) \rightarrow (\mathcal{A}, S^{V_n}_{(t,h)}), \quad V_n = \text{span}\{e_t, e_{x_2}, \ldots, e_{x_n}\}.$$  

Moreover, (0.11) and the results of §8 yield a description of the space-time dynamics corresponding to the hyperplane $V_n$, based on the embedding of the Bernoulli scheme $\mathcal{M}_n := [-1,1]^{2^n}$. In particular, from this it follows that the generalized entropy $\hat{h}_{\text{top}}^n(\mathcal{A}, S_t)$ corresponding to the temporal “hyperplane” $V_1 = \mathbb{R}_t$ is strictly positive:

$$\hat{h}_{\text{top}}^n(\mathcal{A}, S_t) \geq C > 0 \quad \text{and therefore} \quad h_{\text{top}}(\mathcal{A}, S_t) = \infty.$$  

Finally, in §11 we prove that, in the case of a gradient nonlinearity $f(u) = \nabla_u F(u)$, the topological entropy of the multiparameter semigroup (0.5) is equal to zero:

$$h_{\text{top}}(\mathcal{A}, S_{(t,h)}) = 0.$$  

This fact is a natural generalization of the classical result that the topological entropy of gradient systems of ordinary differential equations is equal to zero (see, for example, [3]).

In conclusion it is worth mentioning that the main results of the paper are apparently valid for a substantially broader class of dissipative equations than (0.1). For example,
most of the results stated above remain valid in the general case of a nonscalar diffusion matrix \(a\); see \[43, 44\]. Moreover, partial analogues to them were obtained in \[4, 21, 42\] for dissipative wave equations, and in \[8\], for elliptic equations in cylindrical domains.

1. Analytic properties of solutions of reaction-diffusion equations in \(\mathbb{R}^n\)

In this section we show that (0.1) generates a dissipative semigroup in phase space \(\Phi_b := L^\infty(\mathbb{R}^n)\) and study its analytic properties. Since results of this type are fairly standard (see, for example, \[5\] or \[23\]), we just sketch the proofs below, leaving the details to the reader. We begin with the following theorem, which gives a dissipative estimate for solutions of (0.1).

**Theorem 1.1.** Suppose that equation (0.1) satisfies the conditions stated in the Introduction. Then for any \(u_0 \in \Phi_b\) there exists a unique solution \(u(t), t \geq 0, \) of (0.1), and

\[
\|u(t)\|_{L^\infty(\mathbb{R}^n)} \leq C\left(\|u_0\|_{L^\infty(\mathbb{R}^n)} e^{-\alpha t} + 1\right),
\]

where \(C\) and \(\alpha\) are some positive constants.

**Proof.** The derivation of (1.1) is based on the maximum principle for solutions of parabolic equations in \(\mathbb{R}^n\). For if we let \(w(t) = w(t, x) := |u(t)|^2\), by (0.3), item 2 this function satisfies the inequality

\[
\partial_t w - a\Delta_x w - (\hat{L}, \nabla_x) w + 2\lambda_0 w = -2f(u(t))u(t) - 2\nabla_x u(t)\cdot \nabla_x u(t) \leq 2C;
\]

(1.2)

Applying the classical maximum principle (see, for example, \[5\]) to (1.2) we obtain

\[
|u(t, x)|^2 \leq \|u_0\|_{L^\infty(\mathbb{R}^n)}^2 e^{-2\lambda_0 t} + \frac{C}{\lambda_0},
\]

which proves the dissipative estimate (1.1). The existence and uniqueness of the solution \(u(t)\) can be derived in the usual way from the \textit{a priori} estimate (1.1) (see, for example, \[5\]). This proves Theorem 1.1. \(\square\)

**Corollary 1.1.** Suppose that the hypotheses of Theorem 1.1 hold. Then the solution \(u(t)\) constructed in Theorem 1.1 satisfies

\[
\|u(t)\|_{C^{4-\delta}}(\mathbb{R}^n) + \|\partial_t u\|_{C^{0}(\Omega(t; t+1) \times \mathbb{R}^n)} \leq Q_\delta\left(\|u_0\|_{L^\infty(\Omega)}\right) e^{-\alpha t} + C_\delta, \quad t \geq 1,
\]

for \(t \geq 1\) and for an arbitrary \(\delta > 0\), where \(\alpha\) and \(C_\delta\) are some positive constants and \(Q_\delta(z)\) is some monotone function depending on the form of the nonlinear function \(f\) and the constant \(\delta\).

Estimate (1.3) is a standard consequence of (1.1) and the classical interior estimates for solutions of quasilinear parabolic equations of the form (0.1) (see, for example, \[5\]). We only note that the explicit form of the smoothness index \(4 - \delta\) in (1.3) is determined by the assumption that the nonlinear function \(f\) is \(C^2\)-smooth (see (0.3): \(f \in C^2(\mathbb{R}^k, \mathbb{R}^k)\)).

It follows from Theorem 1.1 that (0.1) defines a semigroup \(\{S_t \geq 0\}\) in \(\Phi_b\) by the following standard formula:

\[
S_t: \Phi_b \to \Phi_b, \quad S_t u_0 := u(t),
\]

where \(u(t)\) is a solution of (0.1) satisfying the initial conditions \(u(0) = u_0 \in \Phi_b\). Note also that equation (0.1) is spatially homogeneous. Consequently, the group \(\{T_h, h \in \mathbb{R}^n\}\) of translations along spatial directions commutes with the evolutionary semigroup (1.4):

\[
T_h \circ S_t = S_t \circ T_h, \quad t \in \mathbb{R}_+, \quad h \in \mathbb{R}^n, \quad (T_h u_0)(x) := u_0(x + h).
\]

(1.5)
Thus, (0.1) generates the action of the extended \((n+1)\)-parameter semigroup \(\{S_{(t,h)}, t \in \mathbb{R}_+, h \in \mathbb{R}^n\}\) in phase space \(\Phi_b\) by the following obvious formula:

\[
S_{(t,h)} := S_t \circ T_h, \quad t \in \mathbb{R}_+, \quad h \in \mathbb{R}^n, \quad S_{(t,h)} : \Phi_b \to \Phi_b.
\]

This multiparameter semigroup plays a key role in our study of the space-time structure of solutions of equation (0.1) in §§3–11.

As the next step we prove that the evolutionary semigroup (1.4) is Lipschitzian with respect to the initial conditions \(u_0 \in \Phi_b\).

**Theorem 1.2.** Suppose that the hypotheses of Theorem 1.1 hold. Then for any two solutions \(u(t)\) and \(u_1(t)\) of equation (0.1) the following estimate holds:

\[
|u(t, x) - u_1(t, x)| \leq Ce^{Kt} \sup_{y \in \mathbb{R}^n} \{e^{-\alpha|x-y|}|u(0, y) - u_1(0, y)|\},
\]

where the constant \(K\) is the same as in in (0.3), item 3, \(C\) is some positive constant, and \(\alpha > 0\) is a sufficiently small positive number.

**Proof.** We set \(v(t) := u(t) - u_1(t)\). This function satisfies the equation

\[
\partial_t v - a\Delta_x v + (\L, \nabla_x) v + \lambda_0 v = -l(t)v, \quad v|_{t=0} = u(0) - u_1(0),
\]

where

\[
l(t) := \int_0^1 f'(su(t) + (1 - s)u_1(t)) \, ds.
\]

By (0.3), item 3 the matrix \(l(t) = l(t, x)\) satisfies the condition \(l(t) \geq -K\). Hence the function \(w(t) = w(t, x) := |v(t, x)|^2\) satisfies the differential inequality

\[
\partial_t w - a\Delta_x w + (\L, \nabla_x) w + 2\lambda_0 w - 2Kw \leq 0, \quad w|_{t=0} = |v(0)|^2.
\]

Thus, by the maximum principle it is sufficient to prove an estimate of the form (1.7) for solutions of the linear equation

\[
\partial_t \theta - a\Delta_x \theta + (\L, \nabla_x) \theta + 2\lambda_0 \theta - 2K \theta = 0, \quad \theta|_{t=0} = |v(0)|^2.
\]

To do this we introduce the weight function

\[
\phi_{\alpha, x_0}(x) := e^{-\alpha \sqrt{1 + |x-x_0|^2}},
\]

where \(\alpha\) is a sufficiently small positive number and \(x_0\) is an arbitrary point in \(\mathbb{R}^n\). Consider the function \(\theta_{x_0}(t) = \theta_{x_0}(t, x) := \phi_{\alpha, x_0}(x) \theta(t, x)\), which clearly satisfies the equation

\[
\partial_t \theta_{x_0} - a\Delta_x \theta_{x_0} + (\L, \nabla_x) \theta_{x_0} + 2(\lambda_0 - K) \theta_{x_0} = L_1(x) \theta_{x_0} + L_2(x) \nabla_x \theta_{x_0},
\]

where

\[
L_1(x) := 2a(\phi_{\alpha, x_0}^{-1}(x) \nabla_x \phi_{\alpha, x_0})^2 - \phi_{\alpha, x_0}^{-1}(x) a \Delta_x \phi_{\alpha, x_0} - (\L, \nabla_x \phi_{\alpha, x_0}) \phi_{\alpha, x_0},
\]

\[
L_2(x) \nabla_x := -2a\phi_{\alpha, x_0}^{-1}(x) \nabla_x \phi_{\alpha, x_0} \nabla_x \phi_{\alpha, x_0}.
\]

Now observe that the weight functions (1.10) satisfy

\[
|\nabla_x \phi_{\alpha, x_0}(x)| \leq \alpha \phi_{\alpha, x_0}(x),
\]

\[
|\Delta_x \phi_{\alpha, x_0}(x)| \leq n(\alpha^2) \phi_{\alpha, x_0}(x),
\]

\[
x \in \mathbb{R}^n.
\]

Hence,

\[
|L_1(x)z| \leq C(\alpha + \alpha^2)|z|, \quad |L_2(x)\nabla_x z| \leq C(\alpha + \alpha^2)|\nabla_x z|,
\]

where

\[
\phi_{\alpha, x_0}(x) := e^{-\alpha \sqrt{1 + |x-x_0|^2}},
\]

\[
a := \text{constant}, \quad \alpha := \text{small positive number}, \quad x_0 := \text{arbitrary point in } \mathbb{R}^n.
\]
where $C$ is some constant independent of $\alpha$, $x$, and $x_0$. It follows from these estimates that if $C(\alpha + \alpha^2) \leq 2\lambda_0$, the function $\theta(t) := \|\theta_{\alpha,x_0}(0)\|_{L^\infty(\mathbb{R}^n)} e^{2Kt}$ satisfies the inequality
\[
\partial_t \theta - \Delta \theta + (\bar{L}, \nabla_x) \bar{\theta} + (\lambda_0 - 2K) \bar{\theta} - L_1(x) \bar{\theta} - L_2(x) \nabla_x \bar{\theta} \geq 0, \quad \bar{\theta}|_{t=0} = \theta(x_0)|_{t=0}.
\]
Thus, according to the maximum principle
\[
|v(t,x_0)|^2 \leq |v(t,x_0)| = \theta_{\alpha,x_0}(t,x_0) \leq \theta(t) = e^{2Kt} \|\phi_{\alpha/2,x_0}(0)\|_{L^\infty(\mathbb{R}^n)}^2.
\]
Since $x_0 \in \mathbb{R}^n$ is arbitrary, (1.7) follows from (1.15). Theorem 1.2 is proved. □

**Corollary 1.2.** Suppose that the hypotheses of Theorem 1.2 hold. Then for any two solutions $u(t)$ and $u_1(t)$ and for any $t \geq 1$ the following estimate holds:
\[
|\nabla_x u(t,x) - \nabla_x u_1(t,x)| \leq Ce^{Kt} \sup_{y \in \mathbb{R}^n} \{e^{-\alpha|x-y|} |u(0,y) - u_1(0,y)|\},
\]
where the constant $C$ depends on $\|u(0)\|_{\Phi_b}$ and $\|u_1(0)\|_{\Phi_b}$ but is independent of $t$ and $x$, while $\alpha > 0$ is the same as in Theorem 1.2.

Just as for (1.3), (1.16) is a standard consequence of (1.7) and the classical interior estimate, but this time it is applied to the linear equation (1.8) (see [23]).

Our next aim is to verify the fact that the semigroup (1.4) is Fréchet differentiable in the space $\Phi_b$. For that, as usual, we have to consider the following variational equation, which is the linearization of (0.1) along some (arbitrary) solution $u(t) = S_t u_0$:
\[
\partial_t v = a \Delta_x v - (\bar{L}, \nabla_x) \bar{v} - \lambda_0 v - f'(u(t)) v, \quad v|_{t=0} = v_0.
\]

**Proposition 1.1.** Equation (1.17) has a unique solution $v(t)$, which satisfies
\[
|v(t,x)| \leq e^{Kt} \sup_{y \in \mathbb{R}^n} \{e^{-\alpha|x-y|} |v_0(y)|\},
\]
where the constants $\alpha$ and $K$ are the same as in Theorem 1.2.

We omit the proof of (1.18) as it is word-for-word the same as the proof of Theorem 1.2. The existence of the solution $v(t)$ is a standard consequence of this estimate (just as for equation (0.1); see [3]).

We are now ready to prove that the semigroup (1.4) is differentiable.

**Theorem 1.3.** Suppose that the hypotheses of Theorem 1.1 hold. Let $u(t)$ and $u_1(t)$ be two arbitrary solutions of (0.1) and let $v(t)$ be the solution of (1.17) satisfying the initial condition $v(0) = u(0) - u_1(0)$. Then
\[
|u(t,x) - u_1(t,x) - v(t,x)| \leq Ce^{2Kt} \|u_1(0) - u_2(0)\|_{L^\infty(\mathbb{R}^n)} \sup_{y \in \mathbb{R}^n} \{e^{-\alpha|x-y|} |u(0,y) - u_1(0,y)|\},
\]
where the constants $K$ and $\alpha$ are the same as in Theorem 1.2 and the constant $C$ depends on the $L^\infty$-norm of the initial conditions $u(0)$ and $u_1(0)$ but is independent of $t \in \mathbb{R}_+$ and $x \in \mathbb{R}^n$.

**Proof.** We introduce the function $w(t) := u(t) - u_1(t) - v(t)$, which obviously satisfies the equation
\[
\partial_t w - a \Delta_x w + (\bar{L}, \nabla_x) w + \lambda_0 w + f'(u(t)) w = h_{u,u_1}(t),
\]
where
\[
h_{u,u_1}(t) := \int_0^1 [f'(su(t) + (1-s)u_1(t)) - f'(u(t))] \, ds \cdot v(t).
\]
Since \(f \in C^2(\mathbb{R}^k, \mathbb{R}^k)\) and by Theorem 1.1 the \(L^\infty\)-norms of the solutions \(u(t)\) and \(u_1(t)\) are bounded, the right-hand side of (1.20) admits the estimate

\[
|h_{u,u_1}(t,x)| \leq C|u(t,x) - u_1(t,x)| \cdot |v(t,x)|,
\]

where \(C\) depends on the \(L^\infty\)-norms of the initial conditions but is independent of \(t\) and \(x\).

By substituting (1.7) and (1.18) into the right-hand side of (1.21) we obtain

\[
|h_{u,u_1}(t,x)| \leq C_1 e^{2Kt} \sup_{y \in \mathbb{R}^n} \left\{ e^{-\alpha|x-y|} \left| u(0,y) - u_1(0,y) \right| \right\}.
\]

The required estimate, (1.19), can be derived from (1.20) and (1.22) in the same way as in the proof of Theorem 1.2. This completes the proof of Theorem 1.3. \(\square\)

**Corollary 1.3.** Suppose the hypotheses of Theorem 1.1 hold. Then the semigroup (1.4) belongs to the class \(C^{1,1}(\Phi_0, \Phi_0)\) and its Fréchet derivative \(D_{u_0}S_1(u_0)\) is calculated by the formula

\[
D_{u_0}S_1(u_0)\xi := \nu_\xi(t),
\]

where \(\xi \in \Phi_0\) is an arbitrary vector and \(\nu_\xi(t)\) is the solution of equation (1.17) that satisfies the initial condition \(\nu_\xi(0) = \xi\). In addition, the following estimate holds:

\[
\|D_{u_0}S_1(u) - D_{u_0}S_1(u_0)\|_{\mathcal{L}(\Phi_0, \Phi_0)} \leq C_2 e^{2Kt} \|u_0 - u_1\|_{\Phi_0}, \quad u_0, u_1 \in \Phi_0,
\]

where the constant \(C_2\) depends on the \(L^\infty\)-norms of the vectors \(u_0\) and \(u_1\).

Indeed, both the differentiability of the semigroup (1.4) and the estimate (1.23) follow immediately from (1.19).

To conclude this section we introduce a certain natural class of weight functions in \(\mathbb{R}^n\) and the corresponding class of weighted spaces, which will be used repeatedly in what follows.

**Definition 1.1.** A function \(\phi \in C_{loc}(\mathbb{R}^n)\) is called a weight function with exponential growth rate \(\mu > 0\) if the following inequalities hold:

\[
\phi(x) > 0 \quad \forall x \in \mathbb{R}^n \quad \text{and} \quad \phi(x + y) \leq C_\phi e^{\mu|x|} \phi(y) \quad \forall x, y \in \mathbb{R}^n,
\]

where \(C_\phi > 0\) is some constant independent of \(x\) and \(y\). Let \(\phi\) be an arbitrary weight function with exponential growth. The weighted space \(\Phi_\phi := L^\infty_\phi(\mathbb{R}^n)\) is defined by

\[
L^\infty_\phi(\mathbb{R}^n) := \left\{ u \in L^\infty_{loc}(\mathbb{R}^n), \quad \|u\|_{L^\infty_\phi(\mathbb{R}^n)} := \sup_{x \in \mathbb{R}^n} \{\phi(x)|u(x)|\} < \infty \right\}.
\]

The simplest properties of the weight functions defined above are collected in the following proposition.

**Proposition 1.2.**

1. Let \(\phi\) be a weight function with exponential growth. Then, along with (1.24), the following estimate holds:

\[
\phi(x + y) \geq C_\phi^{-1} e^{-\mu|x|} \phi(y) \quad \forall x, y \in \mathbb{R}^n.
\]

2. The function \(\varphi(x) := e^{-\alpha|x|}, \alpha \in \mathbb{R}\), is a weight function with exponential growth rate \(|\alpha|\) (with constant \(C_\varphi = 1\)) and the function \(\psi_\alpha(x) := (1 + |x|)^\alpha, \alpha \in \mathbb{R}\), is a weight function with exponential growth rate \(\mu\) for any \(\mu > 0\).

3. If \(\phi\) and \(\phi_1\) are two weight functions with exponential growth, then the functions \(\phi + \phi_1, \phi_1, \phi_1\), and \(\phi^\alpha (\alpha \in \mathbb{R})\) are also weight functions with exponential growth.

4. If \(\phi\) is a weight function with exponential growth, then the functions \(T_h\phi (h \in \mathbb{R}^n)\) and

\[
\phi_V(x) := \sup_{y \in V} \phi(x + y),
\]

where \(V\) is an arbitrary bounded subset of \(\mathbb{R}^n\), are weight functions with exponential growth and satisfy (1.24) with the same constants \(\mu\) and \(C_\phi\) as the original function \(\phi\).
5. For any function \( u \in L^\infty_b(\mathbb{R}^n) \), where \( \phi \) is an arbitrary weight function with exponential growth rate \( \mu \), the following estimates hold:

\[
\|u\|_{L^\infty_b(\mathbb{R}^n)} \leq \sup_{y \in \mathbb{R}^n} \left\{ \phi(y) \sup_{x \in \mathbb{R}^n} \{ e^{-\mu|x-y|} |u(x)| \} \right\} \leq C_\phi \|u\|_{L^\infty_b(\mathbb{R}^n)}.
\]

**Proof.** The first four parts of Proposition 1.2 are obvious (see also [23, 43]). It remains to prove (1.28). The left-hand inequality in (1.28) is also obvious, since

\[
u(y) \leq \sup_{x \in \mathbb{R}^n} \left\{ e^{-\mu|x-y|} |u(x)| \right\}.
\]

We now prove the right-hand inequality. Using (1.24) we obtain

\[
\sup_{y \in \mathbb{R}^n} \left\{ \phi(y) \sup_{x \in \mathbb{R}^n} \{ e^{-\mu|x-y|} |u(x)| \} \right\} \leq C_\phi \sup_{x, y \in \mathbb{R}^n} \left\{ \phi(x) e^{\mu|x-y|} e^{-\mu|x-y|} |u(x)| \right\} = C_\phi \|u\|_{L^\infty_b(\mathbb{R}^n)}.
\]

This completes the proof. \( \square \)

**Corollary 1.4.** Suppose that the hypotheses of Theorem 1.1 hold. Let \( \phi \) be an arbitrary weight function with exponential growth rate \( \alpha \), where the constant \( \alpha > 0 \) is the same as in Theorem 1.2. Then for any \( u_0, u_1 \in \Phi_b \cap \Phi_\phi \) the following estimates hold:

\[
\|S_t(u_0) - S_t(u_1)\|_{\Phi_\phi} + \|D_{u_0} S_t(u_0)(u_0 - u_1)\|_{\Phi_\phi} \leq C e^{Kt} \|u_0 - u_1\|_{\Phi_\phi},
\]

\[
\|S_t(u_0) - S_t(u_1) - D_{u_0} S_t(u_0)(u_0 - u_1)\|_{\Phi_\phi} \leq C e^{2Kt} \|u_0 - u_1\|_{\Phi_\phi} \|u_0 - u_1\|_{\Phi_\phi},
\]

where the constant \( C \) depends only on the \( \Phi_b \)-norms of the initial conditions \( u_0 \) and \( u_1 \) and on the constant \( C_\phi \) in (1.24). (It is independent of the explicit form of the weight function \( \phi \).)

In fact, multiplying the estimates (1.7) and (1.18) by the weight function \( \phi(x) \), taking the supremum over \( x \in \mathbb{R}^n \), and using the right-hand inequality in (1.28) we obtain (1.29). Estimate (1.30) can be derived in a similar fashion using (1.19).

### 2. The Global Attractor of a Nonlinear Reaction-Diffusion Equation and Its \( \varepsilon \)-Entropy

In this section we prove the existence of a (locally compact) global attractor of the semigroup (1.4) and state several upper bounds for the Kolmogorov entropy of this attractor, which is used extensively in what follows.

First we recall that, by contrast with the case of a bounded domain, the semigroup (1.4) generated by equation (0.1) in an unbounded domain such as \( \mathbb{R}^n \) for example, as a rule has no classical global attractor (see [41, 43]). Therefore the following weakened version of the notion of a global attractor is usually used to describe the asymptotic behavior of solutions of evolution equations in unbounded domains as \( t \to \infty \) (see [23, 25, 32]).

**Definition 2.1.** A set \( \mathcal{A} \subset \Phi_b \) is called a (locally compact) global attractor of the semigroup (1.4) if the following conditions hold:

1. The set \( \mathcal{A} \) is bounded in \( \Phi_b \) and compact in \( \Phi_{\text{loc}} := L^\infty_{\text{loc}}(\mathbb{R}^n) \).
2. The set \( \mathcal{A} \) is strictly invariant: \( S_t \mathcal{A} = \mathcal{A} \).
3. The set \( \mathcal{A} \) attracts the images of subsets that are bounded in the phase space \( \Phi_b \) in the weaker topology of the space \( \Phi_{\text{loc}} \). That is, for any \( B \subset \Phi_b \) that is bounded in \( \Phi_b \) and any neighborhood \( \mathcal{O}(\mathcal{A}) \) of the set \( \mathcal{A} \) in the local topology of the space \( \Phi_{\text{loc}} \) there exists \( T = T(B, \mathcal{O}) \) such that

\[
S_t B \subset \mathcal{O}(\mathcal{A}) \quad \text{for} \quad t \geq T.
\]
Then, since we have assumed that the attractor \( A \) to any bounded domain \( \Omega \subset \mathbb{R}^n \) is compact in \( L^\infty(\Omega) \). Further, let \( \phi \) be an arbitrary weight function satisfying
\[
(2.2) \quad \lim_{|x| \to \infty} |\phi(x)| = 0.
\]
Then, since we have assumed that the attractor \( A \) is bounded (but not compact!) in \( \Phi_b \), the topologies generated by the embeddings \( A \subset \Phi_{\text{loc}} \) and \( A \subset \Phi_b \) coincide. Therefore Definition 2.1, item 1 can be reformulated as follows: the set \( A \) is bounded in \( \Phi_b \) and compact in \( \Phi_b \), for some weight function \( \phi \) satisfying (2.2).

Similarly, Definition 2.1, item 3 is equivalent to the following: for any subset \( B \subset \Phi_b \) that is bounded in \( \Phi_b \), any bounded domain \( \Omega \subset \mathbb{R}^n \), and any neighborhood \( \mathcal{O}(A|_{\Omega}) \) of the restriction of the attractor to the domain \( \Omega \), in the topology of the space \( L^\infty(\Omega) \), there exists \( T = T(B, \Omega, \mathcal{O}) \) such that
\[
(2.3) \quad (S_t B)|_{\Omega} \subset \mathcal{O}(A|_{\Omega}) \quad \text{for} \quad t \geq T.
\]
(This means that the time required for the image of the set \( B \) restricted to a bounded domain \( \Omega \) to enter an \( \varepsilon \)-neighborhood \( \mathcal{O}_{\varepsilon}(A)|_{\Omega} \) of the attractor \( A \) (in the topology of \( \Phi_b \)) can increase if the domain \( \Omega \) is enlarged.)

The following theorem proves that, in the sense of Definition 2.1, the attractor \( A \) exists for the semigroup (1.4).

**Theorem 2.1.** Suppose that the hypotheses of Theorem 1.1 hold. Then the semigroup (1.4) generated by equation (0.1) has a locally compact attractor \( A \), which is bounded in the space \( C_b^{4-\delta}(\mathbb{R}^n) \) for any \( \delta > 0 \), is strictly invariant under the action of the extended \( (n+1) \)-parameter semigroup (1.6), that is,
\[
(2.4) \quad S_{(t,h)} A = A, \quad t \in \mathbb{R}_+, \quad h \in \mathbb{R}^n,
\]
and admits the following standard description:
\[
(2.5) \quad A = K|_{t=0},
\]
where \( K \) is the set of all solutions \( u(t) \) of (0.1) that are defined for all \( (t,x) \in \mathbb{R}^{n+1} \) and lie in the space \( L^\infty(\mathbb{R}^{n+1}) \).

**Proof.** According to the theorem on the existence of an attractor for abstract semigroups (see, for example, [1] [2] [39]) we need to verify the following conditions:

1. The semigroup \( S_t \) has an absorbing set \( B \) that is bounded in \( \Phi_b \) and compact in \( \Phi_{\text{loc}} \).
2. The restriction of the operator \( S_t \) to this compact set is continuous (with respect to the initial conditions) in the topology of the space \( \Phi_{\text{loc}} \).

We now verify these conditions. Indeed, according to (1.1) the ball
\[
B := \{ u \in \Phi_b, ||u||_{\Phi_b} \leq 2C \}
\]
is an absorbing set of the semigroup (1.4), which is bounded in \( \Phi_b \) and closed (but not compact) in \( \Phi_{\text{loc}} \). Note also that the restriction of the operator \( S_t \) to \( B \) is continuous for any fixed \( t \). Indeed, since \( B \) is bounded in \( \Phi_b \), the local topology on \( B \) can be defined by the metric of the space \( \Phi_b \), where \( \phi \) is some weight function satisfying (2.2). The fact that \( S_t \) is continuous (and even Lipschitzian) in this metric is an immediate consequence of (1.29).

We claim that the set \( B := S_1 B \) is the required absorbing set. Indeed, by Corollary 1.1 the set \( B \) is bounded in \( C_b^{4-\delta}(\mathbb{R}^n) \) and is therefore precompact in \( \Phi_{\text{loc}} \). The fact that it is closed in \( \Phi_{\text{loc}} \) follows from the continuity of the operator \( S_1 \) on \( B \), proved above. Thus, the first condition is verified. The second condition can be proved in the same
way as the continuity of \( S_t \) on \( B \), since \( B \) is also bounded in \( \Phi_b \). Consequently, by the abstract theorem on the existence of an attractor mentioned above, the semigroup (1.4) has an attractor \( A \), which is a subset of \( B \) and is therefore bounded in \( C^{1-\delta}_b(\mathbb{R}^n) \) and admits the standard description (2.5). Finally, the fact that the attractor is invariant under the extended semigroup (1.5) follows immediately from the fact that the original equation (0.1) is spatially homogeneous. Theorem 2.1 is proved.

Thus, equation (0.1) has a global attractor \( A \), which is compact in the local topology of the space \( \Phi_b \), but, as a rule, is not compact in the topology of the space \( \Phi_b \). Indeed, since every equilibrium automatically belongs to the attractor, it follows from (2.6) that, in particular, all the bounded solutions of the elliptic equation

\[
\partial_t u = \Delta_x u - f(u) = 0, \quad x \in \mathbb{R}^n,
\]

must be almost periodic with respect to \( x \in \mathbb{R}^n \). Note that this condition is extremely restrictive and, as a rule, does not hold for quite realistic examples of equations of the form (0.1). For instance, consider the following scalar Chafee–Infante equation in \( \mathbb{R}^n \):

\[
\partial_t u = \Delta_x u + u - u^3.
\]

It is obvious that this equation satisfies all the hypotheses of Theorem 1.1, and so there exists a locally compact attractor \( A \). On the other hand, the function \( u_0(x) = u_0(x_1) := \tanh\left(\frac{x_1}{\sqrt{2}}\right) \) is an equilibrium of this equation, which is not almost-periodic. Thus, \( A \) is not compact in the original phase space \( \Phi_b \).

The following example shows that solutions of (0.1) in general are not attracted to \( A \) in the uniform topology of the space \( \Phi_b \), even in the case where \( A \) is compact in \( \Phi_b \).

Consider the scalar equation

\[
\partial_t u = \Delta_x u - f(u), \quad \text{where} \quad f(u) = \begin{cases} (u + 1)^3 & \text{for } u < -1, \\ 0 & \text{for } u \in [-1, 1], \\ (u - 1)^3 & \text{for } u > 1. \end{cases}
\]

It is obvious that (2.9) satisfies all the hypotheses of Theorem 1.1. Moreover, using spatially homogeneous solutions of this equation as barrier functions one can easily show that \( \|A\|_{C^1_b(\mathbb{R}^n)} \leq 1 \) and therefore every bounded solution \( u(t, x) \in K \) of (2.9) is a bounded solution of a linear heat equation in \( \mathbb{R}^n \). Thus, according to Liouville’s theorem we have

\[
A := \{ u_0(x) \equiv u_0, \ u_0 \in [-1, 1] \}.
\]

Therefore, \( A \) is compact in the uniform topology of \( \Phi_b \). On the other hand, consider the solution \( u(t) := S_t u_0 \) of (2.9) with the initial condition \( u_0(x) = \text{sgn}(x_1) \in \Phi_b \). Since the \( u_{\pm}(x) \equiv \pm 1 \) are equilibria of the system under consideration, using (1.7) gives

\[
\lim_{x_1 \to \pm \infty} u(t, x) = \pm 1 \quad \text{for any finite } t \geq 0.
\]
and therefore

\[ \text{dist}_{L^\infty(\mathbb{R}^n)}(u(t), A) = 1 \quad \text{for any finite } t. \]

Equations (2.8) and (2.9) show that it is necessary to use the weakened version of the notion of a global attractor (see Definition 2.1) to investigate equations of the form (0.1) in unbounded domains. Another fundamental distinction between the theory of attractors of evolutionary equations in unbounded domains and the classical theory of attractors of these equations in bounded domains (see [1, 9, 39]) is the fact that \( A \) is infinite-dimensional; both the Hausdorff and the fractal dimensions of the restriction \( A_{|B^R_{x_0}} \) of the attractor to any bounded domain, as a rule, turn out to be infinite; see [3, 13, 23, 24]. Therefore, in order to obtain quantitative and qualitative information on such attractors the notion of Kolmogorov’s \( \varepsilon \)-entropy is usually used (see [3, 4, 9, 19, 20, 21, 23, 24, 41, 42, 43, 44]).

**Definition 2.2.** Let \( K \) be a precompact set in a metric space \((M, d)\). For any \( \varepsilon > 0 \) this set can be covered by finitely many \( \varepsilon \)-balls in \( M \). Let \( N_\varepsilon(K, M) \) be the least possible number of such balls. The Kolmogorov \( \varepsilon \)-entropy of the set \( K \) is defined to be the number

\[ \mathbb{H}_\varepsilon(K, M) = \mathbb{H}_\varepsilon(K, d) := \ln N_\varepsilon(K, M). \]

We recall that the fractal dimension of \( K \) can be expressed in terms of the \( \varepsilon \)-entropy by the formula

\[ \dim_F(K, M) := \limsup_{\varepsilon \to 0} \frac{\mathbb{H}_\varepsilon(K, M)}{\ln \frac{1}{\varepsilon}} \]

(see, for example, [7] or [40]).

The next theorem gives the typical form of the asymptotics of the \( \varepsilon \)-entropy of the restriction \( A_{|B^R_{x_0}} \) of \( A \) to the ball \( B^R_{x_0} \) with radius \( R \) and center at the point \( x_0 \in \mathbb{R}^n \).

**Theorem 2.2.** Suppose that the hypotheses of Theorem 1.1 hold. Then the following estimate holds:

\[ \mathbb{H}_\varepsilon(A_{|B^R_{x_0}} L^\infty(B^R_{x_0})) \leq C \left( R + \ln \frac{R_0}{\varepsilon} \right)^n \ln \frac{R_0}{\varepsilon}, \]

where \( \ln z := \max\{0, \ln z\} \) and the constants \( C \) and \( R_0 \) are independent of \( \varepsilon, R, \) and \( x_0 \).

**Scheme of the proof.** For each \( x_0 \in \mathbb{R}^n \) and \( R \in \mathbb{R}_+ \) consider the weight function

\[ \phi_{R, x_0}(x) := e^{-\alpha \text{dist}_{\mathbb{R}^n}(x, B^R_{x_0})}, \]

where \( \alpha > 0 \) is the same as in Theorem 1.2. Then by Proposition 1.2 the functions (2.14) are weight functions with exponential growth rate \( \alpha \) (with \( C_{\phi_{R, x_0}} \equiv 1 \), which is independent of \( R \) and \( x_0 \)). Hence by Theorem 1.2, Corollary 1.2, and (1.28)

\[ \|S_1u_1 - S_1u_2\|_{W^{1, \infty}_\phi(B^R_{x_0}(\mathbb{R}^n))} \leq L\|u_1 - u_2\|_{L^\infty_{\phi_{R, x_0}}(\mathbb{R}^n)} \quad \forall u_1, u_2 \in A, \]

where \( S_1 \) is the solution operator of problem (0.1) per unit time,

\[ W^{1, \infty}_\phi(\mathbb{R}^n) := \left\{ u \in L^\infty_\phi(\mathbb{R}^n) : \nabla u \in L^\infty_\phi(\mathbb{R}^n) \right\}, \]

the constant \( L \) is independent of \( x_0 \in \mathbb{R}^n, R \in \mathbb{R}_+, \) and \( u_1, u_2 \in A \).

Note that \( \phi_{R, x_0}(x) \equiv 1 \) if \( x \in B^R_{x_0} \). Hence,

\[ \mathbb{H}_\varepsilon(A_{|B^R_{x_0}} L^\infty(B^R_{x_0})) \leq \mathbb{H}_\varepsilon(A, L^\infty_{\phi_{R, x_0}}(\mathbb{R}^n)). \]

Thus, in order to prove (2.13) it is sufficient to estimate the \( \varepsilon \)-entropy of the attractor in the weighted space \( L^\infty_{\phi_{R, x_0}}(\mathbb{R}^n) \). For this we need the following lemma. \( \square \)
Lemma 2.1. The following recurrence estimate holds:

\[(2.17) \quad \mathbb{H}_{\varepsilon/2}(A, L_0^\infty(\mathbb{R}^n)) \leq C \left( R + \ln \frac{R_0}{\varepsilon} \right)^n + \mathbb{H}_\varepsilon(A, L^\infty_0(\mathbb{R}^n)), \]

where the constants \(C\) and \(R_0\) are independent of \(\varepsilon, R,\) and \(x_0\).

Proof. Suppose that \(\{u_1, \ldots, u_k, \ k = 1, \ldots, N(\varepsilon)\}\) is an arbitrary covering of \(A\) by \(\varepsilon\)-balls \(B(\varepsilon, u_i, L_0^\infty)\) in the space \(L^\infty_0\) with centers \(u_i \in A\). Then since \(A\) is invariant under \(S_t\) and (2.15) holds, thus the system of \(L\varepsilon\)-balls in the space \(W^1_0\), with centers at the points \(S_tu_i, \ i = 1, \ldots, N(\varepsilon)\), also covers \(A\). Now covering each set \(A \cap B(\varepsilon, S_tu_i, W^1_0)\) by \(\frac{\varepsilon}{L}\)-balls in the space \(L^\infty_0\) we obtain a new \(\frac{\varepsilon}{L}\)-covering of \(A\) with the number of balls satisfying

\[(2.18) \quad N\left(\frac{\varepsilon}{2}\right) \leq M(\varepsilon)N(\varepsilon), \]

where \(M(\varepsilon) := \max_{i=1,\ldots,N(\varepsilon)} \frac{\varepsilon}{2}\left( A \cap B(\varepsilon, S_tu_i, W^1_0) \right) \).

(The quantity \(M(\varepsilon)\) is finite, since \(A\) is a compact set in \(L^\infty_0\).) To estimate \(M(\varepsilon)\) we observe that

\[\left\| A \right\|_{L^\infty_0 \setminus B_{R_0}^{R+R(\varepsilon)}} \leq \varepsilon R^{2}, \]

where \(R(\varepsilon) := \alpha^{-1} \ln \frac{\varepsilon}{\varepsilon} R_0 + 2\|A\|_{\hat{\phi}}\). Hence,

\[N_{\varepsilon/2}\left( A \cap B(L, S_tu_i, W^1_0) \right) \leq N_{\varepsilon/2}\left( B(L, S_tu_i, W^1_0) \setminus B_{R_0}^{R+R(\varepsilon)} \right) \leq 1/2L \left( B(1, 0, W^1_0 \setminus B_{R}^{R+R(\varepsilon)}) \right).

(The right-hand side of this inequality makes sense, since \(W^1_0(V) \subset L^\infty_0(V)\) is a compact embedding for any bounded domain \(V\) and any weight function \(\phi\).) Moreover, since the right-hand side of this inequality is independent of \(i\),

\[(2.19) \quad \ln M(\varepsilon) \leq \mathbb{H}_{1/2L}(B(1, 0, W^1_0 \setminus B_{R_0}^{R+R(\varepsilon)}), L^\infty_0 \setminus B_{R_0}^{R+R(\varepsilon)}).
\]

Therefore to complete the proof of the lemma it is sufficient to estimate the \(\frac{1}{2L}\)-entropy of the embedding of the unit ball in \(W^1_0(B_{R_0}^{R+R(\varepsilon)})\) into the space \(L^\infty_0(B_{R_0}^{R+R(\varepsilon)})\). For that we observe that the mapping \(Fu := \phi_R^{-1}u\) realizes an isomorphism of the Banach pairs \((L^\infty(B_{R_0}^0), W^1(B_{R_0}^0))\) and \((L^\infty(B_{R_0}^M), W^1(B_{R_0}^M))\) for any \(M > 0\). Moreover, it is easy to show that

\[(2.20) \quad C_1 \left\| Fu \right\|_{W^1_0(B_{R_0}^M)} \leq \left\| u \right\|_{W^1_0(B_{R_0}^M)} \leq C_2 \left\| Fu \right\|_{W^1_0(B_{R_0}^M)}.
\]

where \(\mathcal{W} = L^\infty\) or \(\mathcal{W} = W^1_0\) and the constants \(C_1\) and \(C_2\) are independent of \(x_0, R,\) and \(M\); see \([\mathcal{H}].\) Hence,

\[(2.21) \quad \ln M(\varepsilon) \leq \mathbb{H}_{1/L'}(B(1, 0, W^1 \setminus B_{R_0}^{R+R(\varepsilon)}), L^\infty(B_{R_0}^{R+R(\varepsilon)})),
\]

where the constant \(L'\) depends only on \(C_1\) and \(C_2\). Since the Kolmogorov entropy is subadditive in the metric of \(L^\infty\) (see Proposition 3.2 below), it is easy to show that the
inequality
\[ M(\varepsilon) \leq C'(R + R(\varepsilon))^n H_1/(LL') \left( B(1, 0, W^{1,\infty}(B_0^1)), L^\infty(B_0^1) \right) \]
(2.22)

\[ \leq C'' \left( R + \ln_+ \frac{R_0}{\varepsilon} \right)^n \]
follows from (2.21), with \( C'' \) independent of \( \varepsilon, x_0, \) and \( R \). Together (2.18) and (2.22) complete the proof of Lemma 2.1.

It is now easy to complete the proof of the theorem. Indeed, since \( H_{R_0}(A, L_{\phi_R,x_0}) = 0 \) for any \( R \) and \( x_0 \) (recall that \( ||A||_{L^\infty} \leq R_0 \)), by iterating estimate (2.17) \( k \) times we obtain
\[ H_{R_0/2^k}(A, L_{\phi_R,x_0}) \leq C_1 (R + k)^n k, \]
where \( C_1 \) is independent of \( k \). Choosing \( k \) so that \( \varepsilon \sim R_0 2^{-k} \) we now obtain
\[ H_{\varepsilon}(A, L_{\phi_R,x_0}) \leq C \left( R + \ln_+ \frac{R_0}{\varepsilon} \right)^n \ln_+ \frac{R_0}{\varepsilon}, \]
which completes the proof of Theorem 2.2.

Remark 2.1. A universal estimate of the form (2.13), which is a standard consequence of the smoothing estimate (1.16) for the differences between solutions lying in the attractor, was obtained in [3] for the case of reaction-diffusion equations in \( \mathbb{R}^n \), and in [41] for the case of autonomous and nonautonomous equations of the form (0.1) in an arbitrary unbounded domain. It was also shown there that this estimate is, in a sense, sharp for all values of the parameters \( \varepsilon, R, \) and \( x_0 \) (see also §7 below). In the special case of the Landau–Ginzburg equation in \( \mathbb{R}^n \) for \( n < 3 \) and \( R \gg (\frac{1}{\varepsilon})^n \) this estimate was also proved in [19].

To conclude this section we obtain one important corollary of Theorem 2.2, which will allow us to prove that several dynamic characteristics of \( A \) introduced in the next two sections are finite.

Corollary 2.1. Suppose that the hypotheses of Theorem 2.2 hold and let \( K \subset L^\infty(\mathbb{R}^{n+1}) \) be the set of all bounded solutions of (0.1) defined in Theorem 2.1. Then for any \( L > 0 \)
\[ H_{\varepsilon} \left( K|_{[0, L \ln \frac{1}{\varepsilon}]^{n+1}, L^\infty \left( \left[ 0, L \ln \frac{1}{\varepsilon} \right]^{n+1} \right) } \right) \leq C_L \left( \ln_+ \frac{R_0}{\varepsilon} \right)^{n+1}, \]
where the constants \( C_L \) and \( R_0' \) depend on \( L \) but are independent of \( \varepsilon > 0 \).

Proof. We introduce the weight function
\[ \varphi_{\varepsilon,L}(x) := \sup_{y \in [0, L \ln \frac{1}{\varepsilon}]} e^{-\alpha|x-x'|}, \]
where \( \alpha > 0 \) is the same as in Theorem 1.2. Then, since the attractor \( A \) is bounded in \( L^\infty(\mathbb{R}^n) \), by (2.13) we have
\[ H_{\varepsilon}(A, L_{\varphi_{\varepsilon,L}}(\mathbb{R}^n)) \leq H_{\varepsilon} \left( A \right|_{\alpha^{-1} \ln \varphi, L \ln \frac{1}{\varepsilon} + \alpha^{-1} \ln \varphi}^{\alpha^{-1} \ln \varphi, L \ln \frac{1}{\varepsilon} + \alpha^{-1} \ln \varphi}, L^\infty(\mathbb{R}^n) \right) \]
\[ \leq C_L \left( \ln_+ \frac{R_0'}{\varepsilon} \right)^{n+1}, \]
for some constants \( C := ||A||_{\phi}, C_L, \) and \( R_0' \) that are independent of \( \varepsilon \), where \( 1 \geq \varepsilon > 0 \).

On the other hand, by Proposition 1.2 the function (2.26) is a weight function with exponential growth rate \( \alpha \) where \( C_{\varphi_{\varepsilon,L}} \equiv 1. \) Therefore it follows from (1.29) that
\[ \| Su_0 - Su_1 \|_{L_{\varphi_{\varepsilon,L}}(\mathbb{R}^n)} \leq C e^{Kt} \| u_0 - u_1 \|_{L_{\varphi_{\varepsilon,L}}(\mathbb{R}^n)} \quad \forall u_0, u_1 \in A, \]
(2.27)
where the constant $C$ is independent of $\varepsilon$ and $L$. Thus,
\[
\mathcal{H}_\varepsilon \left( K \mid_{[0, L \ln \frac{1}{\varepsilon}]^{n+1}} \right) \leq \mathcal{H}_\varepsilon \left( K \mid_{[0, L \ln \frac{1}{\varepsilon}] \times \mathbb{R}^n} \right) \leq \mathcal{H}_{C^{-1} \varepsilon^{1/L}} \left( A, \mathcal{L}^\infty \right) \leq \mathcal{H}_{C^{-1} \varepsilon^{1/L}(L+1)} \left( A, \mathcal{L}^\infty \right)
\]
\[
\leq C L \left( \ln \frac{R_0'}{\varepsilon} \right)^{n+1}.
\]
Corollary 2.1 is proved.

3. The space-time topological entropy of the attractor

Now we begin to investigate the space-time dynamics generated by (0.1). Following \[14\] we interpret the multiparameter semigroup (1.6) as a dynamical system with multidimensional time, acting on the attractor $A$. We shall describe the space-time structure of solutions of (0.1) using dynamic characteristics of the semigroup (1.6) restricted to the attractor. In this section we introduce and study the topological entropy of the action of the multiparameter semigroup (1.6) on the attractor. We begin by recalling one of the possible definitions of the topological entropy (see, for example, \[6\] and the references therein for a more detailed study of this notion).

**Definition 3.1.** Fix some (arbitrary) weight function satisfying (2.2) and the corresponding weighted space $\Phi = L_\phi(\mathbb{R}^n)$. Then by Theorem 2.1 the set
\[
(A, d_\phi), \quad d_\phi(u_1, u_2) := \|u_1 - u_2\|_{L_\phi(\mathbb{R}^n)},
\]
is a compact metric space. For each $R > 0$ define a new equivalent metric on $A$ by
\[
d_{\phi}^R(u_1, u_2) := \sup_{(t, h) \in [0, R]^{n+1}} d_\phi(S_{(t, h)} u_1 - S_{(t, h)} u_2), \quad u_1, u_2 \in A.
\]
Since $(A, d_{\phi}^R)$ is a compact metric space, the Kolmogorov $\varepsilon$-entropy $\mathcal{H}_\varepsilon(A, d_{\phi}^R)$ is well defined for any $\varepsilon > 0$. By definition, the space-time topological entropy of $A$ is the topological entropy of the action of the semigroup (1.6) on $A$, which is defined as follows:
\[
h_{top}(A) := h_{top}(A, S_{(t, h)}) = \lim_{\varepsilon \to 0} \lim_{R \to \infty} \frac{1}{R^{n+1}} \mathcal{H}_\varepsilon(A, d_{\phi}^R).
\]
Recall that the topological entropy (3.3) depends only on the topology in $A$, but not on the choice of the metric that defines it (see \[3\]). In particular, (3.3) does not depend on the choice of the weight function $\phi$ in (3.1). Hence the metric in Definition 3.1 is well defined. As the next step we obtain more convenient formulae for calculating the quantity (3.3). To do this we need the notion of the mean Kolmogorov $\varepsilon$-entropy (see \[7\]).

**Definition 3.2.** Let $K$ be a locally compact set in $L^\infty(\mathbb{R}^{n+1})$. Then the mean $\varepsilon$-entropy of $K$ in $L^\infty$ is the number
\[
\overline{\mathcal{H}}_\varepsilon(K, L^\infty(\mathbb{R}^{n+1})) := \lim_{R \to \infty} \frac{1}{R^{n+1}} \mathcal{H}_\varepsilon(K \mid_{[0, R]^{n+1}}, L^\infty(\mathbb{R}^{n+1})).
\]
Of course, it is more natural to consider the restrictions of $K$ to the intervals $[\frac{R}{2}, \frac{R}{2}]^{n+1}$, but in what follows we consider only sets $K$ that are invariant under the group of “space-time” translations in $\mathbb{R}^{n+1}$; therefore this distinction is not important.

The following proposition gives an expression for (3.3) in terms of the mean $\varepsilon$-entropy.

**Proposition 3.1.** Let $K$ be the set of all bounded solutions of (0.1) defined in Theorem 2.1. Then (3.3) can be calculated using the formula
\[
h_{top}(A, S_{(t, h)}) = \lim_{\varepsilon \to 0} \overline{\mathcal{H}}_\varepsilon(K, L^\infty(\mathbb{R}^{n+1})).
\]
Proof. From the definition of $A$ and (3.3) it follows that
\begin{equation}
\mathbb{H}_\varepsilon(A, d^R_\phi) = \mathbb{H}_\varepsilon(K, L^\infty([0, R] \times \mathbb{R}^n))
\end{equation}
where $\phi_R(x) := \sup_{y \in [0, R]^n} \phi(x - y)$. We now observe that, on the one hand,
\begin{equation}
\phi_R(x) \geq \phi(0) = c_0 > 0 \quad \text{for} \quad x \in [0, R]^n,
\end{equation}
and, on the other hand, it follows from condition (2.2) that for any $\varepsilon > 0$ there exists $R(\varepsilon)$ (depending on $\varepsilon$ but independent of $R$) such that
\begin{equation}
\phi_R(x) \leq \frac{\varepsilon}{\|K\|_{L^\infty(\mathbb{R}^{n+1})}} \quad \text{for} \quad x \notin [-R(\varepsilon), R + R(\varepsilon)]^n.
\end{equation}
Using inequalities (3.7) and (3.8) we find
\begin{equation}
\mathbb{H}_{\varepsilon/c_0}(K, L^\infty([0, R]^{n+1})) \leq \mathbb{H}_\varepsilon(K, L^\infty([0, R] \times \mathbb{R}^n)) \\
\leq \mathbb{H}_{\varepsilon/c_0}(K, L^\infty([0, R + 2R(\varepsilon)]^{n+1}), L^\infty([0, R + 2R(\varepsilon)]^{n+1}))
\end{equation}
where $C_0 := \sup_{\varepsilon \in \mathbb{R}^n} \phi(x)$. We divide inequality (3.9) by $R^{n+1}$, pass to the limit as $R \rightarrow \infty$, and use (3.6) and the fact that $L(\varepsilon)$ is independent of $R$ to obtain
\begin{equation}
\mathbb{H}_{\varepsilon/c_0}(K, L^\infty(\mathbb{R}^{n+1})) \leq \limsup_{R \rightarrow \infty} \frac{1}{R^{n+1}} \mathbb{H}_\varepsilon(A, d^R_\phi) \leq \mathbb{H}_{\varepsilon/c_0}(K, L^\infty(\mathbb{R}^{n+1})).
\end{equation}
Passing to the limit as $\varepsilon \rightarrow 0$ in (3.10) we obtain (3.5). Proposition 3.1 is proved.

The subadditivity property of the Kolmogorov entropy in the $L^\infty$-metric plays a key role as we investigate the topological entropy (3.3) and its generalizations further.

**Proposition 3.2.** Let $V_1$ and $V_2$ be two subdomains in $\mathbb{R}^M$ and let $V = V_1 \cup V_2$. Suppose also that $K$ is a precompact subset in $L^\infty(V)$. Then
\begin{equation}
\mathbb{H}_\varepsilon(K, L^\infty(V)) \leq \mathbb{H}_\varepsilon(K_{V_1}, L^\infty(V_1)) + \mathbb{H}_\varepsilon(K_{V_2}, L^\infty(V_2)).
\end{equation}
Indeed, let $\{v_i, i = 1, \ldots, N_1\}$ and $\{w_j, j = 1, \ldots, N_2\}$ be the centers of $\varepsilon$-balls in minimal coverings of $K_{V_1}$ and $K_{V_2}$. Then the system of $\varepsilon$-balls with centers at the points
\begin{equation}
V_{ij} \in L^\infty(V),
\end{equation}
\begin{equation}
V_{ij}(x) = \begin{cases}
v_i(x), & x \in V_1, \\
w_j(x), & x \in V \setminus V_1,
\end{cases} \quad i = 1, \ldots, N_1, \quad j = 1, \ldots, N_2,
\end{equation}
covers the whole set $K$, which gives (3.11).

**Remark 3.1.** Generally speaking, in a more formal exposition of the theory of the Kolmogorov $\varepsilon$-entropy one has to distinguish between the $\varepsilon$-entropy $\mathbb{H}_\varepsilon^{\text{int}}(K, M)$ calculated with respect to $\varepsilon$-coverings of $K$ by balls centered in $K$ and the $\varepsilon$-entropy $\mathbb{H}_\varepsilon^{\text{ext}}(K, M)$ defined by using $\varepsilon$-balls with centers not necessarily in $K$. For instance, to derive (3.6) it is natural to use $\mathbb{H}_\varepsilon^{\text{ext}}$, while the subadditive estimate (3.11) is valid only for $\mathbb{H}_\varepsilon^{\text{ext}}$. However, it is clear that
\begin{equation}
\mathbb{H}_\varepsilon^{\text{ext}}(K, M) \leq \mathbb{H}_\varepsilon^{\text{int}}(K, M) \leq \mathbb{H}_\varepsilon^{\text{ext}}(K, M),
\end{equation}
which renders the distinction between these entropies completely irrelevant in the theory presented here. Therefore, by abusing the notation, we use one and the same symbol $\mathbb{H}_\varepsilon(K, M)$ for both $\varepsilon$-entropies.
Corollary 3.1. The function
\begin{equation}
\Phi_K(R_1, \ldots, R_n) := \mathcal{H}_\varepsilon \left( K \right)_{[0, R_1] \times \cdots \times [0, R_n]}^\infty (\mathbb{R}^{n+1}) : (\mathbb{R}_{+})^{n+1} \to \mathbb{R}_{+}
\end{equation}
is subadditive in each variable and therefore
\begin{equation}
\mathcal{H}_\varepsilon (K, L^\infty (\mathbb{R}^{n+1})) = \lim_{R_i \to 0, \ldots, n} \Phi_K (R_1, \ldots, R_n)
\end{equation}
Formula (3.17) and the existence of the repeated limit (3.14) give another
\begin{equation}
h_{\text{top}} (A, S(t,h)) = \lim_{\varepsilon \to 0} \frac{1}{T} \lim_{R \to \infty} \frac{1}{(2R)^n} \lim_{\varepsilon \to 0} \mathcal{H}_\varepsilon \left( K \right)_{[0, T] \times [-R, R]^n}^\infty (\mathbb{R}^{n+1}),
\end{equation}
which coincides with the definition of the so-called topological entropy per unit volume introduced in [20].

Now it is easy to verify that (3.3) is finite for the space-time dynamics generated by equation (0.1).

Corollary 3.2. Suppose that the hypotheses of Theorem 1.1 hold. Then the space-time
topological entropy of the attractor is finite:
\begin{equation}
h_{\text{top}} (A, S(t,h)) \leq C < \infty.
\end{equation}
In fact, using the subadditivity of the function (3.13) and estimate (2.25) we see that for $R > \ln \frac{1}{\varepsilon}$
\begin{equation}
H_\varepsilon \left( K \right)_{[0, R]^{n+1}}^\infty (\mathbb{R}^{n+1}) \leq \left( \frac{R}{\ln \frac{1}{\varepsilon}} + 1 \right)^{n+1} \mathcal{H}_\varepsilon \left( K \right)_{[0, \ln \frac{1}{\varepsilon}]^{n+1}} (\mathbb{R}^{n+1})
\end{equation}
\begin{equation}
\leq C \left[ R^{n+1} + R^n \left( \ln \frac{1}{\varepsilon} \right)^{n+1} \right].
\end{equation}
Substituting (3.17) into (3.4) and (3.5) we obtain (3.16).

The next theorem shows that when calculating the quantity $\mathcal{H}_\varepsilon (K)$ (and therefore $h_{\text{top}} (A)$) we can use not only the cubes $R \cdot [0, 1]^{n+1}$ for “windows”, but also arbitrary bounded domains $R \cdot \Omega, R \in \mathbb{R}_{+}$ (see (3.4) and (3.18)).

Theorem 3.1. Let $\Omega$ be an arbitrary bounded open set in $\mathbb{R}^{n+1}$ with piecewise smooth boundary. Then for any $\varepsilon > 0$
\begin{equation}
\mathcal{H}_\varepsilon (K, L^\infty (\mathbb{R}^{n})) = \frac{1}{\text{vol}(\Omega)} \lim_{\varepsilon \to 0} \lim_{R \to \infty} \frac{1}{R^{n+1}} \mathcal{H}_\varepsilon (K | _{R \cdot \Omega})^\infty (R \cdot \Omega),
\end{equation}
where $\text{vol}(\Omega)$ is the Lebesgue measure of the set $\Omega$ in $\mathbb{R}^{n+1}$.

Proof. Since $\Omega$ is bounded, we can assume without loss of generality that $\Omega \subset (0, 1)^{n+1}$. For any $M \in \mathbb{N}$ we consider the lattice $M^{-1}z^{n+1}$ and the corresponding covering of the space $\mathbb{R}^{n+1}$ by the cubes $C^M_l := l + M^{-1}[0, 1]^{n+1}, l \in M^{-1}z^{n+1}$. We also introduce the following sets:
\begin{equation}
Z^M (\Omega) := \{ l \in M^{-1}z^{n+1}, C^M_l \cap \Omega \neq \emptyset \}, \quad \Omega_M := \bigcup_{l \in Z^M (\Omega)} C^M_l.
\end{equation}
Then the embedding \( \Omega \subset \Omega_M \), the invariance of \( \mathcal{K} \) under space-time translations, and the subadditivity (3.11) together yield
\[
\mathbb{H}_\varepsilon \left( \mathcal{K} \big|_{R \cdot \Omega} \right) \leq \mathbb{H}_\varepsilon \left( \mathcal{K} \big|_{R \cdot \Omega_M} \right) \\
\leq \sum_{l \in \mathbb{Z}^M(\Omega)} \mathbb{H}_\varepsilon \left( \mathcal{K} \big|_{C^l} \right) \\
\leq \# \mathbb{Z}^M(\Omega) \cdot \mathbb{H}_\varepsilon \left( \mathcal{K} \big|_{[0,M^{-1}]} \right) \\
= \text{vol}(\Omega_M) M^{-n+1} \mathbb{H}_\varepsilon \left( \mathcal{K} \big|_{[0,M^{-1}]} \right).
\]
Dividing (3.20) by \( R^{n+1} \text{vol}(\Omega) \) and taking the limit as \( R \to \infty \) we obtain
\[
\frac{1}{\text{vol}(\Omega)} \lim_{R \to \infty} \mathbb{H}_\varepsilon \left( \mathcal{K} \big|_{R \cdot \Omega}, L^\infty(R \cdot \Omega) \right) \leq \frac{\text{vol}(\Omega_M)}{\text{vol}(\Omega)} \mathbb{H}_\varepsilon \left( \mathcal{K}, L^\infty(\mathbb{R}^{n+1}) \right).
\]
Since we have assumed that the boundary of \( \Omega \) is piecewise smooth, \( \text{vol}(\Omega_M) \) tends to \( \text{vol}(\Omega) \) as \( M \to \infty \). Therefore (3.21) implies that
\[
\frac{1}{\text{vol}(\Omega)} \lim_{R \to \infty} \mathbb{H}_\varepsilon \left( \mathcal{K} \big|_{R \cdot \Omega}, L^\infty(R \cdot \Omega) \right) \leq \mathbb{H}_\varepsilon \left( \mathcal{K}, L^\infty(\mathbb{R}^{n+1}) \right).
\]
To prove the reverse inequality we consider the set \( \Omega_1 := (0,1)^{n+1} \Omega \). Then \( \Omega_1 \) also satisfies the hypotheses of the theorem and therefore, similarly to (3.22), we have
\[
\frac{1}{\text{vol}(\Omega_1)} \lim_{R \to \infty} \mathbb{H}_\varepsilon \left( \mathcal{K} \big|_{R \cdot \Omega_1}, L^\infty(R \cdot \Omega_1) \right) \leq \mathbb{H}_\varepsilon \left( \mathcal{K}, L^\infty(\mathbb{R}^{n+1}) \right).
\]
On the other hand, (3.11) implies that
\[
\frac{1}{R^{n+1} \text{vol}(\Omega)} \mathbb{H}_\varepsilon \left( \mathcal{K} \big|_{[0,R^{n+1}]}, l_\infty \right) \leq \frac{\text{vol}(\Omega)}{\text{vol}(R \cdot \Omega)} \mathbb{H}_\varepsilon \left( \mathcal{K} \big|_{R \cdot \Omega} \right) + \frac{\text{vol}(\Omega_1)}{\text{vol}(R \cdot \Omega)} \mathbb{H}_\varepsilon \left( \mathcal{K} \big|_{R \cdot \Omega_1} \right).
\]
Since \( \text{vol}(\Omega) + \text{vol}(\Omega_1) = 1 \) and the left-hand side of (3.24) tends to \( \mathbb{H}_\varepsilon \left( \mathcal{K}, L^\infty(\mathbb{R}^{n+1}) \right) \), it follows from (3.22), (3.23), and (3.24) that the limit on the right-hand side of (3.18) exists and coincides with \( \mathbb{H}_\varepsilon \left( \mathcal{K}, L^\infty(\mathbb{R}^{n+1}) \right) \). This proves Theorem 3.1. \( \square \)

Finally, in this section we state a useful corollary of the theorem proved above.

**Corollary 3.3.** Let \((t',h') := A(t,h)\) be an arbitrary linear invertible transformation of space-time \( \mathbb{R}^{n+1} \) and let
\[
S'_{(t,h)} := S_{A(t,h)}.
\]
Then the topological entropies of the semigroups \( S'_{(t,h)} \) and \( S_{(t,h)} \) are connected by the relation
\[
h_{\text{top}} \left( A, S'_{(t,h)} \right) = \det(A) h_{\text{top}} \left( A, S_{(t,h)} \right).
\]
Indeed, (3.26) follows immediately from Proposition 3.1, Theorem 3.1, and the fact that \( \text{vol}(A\Omega) = \det(A) \text{vol}(\Omega) \), which is obvious.

4. **Generalized topological directional entropies**

In this section we introduce several additional dynamic characteristics of the action of the multiparameter semigroup (1.6) on the attractor, connected with some distinguished hyperplane in space-time \( \mathbb{R}^{n+1} \), and obtain some relations between them.
Definition 4.1. Let $V_k \subset \mathbb{R}^{n+1}$ be an arbitrary $k$-dimensional hyperplane in $\mathbb{R}^{n+1}$. We define the corresponding $k$-parameter subsemigroup of the extended semigroup (1.6) by the formula

$$S^V_{(t,h)} := \{ S_{(t,h)}, \ t \geq 0, \ (t,h) \in V_k \}. \tag{4.1}$$

Remark 4.1. The most natural examples of the choice of the hyperplane $V_k$ are the following.

1. $V_{n+1} := \mathbb{R}^{n+1}$. Then $S^{V_{n+1}}_{(t,h)} = S_{(t,h)}$ and therefore the semigroup (4.1) coincides with (1.6) and describes the space-time dynamics generated by (0.1).
2. $V_n := \mathbb{R}_x^n$. Then obviously $S^{V_n}_{(t,h)} = T_h$, and therefore the semigroup (4.1) describes the spatial structure of the attractor $A$.
3. $V_1 := \mathbb{R}_x^1$. In this case $S^{V_1}_{(t,h)} = S_t$ and therefore the semigroup (4.1) describes the temporal evolution generated by equation (4.1).

Note, however, that by choosing one of the intermediate hyperplanes $V_k$, we obtain a description of the interaction between the spatial and temporal modes of the system under consideration (for example, travelling waves). This choice is of interest both from a theoretical standpoint and in view of the applications.

Proceeding in a similar way to the preceding section we can define the topological entropy $h_{\text{top}}(A, S^V_{(t,h)})$ of the action of the subsemigroups (4.1) on the attractor. However, as we will show in the following sections, for $k < n+1$ these quantities, as a rule, turn out to be finite for the case of the dynamics generated by equation (4.1).

Definition 4.2. Fix the metric of the space $L^\infty_{e^{-|x|}}(\mathbb{R}^n)$ on the attractor. Let $V_k$ be an arbitrary hyperplane in $\mathbb{R}^{n+1}$ and let $\{e_1, \ldots, e_k\}$ be an orthonormal basis in $V_k$ such that

$$(t,x) := \sum_{i=1}^k \xi_i e_i \in V_k^+ := V_k \cap \{ t \geq 0 \} \quad \forall \xi_i \geq 0.$$ 

As in Definition 3.1, for any $R > 0$ we introduce the following equivalent metric on the attractor:

$$d^R_{V_k}(u_1, u_2) := \sup_{\xi \in [0,R]^k} \left\| \sum_{i=1}^k \xi_i e_i u_1 - \sum_{i=1}^k \xi_i e_i u_2 \right\|_{L^\infty_{e^{-|x|}}(\mathbb{R}^n)}. \tag{4.2}$$

We define the generalized topological entropy of the semigroup (4.1) to be the number

$$\hat{h}_{\text{top}}^{n+1-k}(A, S^V_{(t,h)}) := \limsup_{\varepsilon \to 0} \left( \ln \frac{1}{\varepsilon} \right)^{k-n-1} \limsup_{R \to \infty} \frac{1}{R^k} \mathcal{H}_k(A, d^R_{V_k}). \tag{4.3}$$

Remark 4.2. Standard arguments based on the subadditivity (3.11) (see, for example, Proposition 3.1 and Theorem 3.1) show that the quantity (4.3) depends on the hyperplane $V_k$, but not on the choice of an orthonormal basis in it. On the other hand, unlike the classical topological entropy $h_{\text{top}}(A, S_{(t,h)})$ (or $h_{\text{top}}(A, S^V_{(t,h)})$), the generalized entropies (4.3) are not in general topological invariants, and in particular they depend on how the metric of the local topology on the attractor is defined. In Definition 4.1 we have fixed what seems to us to be the most natural choice of metrization of this topology, using a weight function $\phi(x) = e^{-|x|}$ that decays exponentially. Moreover, as we will show in § 10, for $k < n$ there are no reasonable topological invariants of the action of the semigroup $S^V_{(t,h)}$ on the attractor.
The following obvious proposition shows that, similarly to the fractal dimension, the generalized entropies are Lipschitzian invariants.

**Proposition 4.1.** Suppose that \( T: (\mathcal{A}, d_1) \to (\tilde{\mathcal{A}}, d_2) \) is a homeomorphism such that the mappings \( T \) and \( T^{-1} \) satisfy Hölder’s condition with index \( \alpha \in (0, 1] \). Define an action of the semigroup \( \mathcal{S}_{(t,h)} \) on \( (\mathcal{A}, d_2) \) by the formula

\[
\mathcal{S}_{(t,h)} := T \circ \mathcal{S}_{(t,h)} \circ T^{-1}.
\]

Then the generalized entropies of these semigroups satisfy the inequalities

\[
\alpha^{n+1-k} \hat{h}_{\text{top}}^{n+1-k}((\tilde{\mathcal{A}}, d_2), \mathcal{S}^V_{(t,h)}) \leq \hat{h}_{\text{top}}^{n+1-k}((\mathcal{A}, d_1), \mathcal{S}^V_{(t,h)}) \leq \alpha^{k-n-1} \hat{h}_{\text{top}}^{n+1-k}((\tilde{\mathcal{A}}, d_2), \mathcal{S}^V_{(t,h)}),
\]

where the symbol \((\mathcal{A}, d_1)\) is used to emphasize the dependence of the generalized entropies on the metric.

To study the generalized entropies (4.3) it is convenient to introduce the following equivalent quantities.

**Definition 4.3.** Let \( \mathcal{K} \) be the set of all bounded solutions of (0.1) defined in Theorem 3.1. Define the action of the \((n+1)\)-parameter group \( \{T_{(s,h)}, (s, h) \in \mathbb{R}^{n+1}\} \) by the formula

\[
(T_{(s,h)}) u)(t, x) = u(t+s, x+h), \quad T_{(s,h)} K = K.
\]

We endow the set \( \mathcal{K} \) with the metric

\[
d(u_1, u_2) := \|u_1 - u_2\|_{L^\infty_{(t,x)}(\mathbb{R}^{n+1})},
\]

and for any hyperplane \( V_k \subset \mathbb{R}^{n+1} \) we define the generalized topological entropies

\[
\hat{h}_{\text{top}}^{n+1-k}(\mathcal{K}, T^V_{(s,h)}),
\]

by analogy with (4.3).

The following proposition is an analogue of Proposition 3.1 and Theorem 3.1 for the case of generalized directional entropies.

**Proposition 4.2.** Let \( V_k \) be an arbitrary \( k \)-dimensional hyperplane in space-time \( \mathbb{R}^{n+1} \), let \( V_k^\perp \) be its orthogonal complement, and let \( \Omega \subset V_k \) be an arbitrary domain in \( V_k \) with piecewise smooth boundary. Then

\[
\hat{h}_{\text{top}}^{n+1-k}(\mathcal{K}, T^V_{(s,h)}) = \lim_{\varepsilon \to 0} \left( \ln \frac{1}{\varepsilon} \right)^{k-n-1} \lim_{R \to \infty} \frac{1}{\text{vol}(R \cdot \Omega)} \mathbb{H}^k(\mathcal{K}|_{R \cdot \Omega \times V_k^\perp}, L_\phi(V_k) (\mathbb{R}^{n+1})),
\]

where \( \phi_{V_k}(t,x) := e^{-\text{dist}(t,x), V_k)} \) and \( \text{vol}(V) \) is the Lebesgue measure in the hyperplane \( V_k \).

The proof of (4.6) repeats almost word for word the proof of Proposition 3.1 and Theorem 3.1 and is therefore omitted.

The next proposition shows that the entropies introduced in Definition 4.3 are, in a sense, equivalent to the generalized entropies of \( \mathcal{A} \) defined above.

**Proposition 4.3.** There exists a positive constant \( C \) such that for any hyperplane \( V_k \)

\[
C^{-1} \hat{h}_{\text{top}}^{n+1-k}(\mathcal{K}, T^V_{(s,h)}) \leq \hat{h}_{\text{top}}^{n+1-k}(\mathcal{A}, S^V_{(t,h)}) \leq C \hat{h}_{\text{top}}^{n+1-k}(\mathcal{K}, T^V_{(s,h)}),
\]

**Proof.** We define the set \( \mathcal{K}^+ := \mathcal{K}|_{t \geq 0} \subset L^\infty(\mathbb{R}_+ \times \mathbb{R}^n) \). Then, since the attractor \( \mathcal{A} \) is bounded in \( \Phi_{\beta} \), for any \( 0 < \beta_1 \leq \beta_2 \) and any \( u_1, u_2 \in \mathcal{A} \), we have

\[
\|u_1 - u_2\|_{\Phi_{\beta_1}} \leq \|u_1 - u_2\|_{\Phi_{\beta_2}}^{1-\beta_1/\beta_2} \cdot \|u_1 - u_2\|_{\Phi_{\beta_1/\beta_2}}^{\beta_1/\beta_2} \leq C_1 \|u_1 - u_2\|_{\Phi_{\beta_2}}^{\beta_1/\beta_2}.
\]
Hence the identity mapping
\[(4.9)\]
\[i: (\mathcal{A}, d_{e^{-|x|}}) \to (\mathcal{A}, d_{e^{-|x|}}),\]
where \(\alpha > 0\) is the same as in Theorem 1.2, is a Hölder homeomorphism. On the other hand, by Theorem 1.2 the solution operator of (0.1), \(S: u_0 \to u\), defines the Lipschitz homeomorphism
\[(4.10)\]
\[S: (\mathcal{A}, d_{e^{-|x|}}) \to (\mathcal{K}^+, d_{e^{\kappa t - |x|}})\]
and this homeomorphism obviously maps the semigroup \(S_{(t, h)}\) into the semigroup \(\{T_{(t, h)}, t \geq 0, h \in \mathbb{R}^n\}\). Finally, similarly to (4.9), the identity mapping
\[(4.11)\]
\[j: (\mathcal{K}^+, d_{e^{-|x|}}) \to (\mathcal{K}^+, d_{e^{-|(t, x)|}})\]
is also a Hölder homeomorphism. Thus, it follows from Proposition 4.1 that
\[(4.12)\]
\[C_2^{-1} \hat{h}_{\text{top}}^{n+1-k}(\mathcal{K}^+, T_{V_k}^{(s, h)}) \leq \hat{h}_{\text{top}}^{n+1-k}(\mathcal{A}, S_{(t, h)}^{V_k}) \leq C_2 \hat{h}_{\text{top}}^{n+1-k}(\mathcal{K}^+, T_{V_k}^{(s, h)})\]
for any hyperplane \(V_k\). Consequently, to complete the proof it is sufficient to show that
\[(4.13)\]
\[2^{k-n-1} \hat{h}_{\text{top}}^{n+1-k}(\mathcal{K}, T_{V_k}^{(s, h)}) \leq \hat{h}_{\text{top}}^{n+1-k}(\mathcal{K}, T_{V_k}^{(s, h)}) \leq \hat{h}_{\text{top}}^{n+1-k}(\mathcal{K}, T_{V_k}^{(s, h)}).\]
Since the right-hand inequality in (4.11) is clear, it is sufficient to verify only the left-hand one. First of all, we observe that \(e^{-|t,x|} \leq \frac{\epsilon}{R_0}\) if \(t \leq -\ln \frac{R_0}{\epsilon}\), where \(R_0 := ||K||_{L^\infty(\mathbb{R}^n+1)}\).

Hence,
\[(4.14)\]
\[\hat{h}_{\epsilon}(\mathcal{K}, d_{V_k}^R) \leq \hat{h}_{\epsilon}(T_{-\ln \frac{R_0}{\epsilon}} \mathcal{K}^+, d_{V_k}^R),\]
where \((T_u)(t, x) := u(t + s, x)\). On the other hand, since \(\phi(t, x)\) is a weight function with exponential growth rate 1 (with \(C_{\phi} = 1\) in \(\mathbb{R}^n+1\), inequality (1.24) implies that \((T_{-\ln \frac{R_0}{\epsilon}} \phi)(t, x) \leq R_0 \varepsilon^{-1} \phi(t, x)\). Hence,
\[(4.15)\]
\[\hat{h}_{\epsilon}(T_{-\ln \frac{1}{2}} \mathcal{K}^+, d_{V_k}^R) \leq \hat{h}_{\epsilon}^{\frac{R_0}{\varepsilon}}(\mathcal{K}^+, d_{V_k}^R).\]

It follows from (4.12) and (4.13) that
\[\hat{h}_{\text{top}}^{n+1-k}(\mathcal{K}, T_{V_k}^{(s, h)}) \leq 2^{n+1-k} \hat{h}_{\text{top}}^{n+1-k}(\mathcal{K}^+, T_{V_k}^{(s, h)}).\]
Proposition 4.3 is proved. \(\square\)

We are now ready to prove the main result of this section.

**Theorem 4.1.** Suppose that the hypotheses of Theorem 1.1 hold. Then

1. for any hyperplane \(V_k \subset \mathbb{R}^{n+1}\) the corresponding generalized topological entropy is finite:

\[(4.16)\]
\[\hat{h}_{\text{top}}^{n+1-k}(\mathcal{A}, S_{(t, h)}^{V_k}) \leq C < \infty,\]
where the constant \(C\) does not depend on the choice of the plane \(V_k\);

2. for any two hyperplanes \(V_k, V_k' \subset \mathbb{R}^{n+1}\) such that \(V_k \subset V_k'\)

\[(4.17)\]
\[\hat{h}_{\text{top}}^{n+1-k}(\mathcal{A}, S_{(t, h)}^{V_k'}) \leq \hat{h}_{\text{top}}^{n+1-k}(\mathcal{A}, S_{(t, h)}^{V_k}),\]
where the constant \(L\) is independent of the hyperplanes \(V_k\) and \(V_k'\).

**Proof.** By Proposition 4.3 it is sufficient to verify (4.14) and (4.15) for the entropies \(\hat{h}_{\text{top}}(\mathcal{K}, T_{V_k}^{(s, h)})\). First we prove (4.14). For the domain \(\Omega\) in (4.6) we take the the unit cube \(C_{V_k}\) generated by some orthonormal basis \(e_1, \ldots, e_k\) in \(V_k\). Then
\[(4.18)\]
\[\hat{h}_{\text{top}}(\mathcal{K} |_{\mathcal{C}_V^k \times V_k}, L^\infty_{\phi V_k}(\mathbb{R}^{n+1})) \leq \hat{h}_{\text{top}}(\mathcal{K} |_{\mathcal{C}_V^k \times V_k}, L^\infty(\mathbb{R}^{n+1})).\]
where the symbol $\mathcal{O}_\delta(M)$ denotes the $\delta$-neighborhood of a set $M$ in $\mathbb{R}^{n+1}$. Now it follows from (3.11) and (2.25) that
\[
\mathcal{H}_\epsilon \left( K_{\mathcal{O}_{\ln R/\varepsilon} \cap (R \cdot C_{V_k})} \right) \leq \left( \frac{R}{\ln \frac{R}{\varepsilon}} + 1 \right)^k \mathcal{H}_\epsilon \left( K_{[0, \sqrt{n \ln (\frac{R}{\varepsilon})^{n+1}}] \right) ^{n+1} \tag{4.17}
\]

By substituting (4.16) and (4.17) into the right-hand side of (4.6) we see that the entropy $\hat{h}^{n+1-k}_{\text{top}}(\mathcal{K}, T_{\Phi_{V_k}}^n)$ satisfies (4.14) as required.

We now prove estimate (4.15). It is obviously sufficient to prove it only for the case $k' = k + 1$. Fix an orthonormal basis $\{e_1, \ldots, e_k\}$ in $V_{k+1}$ so that the vectors $\{e_1, \ldots, e_k\}$ form an orthonormal basis in $V_k$. Then, clearly, $C_{V_{k+1}} = C_{V_k} \times [0, 1]$. Note also that using the triangle inequality and the definition of the weight functions $\phi_{V_k}$ and $\phi_{V_{k+1}}$ we obtain the estimate
\[
\phi_{V_{k+1}}(t, x) \leq \varepsilon^{-1} \phi_{V_k}(t, x) \quad \text{if} \quad \text{dist} \left( \Pi_{V_{k+1}}(t, x), V_k \right) \leq \ln \frac{1}{\varepsilon}, \tag{4.18}
\]

where the symbol $\Pi_{V_k}$ denotes the orthogonal projection onto the hyperplane $V_{k+1}$. Hence,
\[
\mathcal{H}_\epsilon \left( K_{(R \cdot C_{V_k} \times [0, \ln \frac{1}{\varepsilon}] \times V_{k+1}^\perp, L^\infty_{\phi_{V_{k+1}}}} \right) \leq \mathcal{H}_\epsilon \left( K_{R \cdot C_{V_k} \times V_k^\perp, L^\infty_{\phi_{V_k}}} \right). \tag{4.19}
\]

From (4.19) and the subadditivity (3.11) it follows immediately that for sufficiently large $R$
\[
\mathcal{H}_\epsilon \left( K_{(R \cdot C_{V_k} \times V_{k+1}^\perp, L^\infty_{\phi_{V_{k+1}}}} \right) \leq \left( \frac{R}{\ln \frac{1}{\varepsilon}} + 1 \right)^{n+1-k} \mathcal{H}_\epsilon \left( K_{R \cdot C_{V_k} \times V_k^\perp, L^\infty_{\phi_{V_k}}} \right). \tag{4.20}
\]

Multiplying inequality (4.20) by $R^{-k-1}(\ln \frac{1}{\varepsilon})^{n-k}$ and passing to the limit (first as $R \to \infty$, and then as $\varepsilon \to 0$) we obtain
\[
\hat{h}^{n+1-k}_{\text{top}}(\mathcal{K}, T_{\Phi_{V_k}}^n) \leq 2^{n+1-k} \hat{h}^{n+1-k}_{\text{top}}(\mathcal{K}, T_{\Phi_{V_k}}^n). \tag{4.21}
\]

This completes the proof of Theorem 4.1.

\[\square\]

Remark 4.3. Suppose that the classical topological entropy of the semigroup (1.6) is strictly positive, that is, $h_{\text{top}}(\mathcal{A}, S_{(t,h)}) = \hat{h}_{\text{top}}^0(\mathcal{A}, S_{(t,h)}) > 0$, for some equation of the form (0.1); examples of such equations were constructed in [33]. Then it follows from the second part of Theorem 4.1 that the generalized entropy corresponding to an arbitrary hyperplane $V_k \subset \mathbb{R}^{n+1}$ is also strictly positive. On the other hand, suppose that the zero-dimensional entropy (corresponding to the 0-dimensional hyperplane)
\[
\hat{h}_{\text{top}}^{n+1}(\mathcal{A}, S^{[0]}_{(t,h)}) = \limsup_{\varepsilon \to 0} \left( \ln \frac{1}{\varepsilon} \right)^{-n-1} \mathcal{H}_\epsilon(\mathcal{A}, L^\infty_{\phi_{\varepsilon}}(\mathbb{R}^n)) \tag{4.21}
\]
is equal to zero. Then all the generalized topological entropies are also zero.

Moreover, (4.15) can be interpreted as a generalization of the inequality
\[
h_{\text{top}}(\mathcal{A}) \leq L \dim_F(\mathcal{A}) \tag{4.22}
\]

between the fractal dimension of an invariant set and the topological entropy for classical dynamical systems. Indeed, the case of ordinary differential equations of the form (0.1)
corresponds to \( n = 0 \). Therefore it is easy to see that (4.21) coincides with the fractal dimension of the attractor, while the choice of the “hyperplane” \( V_1 = R_t \) gives the topological entropy of this system. In this case (4.15) takes the classical form (4.22). Extending this analogy we can interpret (4.21) as the generalized fractal dimension of the attractor \( A \).

Remark 4.4. An analogue of Proposition 4.2 can also be formulated directly for the quantity \( \hat{h}_{\text{top}}^{n+1-k}(A, S_{(t, k)}) \); see [44]. However, by contrast with the entropies calculated with respect to \( K \), in the formula for calculating the generalized entropies of the attractor \( A \), the space and time variables \( (x, t, \) respectively) are involved in a nonsymmetric way. This leads to more cumbersome formulae and makes studying them more difficult. Moreover, the possibility of “interchanging” space and time variables will play an essential role in our study of space-time chaos (see § 10).

5. INJECTIVITY OF THE SOLUTION OPERATOR
AND THE TEMPORAL EVOLUTION OF SPACE-CHAOTIC STRUCTURES

In this section we will show that the semigroup \( \{S_t, t \geq 0\} \) generated by (0.1), when restricted to the attractor \( A \), can be extended to a group of Hölder homeomorphisms of the attractor with Hölder index arbitrarily close to 1. We will apply this result to investigate the temporal evolution of the generalized topological entropies in spatial directions of some subsets of the attractor. (These are obviously invariant under spatial translations, but are not invariant under \( S_t \).) We begin with the following theorem.

Theorem 5.1. Suppose that the hypotheses of Theorem 1.1 hold. Then for any \( t \geq 0 \) the solution operator \( S_t \) of (0.1) is invertible on the attractor. Moreover, for any \( \delta > 0 \) and any \( t \geq 0 \) there exists \( \alpha = \alpha(t, \delta) > 0 \) such that the inverse operator \( S_{-t} := (S_t)^{-1} \) satisfies

\[
\|S_{-t} u_1 - S_{-t} u_2\|_{L^\infty_{\alpha, \delta}(\mathbb{R}^n)} \leq C\|u_1 - u_2\|_{L^\infty_{\alpha, \delta}(\mathbb{R}^n)}, \quad u_1, u_2 \in A,
\]

where the constant \( C = C(t, \delta) \) is independent of \( u_1, u_2 \in A \).

As usual (see [2 43 44]), the proof of (5.1) is based on verifying a “logarithmic convexity” property for solutions of the corresponding linearized equation. To do this we need the following abstract result proved in [13].

Lemma 5.1 ([13]). Let \( H \) be a Hilbert space, \( B: D(B) \to H \) a linear (unbounded) operator in it, and let \( v \in C^1([t_0, t_1], H) \cap C([t_0, t_1], D(B)) \) be a solution of the equation

\[
\partial_t v - B v = P(t)v, \quad \|P(t)\|_{H \to H} \leq P_0.
\]

Suppose also that \( B = B_+ + B'_- + B''_+ \), where \( B_+ \) is a symmetric operator, and \( B'_- \) and \( B''_+ \) are antisymmetric operators such that for any \( w \in H \)

\[
(B_+ w, B'_- w)_H \geq -\gamma\|B_+ w\|_H \|w\|_H - \beta\|w\|_H^2,
\]

\[
\|B''_+ w\|_H^2 \leq \gamma\|B_+ w\|_H \|w\|_H + \beta\|w\|_H^2.
\]

Define the function

\[
l(t) := 2 \ln \|u(t)\|_H - \int_{t_0}^t \psi(s) \, ds, \quad \psi(t) := 2 \frac{(P(t)u(t), u(t))}{\|u(t)\|_H^2}.
\]

Then for any \( t_0 \leq t \leq t_1 \)

\[
l(t) \leq \alpha_\pm l(t_0) + (1 - \alpha_\pm)l(t_1) + e^{4\gamma(t_1-t_0)}(t_1 - t_0)^2(8\gamma^2 + 4\beta + 2P_0^2),
\]
We claim that equation (5.12) has the form (5.2). We set
\[ \alpha_\pm := \frac{e^{\pm 4\gamma t_1} - e^{\pm 4\gamma t_0}}{e^{\pm 4\gamma t_1} - e^{\pm 4\gamma t_0}}, \]
where the minus sign is chosen if \( l(t_0) \leq l(t_1) \), and the plus sign if \( l(t_0) \geq l(t_1) \).

**Lemma 5.2.** Suppose that the assumptions of Lemma 5.1 hold and suppose that the solution \( v(t) \) is known to be defined on \( (-\infty, t_1] \) and bounded, \( \|v(t)\|_H \leq K \). Then for any \( \mu > 0 \) and \( t \in (-\infty, t_1) \) there exists a constant \( C = C(t, t_1, \mu, K) \) such that
\[ \|u(t)\|_H \leq C(t, t_1, t_0)\|u(t_1)\|_H^{1-\delta}, \quad 1 - \delta := e^{4\gamma(t-t_1)} - \mu. \]

**Proof.** Taking the exponential of (5.6) and using the inequality
\[ -2P_0(t-t_0) \leq \int_{t_0}^t \psi(s) \, ds \leq 2P_0(t-t_0), \]
which is obvious, we obtain
\[ \|u(t)\|_H \leq e^{2P_0} \|u(t_0)\|_H^{1-\delta}, \quad 1 - \delta := e^{4\gamma(t-t_1)} - \mu. \]

Since \( \|u(t_0)\|_H \leq K \), from (5.9) we get
\[ \|u(t)\|_H \leq C'(K, t, t_0, t_1)\|u(t_1)\|_H^{1-\delta}, \]
where \( \delta = \max \{\alpha_+, \alpha_-\} \). We now fix \( t_2 = -N \), where \( N > 0 \) is sufficiently large. Then
\[ 1 - \delta = 1 - \alpha_+ = \frac{e^{4\gamma t} - e^{-4\gamma N}}{e^{4\gamma t_1} - e^{-4\gamma N}} \to e^{-4\gamma(t_1-t)}, \]
as \( N \to \infty \). Hence for any \( \mu > 0 \) there exists \( N = N(\mu) \) such that \( 1 - \delta \geq e^{-4\gamma(t_1-t)} - \mu \). Lemma 5.2 is proved. \( \square \)

**Proof of the theorem.** Let \( u_1(t) \) and \( u_2(t) \) be two solutions of equation (0.1) lying on the attractor. In a similar way to the proof of Theorem 1.2 we define the function \( w(t) := \phi_\alpha(x)(u_1(t) - u_2(t)) \), where the function \( \phi_\alpha(x) = \phi_{\alpha,0}(x) \) is defined by (1.10) and \( \alpha > 0 \) is sufficiently small. Then this function satisfies the equation
\[ \partial_s w - a\Delta_x w + (\bar{L}, \nabla_x)w + \lambda_0 w + l(t)w = L_1(x)w + L_2(x)\nabla_x w, \]
where the operators \( L_i(x) \), \( i = 1, 2 \), are calculated using (1.12) and
\[ l(t) := \int_0^1 f'(su_1(t) + (1-s)u_2(t)) \, ds. \]
We claim that equation (5.12) has the form (5.2). We set \( H = L^2(\mathbb{R}^n) \),
\[ B_+ := a\Delta_x - \lambda_0, \quad B' := -\bar{L}, \quad B'' := \frac{1}{2}(L_1(x)\nabla_x - (L_2(x)\nabla_x)^*), \]
where \( (L)^* \) is the formal conjugate operator of \( L \) in the metric of \( H \), and
\[ P(t) := L_1(x) - l(t) + \frac{1}{2}(L_2(x)\nabla_x + (L_2(x)\nabla_x)^*). \]
Then, since the symmetric part of the operator \( L_2(x)\nabla_x \) is obviously an operator of order zero, the operator \( P(t) \) we have defined satisfies condition (5.2) with the constant \( P_0 \) independent of the choice of the solutions \( u_1, u_2 \in K \). Moreover, elementary integration by parts shows that
\[ (B_+ v, B'_- v) = 0 \quad \forall v \in D(B) := W^{2,2}(\mathbb{R}^n). \]
Hence (5.3) is also satisfied. We now verify (5.4). Using (1.13) and (1.14), the interpolation inequality and the regularity of solutions of the Laplace equation in \( \mathbb{R}^n \) we obtain
\[
\| B_+ v \|_{L^2(\mathbb{R}^n)} \leq C_1 \alpha \| v \|_{W^{1,2}(\mathbb{R}^n)}^2 \leq C_2 \alpha \| v \|_{H^1(B)} \leq C_3 \alpha \| v \|_{H^1} B_+ v \|_{H^1}
\]
for some constants \( C_i, i = 1, 2, 3 \), that are independent of \( \alpha \). Thus, equation (5.10) satisfies the hypotheses of Lemma 5.1 with the constant \( \gamma := C_3 \alpha \), where \( C_3 \) does not depend on \( \alpha \). Moreover, it is clear that
\[
(5.17) \quad \| u(t) \|_{L^2(\mathbb{R}^n)} \leq C_\alpha \| u_1(t) - u_2(t) \|_{L^\infty_{\alpha \leq |x|/2}(\mathbb{R}^n)},
\]
so, since the set \( \mathcal{K} \) in \( L^\infty(\mathbb{R}^{n+1}) \) is bounded, the hypotheses of Lemma 5.2 also hold (with the constant \( K \) independent of \( u_1 \) and \( u_2 \)). Consequently, by Lemma 5.2 we have
\[
(5.18) \quad \| w(-t) \|_{L^2(\mathbb{R}^n)} \leq C_{\alpha,t} \| u_1(0) - u_2(0) \|_{L^\infty_{\alpha \leq |x|/2}(\mathbb{R}^n)}^{1-\delta},
\]
where the constant \( \delta = \delta(t, \alpha) > 0 \) can be made arbitrarily small by decreasing the constant \( \alpha \). To complete the proof it is sufficient to observe that the standard interior estimate applied to the parabolic equation (5.12) gives
\[
(5.19) \quad \| w(-t) \|_{L^\infty(\mathbb{R}^n)} \leq C \| w(-t-1) \|_{L^2(\mathbb{R}^n)},
\]
where \( C \) is independent of \( u_1 \) and \( u_2 \) (see, for example, [3]). Substituting (5.15) into (5.19) we obtain (5.1). This completes the proof. \( \Box \)

We are now ready to move on to study the temporal evolution of the spatial complexity of solutions of equation (0.1) that lie on the attractor. For this we need the following definition, which is similar to Definitions 4.2 and 3.1.

**Definition 5.1.** Let \( \mathcal{M} \subset \mathcal{A} \) be an arbitrary closed spatially invariant subset of the attractor (that is, \( T_h \mathcal{M} = \mathcal{M} \) for any \( h \in \mathbb{R}^n \)). Let \( \phi = \phi(x) \) be an arbitrary weight function satisfying (2.2). For any \( R > 0 \) we define the following equivalent metric on the attractor:
\[
(5.20) \quad d^R_\phi(u_1, u_2) := \sup_{h \in [0, R]^n} \| T_h u_1 - T_h u_2 \|_{L^\infty(\mathbb{R}^n)}.
\]
By definition, the spatial topological entropy of the set \( \mathcal{M} \) is the quantity
\[
(5.21) \quad \hat{h}_{sp}(\mathcal{M}, T_h) := \lim_{\varepsilon \to 0} \left( \ln \frac{1}{\varepsilon} \right)^{-1} \lim_{R \to \infty} \frac{1}{R^n} \mathbb{E}_x \left( \mathcal{M}, d^R_\phi \right).
\]
Now let \( u_0 \in \mathcal{A} \) be an arbitrary point on the attractor. We define the spatial topological entropy \( \hat{h}_{sp}(u_0) \) by the following natural formula:
\[
(5.22) \quad \hat{h}_{sp}(u_0) := \hat{h}_{sp}(\mathcal{H}_{sp}(u_0), T_h), \quad \mathcal{H}_{sp}(u_0) := \{ T_h u_0, h \in \mathbb{R}^n \}_{\Phi_{loc}}.
\]

The following proposition is an analogue of Proposition 3.1 and Theorem 3.2.

**Proposition 5.1.** The quantity (5.21) does not depend on the choice of the weight function \( \phi \) and can be calculated by the formula
\[
(5.23) \quad \hat{h}_{sp}(\mathcal{M}, T_h) = \lim_{\varepsilon \to 0} \left( \ln \frac{1}{\varepsilon} \right)^{-1} \lim_{R \to \infty} \frac{1}{\text{vol}_n(R \cdot \Omega)} \mathbb{E}_x \left( \mathcal{M}, L^\infty(\mathbb{R} \cdot \Omega) \right),
\]
where \( \Omega \) is an arbitrary bounded domain in \( \mathbb{R}^n \) with piecewise smooth boundary.

The proof of (5.23) repeats word for word the proofs of Proposition 3.1 and Theorem 3.2 and is therefore omitted.
Remark 5.1. Choosing $M = A$ and the weight function $\phi(x) := e^{-|x|}$ we obtain the obvious equality
\begin{equation}
\hat{h}_{sp}(A, T_h) = \hat{h}_{top}(A, S^{R^n}_{(t,h)})
\end{equation}
(see Definition 4.2). In particular, according to Theorem 4.2 this implies that $\hat{h}_{sp}(M, T_h)$ is finite for any $M \subset A$. However, as Proposition 5.1 shows, in the special case of the spatial hyperplane $V_n := \mathbb{R}^n$ the generalized entropy $\hat{h}_{top}(A, T_h)$ does not depend on the choice of the weight function $\phi$. To emphasize this important fact we have repeated the definition of the generalized entropy along a hyperplane, in the special case of the spatial hyperplane $V_n := \mathbb{R}^n$ (see Definition 5.1).

Remark 5.2. It is worth noting that, unlike the classical topological entropy $h_{top}(A, T_h)$, the quantity $\hat{h}_{sp}(A, T_h)$ (or $\hat{h}_{sp}(u_0)$) is not in general a topological invariant, although it is independent of the choice of the weight function $\phi$. However, as usual, there is the possibility (see, for example, [31]) of constructing a “genuine” topological invariant based on the quantity $\hat{h}_{sp}(A, T_h) = \hat{h}_{sp}(\langle A, d_0 \rangle, T_h)$, namely,
\begin{equation}
\text{dim}_{sp}(A, T_h) := \inf_{\tilde{d}} \hat{h}_{sp}(\langle A, \tilde{d} \rangle, T_h),
\end{equation}
where the infimum is taken over all possible metrics defining the local topology in $A$. In the following sections we show that under certain natural conditions on equation (0.1) there exist points $u_0 \in A$ such that $\hat{h}_{sp}(u_0)$ (and even $\text{dim}_{sp}(u_0)$) turn out to be strictly positive.

To end this section we show that the quantities introduced in Definition 5.1 do not change along the trajectories of the dynamical system (1.4).

Corollary 5.1. Let $M \subset A$ be an arbitrary spatially invariant subset of the attractor. Then for any $t \in \mathbb{R}$ we have
\begin{equation}
\hat{h}_{sp}(S_t M, T_h) = \hat{h}_{sp}(M, T_h), \quad \text{in particular,} \quad \hat{h}_{sp}(S_t u_0) = \hat{h}_{sp}(u_0),
\end{equation}
for any $u_0 \in A$.

In fact, by Theorems 1.2 and 5.1 the operator $S_t$ is a Hölder homeomorphism with Hölder index arbitrarily close to 1, for an appropriate choice of the weighted metrics in $M$ and $S_t M$, and the entropies (5.18) and (5.19) are independent of the choice of these metrics. Thus (5.23) follows immediately from Proposition 4.1.

6. STRONGLY UNSTABLE MANIFOLDS OF NONHYPERBOLIC EQUILIBRIA

Our next aim is to obtain lower bounds for the generalized entropies introduced in the preceding sections. In this section we present an abstract construction for the structure of a strongly unstable invariant manifold of a smooth mapping in a neighborhood of a nonhyperbolic equilibrium. We will use it in what follows (see §§ 7, 10) to study the attractors of parabolic equations of the form (0.1).

Let $\Phi$ be a Banach space and let $S: \Phi \to \Phi$ be a nonlinear mapping of the form
\begin{equation}
S(u) = S_0 u + B(u),
\end{equation}
\begin{equation}
S_0 \in \mathcal{L}(\Phi, \Phi), \quad B \in C^{1,\alpha}(\Phi, \Phi), \quad B(0) = B'(0) = 0,
\end{equation}
where $0 < \alpha \leq 1$ is some positive number and $S_0 := S'(0)$ is the Fréchet derivative of $S$ at zero. Suppose that the zero equilibrium of the mapping $S$ is exponentially unstable, that is,
\begin{equation}
r_0(S_0) := \sup |\sigma(S_0, \Phi)| > 1,
\end{equation}
where \( \sigma(S_0, \Phi) \) denotes the spectrum of the linear operator \( S_0 \) in \( \Phi \), and \( r_0(S_0) \) its spectral radius. To construct an unstable manifold of \( S \) we solve the difference equation

\[
(6.3) \quad u_n = S(u_{n-1}) = S_0u_{n-1} + B(u_{n-1}), \quad n \in \mathbb{Z}_- := \{0, -1, \ldots\}
\]

in the space of sequences \( \{u_n\}_{n=0}^{-\infty} \) with values in the Banach space \( \Phi \). To do this we need the following spaces.

**Definition 6.1.** Let \( \gamma > 0 \) be an arbitrary positive number. The space of \( \Phi \)-valued sequences \( L_{\gamma} = L_{\gamma}(\mathbb{Z}_-, \Phi) \) is defined as follows:

\[
(6.4) \quad L_{\gamma} := \left\{ u = \{u_n\}_{n=0}^{-\infty}, \ u_n \in \Phi, \ \|u\|_{L_{\gamma}} := \sup_{n \in \mathbb{Z}_-} (\gamma^{-n}\|u_n\|_{\Phi}) < \infty \right\}.
\]

The main result of this section is the following theorem.

**Theorem 6.1.** Suppose that conditions (6.1) and (6.2) are satisfied. Let \( \Phi_+ \subset \Phi \) be a closed invariant subspace of the linear operator \( S_0 \) satisfying the condition

\[
(6.5) \quad \inf |\sigma(S_0|_{\Phi_+}, \Phi_+)| > \theta_0 > 1,
\]

where \( \theta_0 \) satisfies the inequality

\[
(6.6) \quad \theta_0^{1+\alpha} > r_0(S_0).
\]

Then there exists a ball \( B(\rho, 0, \Phi_+) \) of radius \( \rho > 0 \) centered at the origin in the space \( \Phi_+ \) and a smooth \( C^{1+\alpha} \)-smooth) mapping

\[
(6.7) \quad \nu : B(\rho, 0, \Phi_+) \rightarrow L_{\theta_0} (\Phi)
\]

such that for any \( v_+ \in \Phi_+ \) the sequence \( \nu_n(v_+) := \nu(v_+)(n), \ n \in \mathbb{Z}_-, \) satisfies the difference equation (6.3) and

\[
(6.8) \quad \|\nu_n(v_+) - (S_0|_{\Phi_+})^n v_+\|_{\Phi} \leq C\theta_0^{(1+\alpha)n}\|v_+\|^{1+\alpha}_{\Phi},
\]

where the constant \( C \) is independent of \( v_+ \in B(\rho, 0, \Phi_+) \) and \( n \in \mathbb{Z}_- \).

**Proof.** First we observe that (6.5) implies that \( S_+ := S_0|_{\Phi_+} \) is invertible and

\[
(6.9) \quad r_0(S_+^{-1}) < \theta_0^{-1}.
\]

Hence the expression \( S_+^n v_+ \) on the left-hand side of formula (6.8) makes sense. Moreover, it follows from (6.9) and the standard formula for the spectral radius that the sequence \( S_+ v_+ := \{S_+^n v_+\}_{n=0}^{-\infty} \) is contained in the space \( L_{\theta_0} \) and

\[
(6.10) \quad \|S_+ v_+\|_{L_{\theta_0}} \leq C \|v_+\|_{\Phi}.
\]

We will apply the implicit function theorem to (6.3). To do this we need the following standard result on the solvability of a linear inhomogeneous equation of the form (6.3).

**Lemma 6.1.** Suppose that the hypotheses of Theorem 6.1 hold and \( \lambda_0 > r_0(S_0) \). Then there exists a continuous linear operator

\[
(6.11) \quad \mathcal{T}_{\lambda_0} : L_{\lambda_0} \rightarrow L_{\lambda_0},
\]

such that for any sequence \( h = \{h_n\}_{n=0}^{-\infty} \in L_{\lambda_0} \), the sequence \( \{v_n\}_{n=0}^{-\infty} := \mathcal{T}_{\lambda_0} h \) satisfies the relation

\[
(6.12) \quad v_n = S_0 v_{n-1} + h_n, \quad n \in \mathbb{Z}_-.
\]
Proof. The required linear operator is given by the formula

\begin{equation}
(\mathbb{T}_{\lambda_0}h)_n := \sum_{k=-\infty}^{n} S_0^{n-k} h_k.
\end{equation}

The convergence of the series on the right-hand side of (6.13) and the estimate

\begin{equation}
\|\mathbb{T}_{\lambda_0}h\|_{L_{\lambda_0}} \leq C \|h\|_{L_{\lambda_0}}
\end{equation}

immediately follow from the condition \(\lambda_0 > r_0(S_0)\) and the standard formula for the spectral radius. The fact that the operator (6.14) defines a solution of equation (6.12) can easily be verified by substitution. This proves Lemma 6.1.

We now define an action of the nonlinear operator \(\tilde{B}\) on the space of sequences by the formula

\begin{equation}
\tilde{B}(u)_n := B(u_n), \quad u_n \in L_1(\Phi),
\end{equation}

where the operator \(B\) is defined in (6.1).

Lemma 6.2. Let \(\lambda_0 \geq 1\) be some number. Then the operator \(\tilde{B}\) belongs to the class \(C^{1,\alpha}(L_{\lambda_0}, L_{\lambda_0}^{1+\alpha})\) and

\begin{equation}
\|\tilde{B}(u)\|_{L_{\lambda_0}^{1+\alpha}} \leq C \|u\|_{L_{\lambda_0}^{1+\alpha}}^\alpha,
\end{equation}

and

\begin{equation}
\|\tilde{B}(u) - \tilde{B}(u_1) - \tilde{B}'(u)(u - u_1)\|_{L_{\lambda_0}^{1+\alpha}} \leq C \|u - u_1\|_{L_{\lambda_0}^{1+\alpha}},
\end{equation}

where \(u_1, u_2 \in L_{\lambda_0}\) and the constant \(C\) depends, generally speaking, on the norms of \(u_1\) and \(u_2\).

Proof. Since \(B \in C^{1,\alpha}(\Phi, \Phi)\), we have

\begin{equation}
\|B(u_n) - B(u_1) - \tilde{B}'(u)(u_n - u_1)\|_{\Phi} \leq C \|u_n - u_1\|_{\Phi}^\alpha
\end{equation}

for some constant \(C = C(\|u\|_{L_1}, \|u_1\|_{L_1})\). Multiplying (6.18) by \(\lambda_0^{(1+\alpha)n}\), taking the supremum over \(n\) of both parts of this inequality, and using the obvious embedding \(L_{\lambda_0} \subset L_1\) (since \(\lambda_0 \geq 1\)) we obtain (6.17). To prove (6.16) we recall that \(B(0) = \tilde{B}'(0) = 0\) and therefore

\begin{equation}
\|B(u_n)\|_{\Phi} \leq C(\|u\|_{L_1}) \|u_n\|_{\Phi}^\alpha.
\end{equation}

Multiplying this inequality by \(\lambda_0^{1+\alpha}\) and taking the supremum over \(n\) we obtain (6.16). The fact that \(\tilde{B}\) is smooth, that is, \(\tilde{B} \in C^{1,\alpha}(L_{\lambda_0}, L_{\lambda_0}^{1+\alpha})\), is a standard consequence of (6.16) and (6.17). Lemma 6.2 is proved.

We are now ready to complete the proof of the theorem. We first take the inverse of the linear part of equation (6.3) and rewrite it in the form

\begin{equation}
\mathcal{F}(v_+, u) = 0, \quad \text{where} \quad \mathcal{F}(v_+, u) := u - \mathbb{T}_{\theta_0^{1+\alpha}} \tilde{B}(u) - S_+ v_+,
\end{equation}

where \(v_+ \in \Phi_+\) and \(u \in L_{\theta_0}\). Then, on the one hand, according to (6.10) and Lemmas 6.1 and 6.2 the function \(\mathcal{F}\) is well defined (recall that \(\theta_0^{1+\alpha} > r_0(S_0)\)) and belongs to the class \(C^{1,\alpha}(\Phi_+ \times L_{\theta_0}, L_{\theta_0}^{1+\alpha})\). Moreover, \(\mathcal{F}'(0, 0) = \text{Id}\). On the other hand, it is obvious that every solution of (6.20) satisfies (6.3).

Thus, applying the implicit function theorem to (6.20) we construct a \(C^{1,\alpha}\)-mapping \(\mathcal{V}: B(\rho, 0, \Phi_+) \to L_{\theta_0}\), where \(\rho\) is a sufficiently small positive number such that

\begin{equation}
\mathcal{F}(v_+, \mathcal{V}(v_+)) \equiv 0 \quad \forall v_+ \in B(\rho, 0, \Phi_+).
\end{equation}
Moreover, since \( V(0) = 0 \), we have

\[
\|V(v_+)\|_{\mathcal{L}_0} \leq C\|v_+\|_{\Phi^+} \quad \forall v_+ \in B(\rho, 0, \Phi^+).
\]

It remains to verify (6.8). Now, it follows from (6.21), (6.22), and Lemmas 6.1 and 6.2 that

\[
\|V_n(v_+) - S^nv_+\|_\Phi \leq \theta_0^{(1+\alpha)n}\|V(v_+) - S_+v_+\|_{\mathcal{L}^{1+\alpha}}
\]

\[
= \theta_0^{(1+\alpha)n}\|T^{(1+\alpha)n}\mathcal{B}(V(v_+))\|_{\mathcal{L}^{1+\alpha}}
\]

\[
\leq C_1\theta_0^{(1+\alpha)n}\|\mathcal{B}(V(v_+))\|_{\mathcal{L}^{1+\alpha}}
\]

\[
\leq C_2\theta_0^{(1+\alpha)n}\|V(v_+)\|_{L^{1+\alpha}}^1
\]

\[
\leq C_3\theta_0^{(1+\alpha)n}\|v_+\|_{\Phi}^{1+\alpha}.
\]

Theorem 6.1 is proved. \( \square \)

**Corollary 6.1.** Suppose that the hypotheses of Theorem 6.1 hold. Define the set

\[
\mathcal{V}_0 := \{ V_0(v_+), \; v_+ \in B(\rho, 0, \Phi^+) \}.
\]

Then \( \mathcal{V}_0 \) is a smooth \((C^{1,\alpha}-smooth)\) submanifold in \( \Phi \) that is diffeomorphic to \( \Phi^+ \). Moreover,

\[
\|V_0(v_+) - v_+\|_\Phi \leq C\|v_+\|_{\Phi}^{1+\alpha} \quad \forall v_+ \in B(\rho, 0, \Phi^+)
\]

and therefore the tangent plane to the manifold \( \mathcal{V}_0 \) at the origin coincides with \( \Phi^+ \).

Indeed, from (6.21) we see that \( \mathcal{V}_0'(0) = \text{Id}_{\Phi^+} \). Therefore, by the implicit function theorem, \( \mathcal{V}_0 \) is a \( C^{1,\alpha} \)-submanifold in \( \Phi \) that is diffeomorphic to \( \Phi^+ \). It remains to observe that (6.24) is an immediate consequence of inequality (6.8).

**Remark 6.1.** Note that by construction the solution \( u_n := \mathcal{V}_n(v_+) \) of equation (6.3) belongs to \( \mathcal{L}_0 \) and is therefore decreasing as \( n \to -\infty \) at least as fast as \( \theta_0^n \) (for \( \theta_0 > 1 \)).

Therefore we call \( \mathcal{V}_0 \) a strongly unstable manifold. On the other hand, the sequence \( v_n := S^nv_+ \) can be interpreted as the unique solution of the linear difference equation

\[
v_n = S_0v_{n-1}, \quad v_0 = v_+, \quad v_n \in \Phi^+, \quad n \in \mathbb{Z}_+.
\]

Moreover, it follows from (6.10) and (6.25) that

\[
C_\varepsilon (r_0 + \varepsilon)^n\|v_+\|_\Phi \leq \|v_n\|_\Phi \leq C_1\theta_0^n\|v_+\|_\Phi \quad \forall \varepsilon > 0,
\]

where \( C_1 \) and \( C_\varepsilon \) are independent of \( v_+ \). Since \( \theta_0^{1+\alpha} > r_0 \), it follows from (6.8) and (6.26) that the solution \( u_n := \mathcal{V}_n(v_+) \) of equation (6.3) is attracted to the solution \( v_n = S^nv_+ \) of the linear equation (6.25). The following result shows that the solution \( u_n = \mathcal{V}_n(v_+) \) is uniquely characterized by this property.

**Corollary 6.2.** Suppose that the hypotheses of Theorem 6.1 hold. Then there exists a positive number \( \delta_0 \) such that if \( u = \{u_n\}_{n=-\infty}^\infty \) is a solution of equation (6.3) such that

\[
\|u\|_{\mathcal{L}_0} \leq \delta_0
\]

and there exists \( v_+ \in B(\rho, 0, \Phi^+) \)

satisfying

\[
u - v \in \mathcal{L}^{1+\alpha}, \quad v := S_+v_+,
\]

then \( u_n = \mathcal{V}_n(v_+) \) and, in particular, \( u_0 \in \mathcal{V}_0 \).
Since $u - v \in L^1_{\theta_0^0}$ and $u - v$ satisfies the equation
\begin{equation}
(6.27)
\begin{align*}
u_n - v_n - S_0(u_n - v_n) &= B(u_n),
\end{align*}
\end{equation}
by Lemmas 6.1 and 6.2 we can take the inverse of the linear part of equation (6.27). Thus, the pair $(u, v_+)$ satisfies (6.20). Since $V(v_+)$, the solution of (6.20) constructed by the implicit function theorem, is unique in a small neighborhood, we have $u = V(v_+)$ if the constant $\delta_0$ is sufficiently small.

**Corollary 6.3.** The manifold $\mathcal{V}_0$ is locally invariant under the mapping $S_0$, that is, there exists a positive number $\delta'_0$ such that if $w \in \mathcal{V}_0$ and $\|w\|_{\Phi} \leq \delta'_0$, then $S_0w \in \mathcal{V}_0$.

This assertion is an obvious consequence of the uniqueness of the solution $V(v_+)$ proved in Corollary 6.2.

**Remark 6.2.** Note that, by contrast with the standard theorems on unstable manifolds (see, for example, [1, 39]), we have assumed neither that the zero equilibrium is hyperbolic nor that the spectral projection onto the subspace $\Phi_+$ exists. We have not even assumed that there is a complement to the space $\Phi_+$ in $\Phi$.

To conclude this section we state two more important corollaries of the theorem proved above.

**Corollary 6.4.** Suppose that the hypotheses of Theorem 6.1 hold and let $T: \Phi \to \Phi$ be some (linear) isometry of the Banach space $\Phi$ that commutes with the operator $S$, that is, $T \circ S = S \circ T$. Suppose that the subspace $\Phi_+$ is invariant under this isometry: $T\Phi_+ \subset \Phi_+$. Then the mapping $V$ constructed in Theorem 6.1 is also invariant under the isometry $T$:
\begin{equation}
(6.28)
\begin{align*}
V_n(Tv_+) = TV_n(v_+) \quad \forall v_+ \in B(\rho, 0, \Phi_+), \quad n \in \mathbb{Z}_-.
\end{align*}
\end{equation}

Indeed, along with $V_n(v_+)$, $n \in \mathbb{Z}_-$, the sequence $T^{-1}V_n(Tv_+)$ is also a solution of equation (6.3), and it also tends to $v_n := S_0^n v_+$ as $n \to -\infty$. Hence by Corollary 6.2 we have $T^{-1}V_n(Tv_+) = V_n(v_+)$. 

**Corollary 6.5.** Suppose that the hypotheses of Theorem 6.1 hold and let $\Phi_1$ be some other Banach space containing the space $\Phi$: $\Phi \subset \Phi_1$. Suppose also that the linear operator $S_0$ can be extended to a continuous linear operator $\tilde{S}_0$ in $\Phi_1$ such that
\begin{equation}
(6.29)
\begin{align*}
\theta^1_{\alpha} > r_0(\tilde{S}_0)
\end{align*}
\end{equation}
and the sequence $S^n_1 v_+$ admits the estimate
\begin{equation}
(6.30)
\begin{align*}
\|S^n_1 v_+\|_{\Phi_1} \leq C \theta^0_0 \|v_+\|_{\Phi_1} \quad \forall v_+ \in B(2\rho, 0, \Phi_+).
\end{align*}
\end{equation}
Finally, suppose that the nonlinear operator $B(u)$ admits the estimate
\begin{equation}
(6.31)
\begin{align*}
\|B(u) - B(u_1)\|_{\Phi_1} \leq C_1 (\|u\|^0_{\Phi} + \|u_1\|^0_{\Phi}) \|u - u_1\|_{\Phi_1} \quad \forall u, u_1 \in B(\rho_0, 0, \Phi),
\end{align*}
\end{equation}
where $B(R_0, 0, \Phi)$ is an $R_0$-ball in the space $\Phi$ containing the manifold $\mathcal{V}_0$. Then there exists a positive number $\rho_0 \leq \rho$, depending on the constants $C$ and $C_1$, such that
\begin{equation}
(6.32)
\begin{align*}
C_2^{-1} \|v_+ - w_+\|_{\Phi_1} \leq \|V_0(v_+) - V_0(w_+)\|_{\Phi_1} \leq C_2 \|v_+ - w_+\|_{\Phi_1}
\end{align*}
\end{equation}
for any $v_+, w_+ \in B(\rho_0, 0, \Phi_+)$ and some constant $C_2$ depending on $C$ and $C_1$.

**Proof.** By construction the sequences $V(v_+)$ and $V(w_+)$ satisfy the relation
\begin{equation}
(6.33)
\begin{align*}
V(v_+) - V(w_+) + S_+(v_+ - w_+) &= T_{\theta^1_{\alpha}} [B(V(v_+)) - B(V(w_+))],
\end{align*}
\end{equation}
It follows from (6.29) that the operator \( T_{\rho_1^0} \) can be extended to a continuous linear operator in \( L_{\rho_1^0}^\infty(\Phi_1) \). Hence, (6.33), (6.31), and (6.22) imply the estimate
\[
\| T_{\rho_1^0} \left[ \overline{B}(v_+) - \overline{B}(w_+) \right] \|_{L_{\rho_1^0}^\infty(\Phi_1)} \\
\leq C' \| \overline{B}(v_+) - \overline{B}(w_+) \|_{L_{\rho_1^0}^\infty(\Phi_1)} \\
\leq C'' \| v_+ \|_{L_{\rho_0}^\infty} + \| w_+ \|_{L_{\rho_0}^\infty} \| v_+ - w_+ \|_{L_{\rho_0}^1(\Phi_1)} \\
\leq C'' \rho_0^\alpha \| v_+ - w_+ \|_{L_{\rho_0}(\Phi_1)},
\]
for any \( v_+, w_+ \in B(\rho_0, 0, \Phi_+) \), where the constants \( C', C'' \), and \( C''' \) depend only on \( C_1 \) and the norm of the operator \( T_{\rho_1^0}^\infty \) in the space \( L_{\rho_1^0}^\infty(\Phi_1) \) (but are independent of \( C \)). Assuming that \( \rho_0 > 0 \) satisfies the inequality \( C''' \rho_0^\alpha \leq \frac{1}{2} \) and using the obvious embedding \( L_{\rho_1^0}^\infty(\Phi_1) \subset L_{\rho_0}(\Phi_1) \) and (6.33) we now obtain the inequality
\[
\frac{1}{2} \| S_+(v_+ - w_+) \|_{L_{\rho_0}(\Phi_1)} \leq \| v_+ - w_+ \|_{L_{\rho_0}(\Phi_1)} \leq \frac{3}{2} \| S_+(v_+ - w_+) \|_{L_{\rho_0}(\Phi_1)}
\]
valid for any \( v_+, w_+ \in B(\rho_0, 0, \Phi_+) \). The right-hand inequality in (6.32) is an immediate consequence of (6.34) and (6.30). To prove the left-hand inequality we observe that by (6.33), (6.34), and (6.30) we have
\[
\| v_0(v_+) - v_0(w_+) - (v_+ - w_+) \|_{\Phi_1} \leq \| v_+ - w_+ \|_{L_{\rho_0}(\Phi_1)} \leq C''' \rho_0^\alpha \| v_+ - w_+ \|_{L_{\rho_0}(\Phi_1)} \\
\leq \frac{3}{2} C''' \rho_0^\alpha \| S_+(v_+ - w_+) \|_{L_{\rho_0}(\Phi_1)} \\
\leq \frac{3}{2} C''' \rho_0^\alpha \| v_+ - w_+ \|_{\Phi_1}.
\]
Finally, fixing \( \rho_0 > 0 \) so that \( \frac{3}{2} C''' \rho_0^\alpha = \frac{1}{2} \) we obtain
\[
\| v_0(v_+) - v_0(w_+) \|_{\Phi_1} \geq \frac{1}{2} \| v_+ - w_+ \|_{\Phi_1}.
\]
Corollary 6.5 is proved.

Remark 6.3. In what follows we will take \( \Phi \) to be \( L^\infty(\mathbb{R}^n) \); \( \Phi_1 \) to be the weighted space \( L_{\rho_0}^\infty(\mathbb{R}^n) \); \( S \) to be the solution operator of equation (0.1) per unit time; and the isometry \( T_\sigma \) to be the group \( T_h \) of spatial translations.

7. Strongly unstable manifolds of reaction-diffusion equations and lower bounds for the \( \varepsilon \)-entropy of the attractor

In this section we apply the abstract construction of a strongly unstable manifold to the study of equation (0.1). To carry out this program we shall need the following classical functional spaces.

Definition 7.1. For any \( \sigma > 0 \) let \( \mathbb{B}_\sigma = \mathbb{B}_\sigma(\mathbb{R}^n, \mathbb{C}) \) denote the subspace of \( L_{\infty}(\mathbb{R}^n, \mathbb{C}) \) consisting of functions \( u \) whose Fourier transform \( \hat{u} \) has compact support contained in the cube \( [-\sigma, \sigma]^n \):
\[
\mathbb{B}_\sigma := \{ u \in L_{\infty}(\mathbb{R}^n, \mathbb{C}), \supp \hat{u} \subset [-\sigma, \sigma]^n \}.
\]
We also introduce the subspace \( \mathbb{B}_{\sigma \mathbb{R}}(\mathbb{R}^n, \mathbb{R}) \subset \mathbb{B}_\sigma \) whose elements are real-valued functions: \( \mathbb{B}_{\sigma \mathbb{R}} := \text{Re} \mathbb{B}_\sigma \).

It is well known that \( \mathbb{B}_{\sigma \mathbb{R}_0} \) is the space of holomorphic functions with exponential growth (see, for example, [7, 19]).
We also need the following subclass of weight functions of exponential growth.

**Definition 7.2.** A function \( \phi \in C_{\text{loc}}(\mathbb{R}^n) \) is a weight function with polynomial growth of degree \( N \in \mathbb{R}_+ \) if the following conditions hold:

\[
\phi(x) > 0, \quad \phi(x + y) \leq C_{\phi}(1 + |y|)^N \phi(x) \quad \forall x, y \in \mathbb{R}^n.
\]

It is obvious that any weight function with polynomial growth is a weight function with exponential growth rate \( \varepsilon \) (for any \( \varepsilon > 0 \)). The following functions are polynomial analogues of the functions (1.10):

\[
\psi_{l,x_0}(x) := (1 + |x - x_0|)^{-l}, \quad x_0 \in \mathbb{R}, \quad l \in \mathbb{R}, \quad l \neq 0.
\]

It is easy to verify that these functions satisfy (7.2) with exponent \( N = |l| \) and constant \( C_{\psi_{l,x_0}} = 1 \). Moreover, all the properties of weight functions of exponential growth stated in Proposition 1.2 have obvious analogues in the case of functions of polynomial growth. For example, the following proposition is an analogue of item 5 of Proposition 1.2.

**Proposition 7.1.** Let \( \phi \) be a weight function with polynomial growth of degree \( N \). Then for any \( u \in L^\infty_0(\mathbb{R}^n) \) we have the inequality

\[
\|u\|_{L^\infty_0(\mathbb{R}^n)} \leq \sup_{y \in \mathbb{R}^n} \{ \phi(y)\|u\|_{L^\infty_0(\mathbb{R}^n)} \} \leq C_{\phi}\|u\|_{L^\infty_0(\mathbb{R}^n)},
\]

where the function \( \psi_{N,y}(x) \) is defined in formula (7.3).

The proof of (7.4) repeats word for word the proof of (1.28).

We are now ready to state the main result of this section.

**Theorem 7.1.** Suppose that the hypotheses of Theorem 1.1 hold. Suppose also that

\[
f(0) = 0 \quad \text{and} \quad \sigma(-f'(0) - \lambda_0, \mathbb{R}^k) \cap \{ \text{Im} \lambda > 0 \} \neq \emptyset.
\]

Then there exists a complex vector \( e \in \mathbb{C}^k \) and positive numbers \( \sigma \) and \( \rho_0 \) defining the subspace

\[
\Phi_+ = \Phi_+(\sigma) := \text{Re}\{\mathbb{B}_\sigma \cdot e\}
\]

and a smooth \( (C^{1,1}\text{-smooth}) \) mapping

\[
\forall_0: B(\rho_0, 0, \Phi_+) \rightarrow \mathcal{A} \quad \text{such that} \quad T_h \circ \forall_0 = \forall_0 \circ T_h \quad \forall h \in \mathbb{R}^n
\]

and

\[
\|\forall_0(v) - v\|_{L^\infty(\mathbb{R}^n)} \leq C\|v\|_{L^\infty(\mathbb{R}^n)}^2 \quad \forall v \in B(\rho_0, 0, \Phi_+).
\]

Moreover, for any weight function \( \phi \) with polynomial growth

\[
C_1^{-1}\|v_1 - v_2\|_{L^\infty(\mathbb{R}^n)} \leq \|\forall_0(v_1) - \forall_0(v_2)\|_{L^\infty(\mathbb{R}^n)} \leq C_1\|v_1 - v_2\|_{L^\infty(\mathbb{R}^n)}
\]

for any \( v_1, v_2 \in B(\rho_0, 0, \Phi_+) \), where the constant \( C_1 \) depends only on the constants \( N \) and \( C_\phi \) in inequality (7.2) and is independent of the explicit form of the weight function \( \phi \).

**Proof.** We wish to construct a strongly unstable manifold of the zero equilibrium for the solution operator \( S = S_1: \Phi_+ \rightarrow \Phi_0 \) of equation (0.1) per unit time. To do this we need to verify that the hypotheses of Theorem 6.1 hold for this particular case. Now, in this case, \( \Phi = \Phi_0 := L^\infty(\mathbb{R}^n) \), \( S_0 := D_{u_0}S_1(0) \), and \( B(u) := S(u) - S_0(u) \), where \( D_{u_0}S_1(0) \) is the solution operator of the linear parabolic equation

\[
\partial_tv = a\Delta_xv - (\bar{L}, \nabla_x)v - f'(0)v - \lambda_0v, \quad v|_{t=0} = v_0,
\]

which is the linearization of the problem (0.1) in a neighborhood of the zero equilibrium. Then, by Corollary 1.3, \( B \in C^{1,1}(\Phi_0, \Phi_0) \) and \( B(0) = B'(0) = 0 \). Hence condition (6.1) is
satisfied. Moreover, by (1.30) for any weight function with a sufficiently small exponential growth rate we have
\[(7.11) \quad \|B(u) - B(u_1)\|_{\Phi_\phi} \leq C(\|u\|_{\Phi_\phi} + \|u_1\|_{\Phi_\phi})\|u - u_1\|_{\Phi_\phi},\]
where \( C \) depends on the norms of \( u \) and \( u_1 \) and the constant \( C_\phi \) in inequality (1.24) (but is independent of the explicit form of \( \phi \)). Hence (6.31) is also satisfied for \( \Phi_1 = \Phi_\phi \).
Thus, it remains to verify the conditions on the linear operator \( S_0 \). For that we need the following lemmas.

**Lemma 7.1.** The spectral radius of the operator \( S_0 \) is calculated by the formula
\[(7.12) \quad r_0(S_0) = e^{\max Re(\sigma(-f'(0) - \lambda_0, \mathbb{R}^k))}\]
and therefore there exists an eigenvector \( e \in \mathbb{C}^k \) of the operator \(-f'(0) - \lambda_0\) corresponding to an eigenvalue \( \lambda_0 \) such that
\[(7.13) \quad r_0(S_0) = e^{Re(\lambda_0)\quad(-f'(0) - \lambda_0)e = \lambda_0e}.

**Proof.** Since the function \( v(t) := e^{At}e_\Lambda \) is a spatially homogeneous solution of equation (7.10) for any \( \Lambda \in \sigma(-f'(0) - \lambda_0) \) and the corresponding eigenvector \( e_\Lambda \in \mathbb{C}^k \), we have
\[r_0(S_0) \geq e^{\max Re(\sigma(-f'(0) - \lambda_0, \mathbb{R}^k))}.
We now prove the reverse inequality. We set \( M_0 := \max Re(\sigma(-f'(0) - \lambda_0, \mathbb{R}^k)) \). For any \( \delta > 0 \) we introduce an equivalent norm in the space \( \mathbb{R}^k \) by the following standard formula:
\[(7.14) \quad \|v\|_\delta^2 := \int_0^\infty e^{(-M_0 - \delta - A)t}v.v \, dt, \quad A := f'(0) + \lambda_0.
The integral on the right-hand side of (7.14) converges due to the fact that the spectrum of the operator \(-M_0 - \delta - A\) is contained in the negative half-plane. Moreover, it is easy to verify that
\[(7.15) \quad (Av, v)_\delta \geq -(M_0 + \delta)\|v\|_\delta^2 \quad \forall v \in \mathbb{R}^k.
For, since the norm (7.14) does not increase along trajectories of the semigroup \( s_t := e^{(-(M_0 + \delta + A)t)} \), we have
\[\frac{d}{dt}(\|s_tv\|_\delta^2)_{t=0} = 2((-M_0 - \delta - A)v, v)_\delta \leq 0,
and inequality (7.15) follows.
We now introduce the function \( w(t, x) := \|v(t, x)\|_\delta^2 \), where \( v(t) \) is an arbitrary solution of (7.10). Then, similarly to (1.2), this function satisfies the inequality
\[(7.16) \quad \partial_t w - a \Delta_x w + (\bar{L}, \nabla_x) w - 2(M_0 + \delta)w \leq 0, \quad w|_{t=0} = \|v_0\|_\delta^2, \quad w|_{\partial\Omega} = 0.
Applying the classical maximum principle to equation (7.16) we obtain
\[\|w(t)\|_{L^\infty} \leq e^{2(M_0 + \delta)t}\|w(0)\|_{L^\infty}\]
and, consequently, \( r_0(S_0) \leq M_0 + \delta \). Since \( \delta > 0 \) is arbitrary, (7.12) is proved. The existence of an eigenvector \( e \) and an eigenvalue \( \lambda_0 \) satisfying (7.13) follows directly from (7.12). Lemma 7.1 is proved.

Thus, if (7.5) holds, then (6.2) holds. The following lemma gives an estimate for the spectrum of the operator \( S_0 \) in the weighted spaces \( \Phi_\phi \).
Lemma 7.2. Let $\phi$ be a weight function with exponential growth rate $\alpha > 0$ and let $\tilde{S}_0$ be an extension of the operator $S_0$ to a continuous operator in $\Phi_\phi$. Then
\begin{equation}
(7.17) \quad r_0(\tilde{S}_0, \Phi_\phi) \leq r_0(S_0, \Phi_b) + C\alpha,
\end{equation}
where the constant $C$ is independent of $\alpha$, $C_\phi$, and the explicit form of the weight function $\phi$.

Proof. Observe that the operator of multiplication by the weight function $\phi^{-1}$ realizes an isomorphism between the spaces $L^\infty(\mathbb{R}^n)$ and $L^\infty_\phi(\mathbb{R}^n)$. Moreover, in the case of the weight functions (1.10) the operator $S_{\alpha,x_0} := \phi_{\alpha,x_0} \circ \tilde{S}_0 \circ \phi_{\alpha,x_0}^{-1}$ is the solution operator of a linear parabolic equation of the form (1.11). Hence, similarly to the proof of Lemma 7.1, the estimates (1.14) and the maximum principle imply that
\begin{equation}
(7.18) \quad r_0(\tilde{S}_0, \Phi_{\phi_{\alpha,x_0}}) = r_0(\tilde{S}_{\alpha,x_0}, \Phi_b) \leq r_0(S_0, \Phi_b) + C\alpha.
\end{equation}
One can derive formula (7.17) for an arbitrary weight $\phi$ from this special case in a standard way using the estimates (1.28) and the invariance of $S_0$ under the group of spatial translations. Lemma 7.2 is proved.

Thus, condition (6.29) follows from condition (6.6) (for the case of the space $\Phi_1 = \Phi_\phi$ with a weight function of a sufficiently small exponential growth rate). It remains to verify the conditions on the invariant spectral subspace $\Phi_+.$

Lemma 7.3. There exist $\theta_0 > 1$ satisfying condition (6.6), $\sigma > 0$, and an invariant subspace $\Phi_+$ (under $S_0$ and $T_0$) defined by formula (7.6), where the vector $e$ satisfies (7.13), such that the restriction $S_0$ of the operator $S_0$ to the invariant subspace $\Phi_+$ is invertible and satisfies (6.5). Moreover, for any $N > 0$ there exists $\varepsilon_N$ such that
\begin{equation}
(7.19) \quad \|S_0^{-1}v_+\|_{\Phi_{\phi_{\varepsilon,N,x_0}}} \leq C\theta_0^{-l}\|v_+\|_{\Phi_{\phi_{\varepsilon,N,x_0}}} \quad \forall v_+ \in \Phi_+, \quad l \in \mathbb{N},
\end{equation}
where $\psi_{\varepsilon,N,x_0}(x) := (1 + \varepsilon|x - x_0|^{-N})$, $0 < \varepsilon \leq \varepsilon_N$, and the constant $C$ is independent of $N$, $\varepsilon \leq \varepsilon_N$, and $x_0$.

Proof. Recall that $S_0$ is the solution operator per unit time for equation (7.10). Therefore, applying the Fourier transformation to (7.10) we obtain
\begin{equation}
(7.20) \quad \tilde{S}_0^{-1}e^\xi = e^{(-a|\xi|^2 - i\xi \cdot \varepsilon - \Lambda_0 - f'(0))} \tilde{r}_0(\xi), \quad \xi \in \mathbb{R}^n, \quad l \in \mathbb{N}.
\end{equation}
Moreover, (7.20) and the definitions of the eigenvalue $\Lambda_0$ and the subspace $\Phi_+$ imply the simpler formula
\begin{equation}
(7.21) \quad \tilde{S}_0^{-1}v_+(\xi) = e^{(-a|\xi|^2 - i\xi \cdot \varepsilon - \Lambda_0)} \tilde{v}_+, \quad l \in \mathbb{N},
\end{equation}
for the case of the initial conditions $v_+ \in \Phi_+.$ Formula (7.21) implies, in particular, the invariance of the space $\Phi_+$ under the operator $S_0$. Moreover, since the Fourier transform of any function in $\Phi_+$ has compact support, it follows from (7.21) that the operator $S_0$ is invertible on $\Phi_+$ (for any choice of the exponent $\sigma$) and (7.21) is valid for any $l \in \mathbb{Z}$. Thus, it remains to find the exponent $\sigma > 0$ so that (7.21) holds. We fix an (arbitrary) number $\theta_0 > 1$ satisfying (6.6), that is, $\theta_0^2 > r_0(S_0) > \theta_0$; such $\theta_0$ exists by (7.5) and (7.12). We also fix a positive number $m_0$ so that the following inequality holds:
\begin{equation}
(7.22) \quad |e^{-a|\xi|^2 - i\xi \cdot \varepsilon + \Lambda_0}| = e^{-a|\xi|^2} e^{\text{Re} \Lambda_0} = e^{-a|\xi|^2} r_0(S_0) > \theta_0 \quad \text{if} \quad |\xi| \leq m_0,
\end{equation}
that is, $m_0 < \sqrt{a^{-1} \ln \frac{r_0(S_0)}{\theta_0}}$. We claim that if the exponent $\sigma > 0$ satisfies the condition
\begin{equation}
(7.23) \quad [-\sigma, \sigma]^n \subset B_{m_0/2}^{n}, \quad \text{that is,} \quad \sqrt{n} \sigma \leq \frac{m_0}{2},
\end{equation}
then for any \( v_+ \in \Phi_+(\sigma) \) (7.19) holds. Now, by (7.21), (7.20) and (7.23), the solution
\[
S^l_v v_+ = \theta^{l}_0 \Phi_l * v_+, \quad l \in \mathbb{N},
\]
where
\[
\bar{\Psi}_l(\xi) := e^{[(ln \theta_l - \sigma_0(|\xi|^2 - i \tilde{L} \xi + \Lambda_0)]/\psi(\xi)}.
\]
Here the symbol \( u * v \) denotes the convolution of \( u \) and \( v \) in \( \mathbb{R}^n \), and the cut-off function \( \psi \in C_0^\infty(\mathbb{R}^n) \) is such that \( \psi(\xi) = 1 \) for \( |\xi| \leq \frac{m_0}{2} \) and \( \psi(\xi) = 0 \) for \( |\xi| \geq m_0 \). We observe that (7.22) implies that
\[
\ln \theta_l - (\sigma_0(|\xi|^2 - i \tilde{L} \xi + \Lambda_0)) \leq -\mu_0 \quad \forall \xi \in B_0^{m_0}
\]
for some positive \( \mu_0 \). Hence for any \( N \in \mathbb{N} \)
\[
\| \bar{\Psi}_l \|_{C^N(\mathbb{R}^n)} \leq C_N
\]
and therefore
\[
|\Phi_l(x)| \leq C'_N (1 + |x|)^{-N},
\]
where the constants \( C_N \) and \( C'_N \) depend on \( N \), but do not depend on \( l \in \mathbb{N} \). Now by (7.24) and (7.26) we have
\[
\begin{align*}
\theta^{l}_0 |(S^l_v v_+)(x)| & \leq \left( \int y \in \mathbb{R}^n |\Phi_l(y)|^{1/2} dy \right) \sup_{y \in \mathbb{R}^n} \{|v_+(y)| \cdot |\Phi_l(x - y)|^{1/2} \} \\
& \leq C \sup_{y \in \mathbb{R}^n} \{|v_+(y)| \cdot |\Phi_l(x - y)|^{1/2} \},
\end{align*}
\]
where the constant \( C \) is independent of \( l \) and \( x \). Multiplying (7.27) by the function \( \psi_{\varepsilon,N,x_0}(x) \), taking the supremum over \( x \in \mathbb{R}^n \), and using (7.2) for the functions \( \psi_{\varepsilon,N,x_0}(x) \) (obviously, we take the constant \( C_{\psi_{\varepsilon,N,x_0}}(x) = 1 \)) we obtain
\[
\begin{align*}
\theta^{l}_0 |(S^l_v v_+)|_{\Phi_{\varepsilon,N,x_0}} & \leq C \sup_{(x,y) \in \mathbb{R}^n} \left\{ (1 + \varepsilon|y - x_0|)^{-N} (1 + \varepsilon|y - x|)^N |v_+(y)| \cdot |\Phi_l(x - y)|^{1/2} \right\} \\
& \leq C \left( \sup_{z \in \mathbb{R}^n} \left\{ (1 + \varepsilon|z|)^N |\Phi_l(z)|^{1/2} \right\} \right) \cdot \| v_+ \|_{\Phi_{\varepsilon,N,x_0}}.
\end{align*}
\]
Moreover, it is easy to deduce from (7.2) that for any \( N \in \mathbb{R}_+ \) there exists a constant \( \varepsilon_N = \varepsilon(N) > 0 \) and a constant \( K \) independent of \( N \) such that
\[
\sup_{z \in \mathbb{R}^n} \left\{ (1 + \varepsilon|z|)^N |\Phi_l(z)|^{1/2} \right\} \leq K
\]
for every \( \varepsilon < \varepsilon_N \). Lemma 7.3 is proved. \( \square \)

Thus, we have verified all the hypotheses of Theorem 6.1. Hence there exists a strongly unstable manifold \( \mathcal{V}_0 \) of the operator \( S \) corresponding to the invariant subspace \( \Phi_+ \) constructed in Lemma 7.3 and a \( C^{1,1} \)-mapping \( \mathcal{V}_0 : B(\rho, 0, \Phi_+) \rightarrow \mathcal{V}_0 \) satisfying (7.8). Note also that to each \( u_0 := \mathcal{V}_0(v_+), \quad v_+ \in B(\rho, 0, \Phi_+) \) there corresponds a complete trajectory \( u(t) \in \mathcal{K} \) of equation (0.1) defined by
\[
u(t) := \begin{cases}
S_{t-[t]} \mathcal{V}_l v_+, & t \leq 0, \\
S_{t} u_0, & t \geq 0,
\end{cases}
\]
where \([t]\) denotes the integer part of \( t \), while \( \mathcal{V}_l, l \in \mathbb{Z}_- \), are the operators constructed in Theorem 6.1. Hence, \( \mathcal{V}_0 \in \mathcal{A} \) by Theorem 2.1. Thus, it remains to verify estimate (7.9) using Corollary 6.5. To avoid the dependence of the radius \( \rho_0 \) on \( N \), the exponent of the
polynomial growth of the weight function $\phi$, we use the polynomial weights introduced in Lemma 7.3:

\[(7.28) \quad \tilde{\psi}_{N,x_0}(x) := (1 + \varepsilon_N|x-x_0|)^{-N}, \quad N \in \mathbb{R}_+, \quad x_0 \in \mathbb{R}^n,\]

where the small parameter $\varepsilon_N > 0$ is chosen so that (7.19) holds, that is, $\varepsilon'_N \leq \varepsilon_N$, and also (7.11) holds with the constant $C$ independent of $N$ and $x_0$. For that it suffices to choose $\varepsilon'_N$ so that

\[(7.29) \quad \tilde{\psi}_{N,x_0}(x + y) \leq (1 + \varepsilon'_N|x|)^N \tilde{\psi}_{N,x_0}(y) \leq e^{\alpha|x|} \tilde{\psi}_{N,x_0}(y)\]

for some sufficiently small $\alpha > 0$. We now choose the weighted space $\Phi_{\tilde{\psi}_{N,x_0}}$ to be the space $\Phi_1$ in Corollary 6.5. Then (6.31) follows immediately from (7.11). Moreover, by Lemma 7.2, (6.29) is also satisfied if the constant $\alpha > 0$ is sufficiently small, and condition (6.30) follows from (7.19). Hence by Corollary 6.5 there exists $\rho_0 > 0$ independent of $N$ such that (7.9) holds for the weight functions $\phi = \tilde{\psi}_{N,x_0}, N \in \mathbb{R}_+, x_0 \in \mathbb{R}^n$, where the constant $C_1$ is independent of $x_0$. On the other hand, the functions (7.28) are obviously weight functions with polynomial growth of degree $N$ and

\[(7.29) \quad C_N^{-1}(1 + |x-x_0|)^{-N} \leq \tilde{\psi}_{N,x_0}(x) \leq C_N(1 + |x-x_0|)^{-N}, \quad \forall x \in \mathbb{R}^n,\]

where the constant $C_N$ depends on $N$, but is independent of $x_0$. Now it follows from (7.29) and Proposition 7.1 that (7.9) holds for any weight function with polynomial growth. Theorem 7.1 is proved. \[\square\]

The theorem we have just proved allows us to derive lower bounds for the $\epsilon$-entropy of the attractor using the well-known estimates for the entropy in the spaces $\mathcal{B}_\sigma$.

**Corollary 7.1.** Suppose that the hypotheses of Theorem 7.1 hold. Then the $\epsilon$-entropy of the restriction of the attractor $A$ of equation (0.1) to the ball $B_{x_0}^R$ admits the estimate

\[(7.30) \quad \mathbb{H}_\epsilon^{L}(A|_{B_{x_0}^R}, L^\infty(B^R_{x_0})) \geq C_AR^m \ln \frac{R_0}{\varepsilon},\]

where the constants $R_0 > 0$ and $C > 0$ are independent of $\varepsilon$, $x_0$, and $R$. Moreover, the entropy of the restriction of the attractor to the unit ball satisfies the following sharper estimate: for any $\mu > 0$ there exists $C_\mu > 0$ such that

\[(7.31) \quad \mathbb{H}_\epsilon^{L}(A|_{B_{x_0}^1}, L^\infty(B^1_{x_0})) \geq C_\mu \left( \ln \frac{R_0}{\varepsilon} \right)^{n+1-\mu}.\]

**Proof.** We can assume without loss of generality that the eigenvector $e \in \mathbb{C}^k$ involved in (6.6), which gives the definition of the subspace $\Phi_+$, is normalized so that $|\text{Re} e| = 1$. (If $\text{Re} e = 0$, then one must take the vector $\bar{e}$ instead of the vector $e$.) Let $v_1, v_2 \in B(\delta, 0, \mathbb{B}_\sigma^{Re})$ for some $\delta \leq \rho_0$. Then using (7.8) we obtain the inequality

\[(7.32) \quad \|V_0(v_1) - V_0(v_2)\|_{L^\infty(B^R_{x_0})} \geq \|v_1 - v_2\|_{L^\infty(B^R_{x_0})} - \|V_0(v_1) - v_1 \text{Re} e\|_{\Phi_b} - \|V_0(v_2) - v_2 \text{Re} e\|_{\Phi_b} \geq \|v_1 - v_2\|_{L^\infty(B^R_{x_0})} - 2C\delta^2\]

for any $R > 0$ and $x_0 \in \mathbb{R}^n$. Now let $\varepsilon > 0$ be an arbitrary sufficiently small number and let $\delta = \frac{1}{2}(C\varepsilon)^{1/2}$. Then (7.32) and the embedding (7.7) yield the estimate

\[(7.33) \quad \mathbb{H}_\varepsilon^{L}(A|_{B_{x_0}^1}, L^\infty(B^R_{x_0})) \geq \mathbb{H}_\varepsilon^{L}(B_{x_0}^{\frac{1}{2}(C\varepsilon)^{1/2}}0, \mathbb{B}^{Re}_\sigma), L^\infty(B^R_{x_0})) = \mathbb{H}_{2C^{-1/2}\varepsilon^{1/2}}(B(1, 0, \mathbb{B}^{Re}_\sigma), L^\infty(B^R_{x_0})).\]
Therefore in order to derive estimates (7.30) and (7.31) it suffices to have analogous estimates for the $\varepsilon$-entropy of the unit ball in the spaces $\mathbb{B}_R^{\mathbb{R}_\sigma}$. Proofs of these estimates can be found in [7] and [41], for example. Corollary 7.1 is proved. □

Remark 7.1. The estimates (7.30) and (7.31) show that the upper bound (2.13) is sharp for all values of the parameters $\varepsilon$, $R$, and $x_0$. In particular, it follows from (7.31) that the restriction of the attractor $\mathcal{A}$ to any bounded domain has infinite fractal dimension. Note also that using a more accurate lower bound than (7.31) for the $\varepsilon$-entropy of the unit ball in the space $\mathbb{B}_R^{\mathbb{R}_\sigma}$ one can obtain the following estimate for the entropy of the attractor:

$$
\mathbb{H}_\varepsilon(\mathcal{A}|_{B_{1,x_0}}, L^\infty(B_{1,x_0}^1)) \geq C \left(\frac{\ln \frac{1}{\varepsilon}}{(\ln \ln \frac{1}{\varepsilon})^n} \right)^{n+1},
$$

which differs from the upper bound (2.13) by a factor proportional to the double logarithm of $\varepsilon$. We will not use (7.34) in what follows and therefore do not give its proof.

Corollary 7.2. Suppose that the hypotheses of Theorem 7.1 hold. Then the generalized spatial topological entropy of the attractor $\mathcal{A}$ is strictly positive:

$$
0 < C \leq \hat{h}_{sp}(\mathcal{A}, T_h) < \infty
$$

and therefore

$$
(7.35) \quad h_{top}(\mathcal{A}, T_h) = \infty.
$$

We proved that $\hat{h}_{sp}(\mathcal{A}, T_h)$ is finite in §4, and the fact that it is strictly positive follows from (7.30) and (5.20). The fact that the classical topological entropy of the action of the group $\{T_h, h \in \mathbb{R}^n\}$ is infinite is an immediate consequence of the fact that its generalized entropy is positive.

To conclude this section we state another useful corollary of the theorem proved above, which gives a model dynamical system for studying spatial chaos on the attractor.

Corollary 7.3. Suppose that the hypotheses of Theorem 7.1 hold. Then there exists a mapping

$$
(7.36) \quad \tilde{\mathcal{V}} : \mathcal{B}(\sigma) \to \mathcal{A}, \quad \mathcal{B}(\sigma) := B(1, 0, \mathbb{B}_R^{\mathbb{R}_\sigma}),
$$

that commutes with the group $\{T_h, h \in \mathbb{R}^n\}$ of spatial translations and satisfies the estimate

$$
(7.37) \quad C_1^{-1}\|v_1 - v_2\|_{L^\infty(\mathbb{R}^n)} \leq \|\mathcal{V}(v_1) - \mathcal{V}(v_2)\|_{L^\infty(\mathbb{R}^n)} \leq C_1\|v_1 - v_2\|_{L^\infty(\mathbb{R}^n)}
$$

for any $v_1, v_2 \in \mathcal{B}(\sigma)$, where the constant $C_1$ depends only on the constants $N$ and $C_\phi$ in (7.3) and is independent of the explicit form of the weight function $\phi$. In particular,

$$
(7.38) \quad \hat{h}_{sp}(\tilde{\mathcal{V}}(\mathcal{B}(\sigma)), T_h) = \hat{h}_{sp}(\mathcal{B}(\sigma), T_h).
$$

Indeed, it follows from the estimates (7.9) that we can take the mapping

$$
\tilde{\mathcal{V}}(v) := \mathcal{V}_0(\rho_0^{-1}v \Re e) \quad \forall v \in \mathcal{B}(\sigma)
$$

for the required mapping $\tilde{\mathcal{V}}$. (As in the proof of Corollary 7.1, we assume that $|\Re e| = 1$.) Formula (7.38) is an immediate consequence of the “Lipschitzian” estimate (7.37) and the fact that the generalized spatial entropy is independent of the choice of the weight function.
Remark 7.2. We have proved Theorem 7.1 under the assumption that \( f(0) = 0 \) and the zero equilibrium of equation (0.1) is exponentially unstable. However, an analogous result holds under the weaker assumption that there exists at least one spatially homogeneous, exponentially unstable equilibrium \( z_0 \in \mathbb{R}^k \), that is, \( f(z_0) + \lambda_0 z_0 = 0 \). Clearly, the change of variable \( \tilde{u} = u - z_0 \) reduces this case to the hypotheses of Theorem 7.1.

Remark 7.3. In the special case under consideration where equation (0.1) has a scalar diffusion matrix \( a \in \mathbb{R}_+ \), Lemma 7.2 shows that (7.5) is equivalent to the exponential instability of the zero equilibrium. However, in the case of a more general diffusion matrix (for example, a diagonal matrix) (7.5) is not a necessary condition for the zero equilibrium to be exponentially unstable. Therefore, condition (7.5) of Theorem 7.1 is replaced by the condition

\[
\sigma \{(a\Delta_x - (L, \nabla_x) - f'(0) - \lambda_0, L^2(\mathbb{R}^n)) \cap \{\text{Re} \lambda > 0\} \neq \emptyset; \]

see [24, 43, 44].

8. Kotelnikov’s formula and spatial chaos in reaction-diffusion equations

In the preceding section in Corollary 7.3 we constructed a Lipschitz embedding of the model group \((B(\sigma), T_h)\) of spatial translations on the unit ball in the space \(B_\sigma\) into the group \((A, T_h)\) of spatial translations acting on the attractor. In this section we study this model semigroup from the dynamic viewpoint. In particular, using a certain generalization of the classical Kotelnikov–Cartwright formula for functions in \(B\), we obtain a description of the dynamics generated by this semigroup in terms of embeddings of topological Bernoulli schemes. Note, however, that in contrast to the classical dynamical systems generated by systems of ordinary differential equations, the action of the group \(T_h\) on \(B_\sigma\) (and, respectively, on the attractor \(A\)) has infinite topological entropy (see Corollary 7.2). Therefore, classical Bernoulli schemes with finitely many symbols do not provide an adequate description of these dynamics, and we will use the following version of a Bernoulli scheme with infinitely many symbols.

Definition 8.1. Let \(M_n := [-1, 1]^n\). Then \(M_n\) endowed with the Tikhonov topology is a compact metrizable space, and the metric on it can be defined by the formula

\[
d_\phi (v_1, v_2) = \|v_1 - v_2\|_{L_\infty^n} := \sup_{n \in \mathbb{Z}^n} \{|\phi(n)|v_1(n) - v_2(n)|\}, \quad v_1, v_2 \in M_n,
\]

where \(\phi\) is an arbitrary weight function satisfying condition (2.2) and the space \(M_n\) is interpreted as the set of all mappings \(v: \mathbb{Z}^n \to [-1, 1]\).

We define the action of the group \(\mathbb{Z}^n\) on \(M_n\) in the following standard way:

\[
(T_l v)(m) := v(l + m), \quad v \in M_n, \quad l, m \in \mathbb{Z}^n.
\]

We shall interpret the group \((M_n, T_l)\) as a (multidimensional) Bernoulli scheme with a continuum of symbols \(\omega \subset [-1, 1]\).

Our approach to the study of the dynamics generated by the group \((B(\sigma), T_h)\) is based on the following elementary observation: according to the classical Kotelnikov formula (see, for example, [27] or [1]), any function \(w \in B_\sigma(\mathbb{R}^1) \cap L^2(\mathbb{R}^1)\) can be uniquely recovered from its values on the lattice \(\rho \mathbb{Z}\), \(\rho := \frac{\pi}{\pi l}\):

\[
w(x) = \sum_{l=-\infty}^{\infty} w(\rho l) \frac{\sin(ax - \pi l)}{\sigma x - \pi l}, \quad w \in B_\sigma(\mathbb{R}^1) \cap L^2(\mathbb{R}^1).
\]

(See also the Kotelnikov–Cartwright formula in [1] for example, for the recovery of an arbitrary function \(w \in B_\sigma\).) Given an arbitrary sequence \(v = \{v_l\}_{l=-\infty}^{\infty} \in l_2\), (8.3) allows...
us to construct a function \( w \in \mathbb{B}_\sigma \cap L^2 \) such that \( w(\rho l) = v_l \) for any \( l \in \mathbb{Z} \). Moreover, the spatial shift \( T_l w \) of the function \( w \) obviously corresponds to the shift \( T_l v \) of the sequence \( v \). This leads to a description of the dynamics of spatial translations on \( \mathbb{B}_\sigma \cap L^2 \) in terms of the Bernoulli schemes introduced in Definition 8.1 (with the additional restriction \( \{v(l)\}_{l=-\infty}^{\infty} \in l^2 \)). Generalizing the representation (8.3) to the case of functions in \( \mathbb{B}_\sigma \) (in the spirit of the Kotel’nikov–Cartwright formula) we obtain the following result.

**Theorem 8.1.** For any \( \sigma > 0 \) there exists a positive number \( \rho \) and a mapping

\[
U: M_n \to B(\sigma) \quad \text{such that} \quad T_{\rho l} \circ U = U \circ T_l, \quad l \in \mathbb{Z}^n.
\]

Moreover, any function \( \psi \) with polynomial growth satisfies the estimates

\[
C_1^{-1} \|v_1 - v_2\|_{L^\infty(\mathbb{Z}^n)} \leq \|U(v_1) - U(v_2)\|_{L^\infty(\mathbb{R}^n)} \leq C_1 \|v_1 - v_2\|_{L^\infty(\mathbb{Z}^n)},
\]

where the constant \( C_1 \) depends on the degree \( N \) of the polynomial growth of the function \( \psi \) and the constant \( C_\psi \), but is independent of \( v_1, v_2 \in M^n \) and the explicit form of the function \( \psi \).

**Proof.** Suppose that \( \psi \in B^{Re}(\mathbb{R}^1) \) satisfies the conditions

\[
\psi(0) = 1, \quad |\psi(x)| \leq C_N (1 + |x|^2)^{-N} \quad \forall N \in \mathbb{N}.
\]

It is enough to define \( \psi \) as the Fourier transform of \( \psi_1 \), where \( \psi_1 \in C_0^\infty(\mathbb{R}) \) is an arbitrary function that satisfies the conditions

\[
\text{supp} \psi_1 \subset \left[ -\frac{\sigma}{2}, \frac{\sigma}{2} \right], \quad \psi_1(-\xi) = \psi_1(\xi) \quad \text{and} \quad \int_{\mathbb{R}} \psi_1(\xi) d\xi = 1.
\]

For any \( l \in \mathbb{Z}^n \) we define the functions

\[
\phi_l(x) := \prod_{i=1}^n \phi_{l_i}(x_i), \quad \phi_{l_i}(x_i) := \frac{\sin \left( \frac{\sigma x_i}{2} - \pi l_i \right)}{\frac{\sigma x_i}{2} - \pi l_i} \psi \left( x_i - \frac{2\pi l_i}{\sigma} \right).
\]

Then, since \( \phi \in B_\sigma \) and \( \frac{\sin \frac{\sigma x}{2}}{x} \in B_\sigma \), we have \( \phi_l \in B^{Re}(\mathbb{R}^n) \). In addition we obviously have

\[
\phi_l(\rho m) = \delta_{l,m} \quad \forall l, m \in \mathbb{Z}^n, \quad \text{and} \quad |\phi_l(x)| \leq C_N (1 + |x - \rho l|^2)^{-N} \quad \forall N \in \mathbb{N},
\]

where \( \rho := \frac{2\pi}{\sigma} \). We now define the required operator \( U \) by the formula

\[
(U v)(x) := L^{-1} \sum_{l \in \mathbb{Z}^n} v(l) \phi_l(x), \quad v \in M_n,
\]

where \( L \) is a sufficiently large positive number. Indeed, it follows from (8.8) that for any \( N \in \mathbb{N} \)

\[
|(U v)(x)| \leq L^{-1} C_N \sum_{l \in \mathbb{Z}^n} |v(l)| (1 + |x - \rho l|^2)^{-N}
\]

\[
\leq L^{-1} C(N, \rho) \sup_{l \in \mathbb{Z}^n} \{|v(l)| (1 + |x - l|^2)^{-N+n+1}\}.
\]

This implies both the convergence of the series (8.9) and the left-hand inequality in (8.5). In particular, taking \( \phi \equiv 1 \) in (8.10), we see that \( \|U(M_n)\|_{L^\infty(\mathbb{R}^n)} \leq CL^{-1} \). Hence, since \( \phi_l \in B_\sigma^{Re} \), the image \( U(M_n) \) is contained in \( B(\sigma) \) for sufficiently large \( L \). The commutation relation (8.4) is an immediate consequence of the definition of the
operator $U$ in $(8.9)$. Thus, it remains to verify the left-hand inequality in $(8.5)$. We first observe that \((Uv)(pl) = v(l)\) for any \(l \in \mathbb{Z}^n\). Consequently,
\[
|v_1(l) - v_2(l)| = |U(v_1)(pl) - U(v_2)(pl)| 
\leq C_N \sup_{x \in \mathbb{R}^n} \{ |U(v_1)(x) - U(v_2)(x)| (1 + |x - l|^2)^{-N} \},
\]
where the constant $C_N$ depends on $N$, but does not depend on $l$. It follows from this estimate and Proposition 7.1 that the right-hand inequality in $(8.5)$ is valid for any weight function $\phi$ with polynomial growth. This completes the proof of Theorem 8.1.

\section*{Corollary 8.1.} Suppose that the hypotheses of Theorem 7.1 hold. Then there exists a positive number $\rho$ and a mapping
\[
U : M_n \to A, \quad T_{pl} \circ U = U \circ T_l, \quad \forall l \in \mathbb{Z}^n.
\]
Moreover, this mapping is Lipschitzian in any weighted metric with polynomial weight, that is,
\[
C_2^{-1} \|v_1 - v_2\|_{L_\phi^\infty(\mathbb{R}^n)} \leq \|U(v_1) - U(v_2)\|_{L_\phi^\infty(\mathbb{R}^n)} \leq C_2 \|v_1 - v_2\|_{L_\phi^\infty(\mathbb{R}^n)},
\]
where the constant $C_2$ depends on the degree $N$ of the polynomial growth of the function $\phi$ and the constant $C_\phi$, but is independent of $v_1, v_2 \in M_n$ and the explicit form of the function $\phi$.

Indeed, by Corollary 7.3 and Theorem 8.1 we can take $U$ to be the mapping $\overline{V} \circ U$. Thus, we have constructed a homeomorphic embedding of the Bernoulli scheme $(M_n, T_l)$ into the group of spatial translations of the attractor. As a consequence of this embedding, first we prove the existence of $u_0 \in A$ with strictly positive generalized spatial entropy (see formula $(5.19)$).

\section*{Corollary 8.2.} Suppose that the hypotheses of Theorem 7.1 hold. Then there exists $u_0 \in A$ with strictly positive generalized spatial entropy, that is,
\[
0 < C_1 \leq \widehat{h}_{sp}(u_0) \leq C_2 < \infty.
\]

In fact, since $\widehat{h}_{sp}(U(M_n)) > 0$, one can take $u_0$ to be the image $U(v)$ of an arbitrary element $v \in M_n$ such that the closure of its $T_l$-orbit coincides with $M_n$ (such elements $v$ clearly exist).

Finally, to conclude this section we show that any finite-dimensional dynamics can be realized up to a homeomorphism as the restriction of the group of spatial translations to a suitable invariant subset of $A$.

\section*{Corollary 8.3.} Let $K \subset \mathbb{R}^N$ be an arbitrary compact set and suppose that $F_i$, $i = 1, \ldots, n$, is a set of pairwise commuting homeomorphisms of $K$, that is,
\[
F_i : K \to K, \quad i = 1, \ldots, n, \quad F_i \circ F_j = F_j \circ F_i, \quad i, j = 1, \ldots, n.
\]
Then there exists a homeomorphic embedding $\tau_K : K \to A$ and a positive number $\sigma_N$ depending only on $N$ such that
\[
T_{\sigma_N e_x} \circ \tau_K = \tau_K \circ F_i, \quad i = 1, \ldots, n,
\]
where $e_x$ denotes the $i$th coordinate vector in $\mathbb{R}^n$.

\textbf{Proof.} By Corollary 8.1 it is sufficient to construct an embedding $\tau_K$ of the compact set $K$ into the Bernoulli scheme $(M_n, T_l)$ satisfying the commutation relations $(8.15)$. Moreover, we can assume without loss of generality that the compact set $K$ is a subset of the cube $[-1, 1]^M$ for some $M$ (such that $M^n \geq N$). We let $(x)_{i_1, \ldots, i_n} = (x_{i_1}, \ldots, x_{i_n})$ for each $i = 1, \ldots, n$.
0, ..., M - 1\} denote the coordinates of a point \( x \in \mathbb{R}^M \). Then the required mapping \( \bar{\tau}_K : K \to M_n \) is defined by the standard formula
\[
\tau(k)(l) := (F(a_1) \circ \cdots \circ F(a_n))_{b_1, \ldots, b_n},
\]
that is, \( a_i = \lfloor \frac{l_{i-1}}{M} \rfloor \) and \( b_i \) is the remainder after division of \( l_i \) by \( M \) (henceforth we denote by \( F^{(l)} \), \( l \in \mathbb{Z} \), the \( l \)th iteration of a homeomorphism \( F \)).

It is easy to verify that the mapping thus defined is a continuous embedding of \( K \) into \( M_n \) and therefore a homeomorphism of \( K \) onto \( \bar{\tau}_K(K) \). Moreover, its definition implies the commutation relations
\[
T_{Me_{x_i}} \circ \bar{\tau}_K = \bar{\tau}_K \circ F_i, \quad i = 1, \ldots, n.
\]
Corollary 8.3 is proved. \( \square \)

**Remark 8.1.** As in the case of classical dynamical systems, the embedding of the Bernoulli scheme \((M_n, T)\) into the group of spatial translations on the attractor constructed in Corollary 8.1 is related to the existence of homoclinic orbits. Indeed, the function \( u_0 := \mathcal{U}(B_0) \), where \( B_0(l) := \delta_0 \), is an elementary homoclinic orbit to the zero equilibrium. Moreover, it follows from (8.12) that \( u_0(x) \) is decreasing as \( |x| \to \infty \) faster than any power of \( |x| \). However, in contrast to the classical case, we note that (8.9) allows us to “sum” the corresponding shifts of the elementary homoclinic orbit \( u_0 \) not only with coefficients \( \omega_i \in \{0, 1\} \), but with any \( \omega_i \in [-1, 1] \), which gives rise to an embedding of the Bernoulli scheme with infinitely many symbols.

**Remark 8.2.** It is easy to show (see, for example, [31]) that
\[
\dim_{sp}(M_n, T) = 1,
\]
where \( \dim_{sp} \) is defined by (5.22). Thus, from the embedding (8.11) it follows that the topological invariant (5.22) for the action of the group of spatial translations on the attractor is positive:
\[
\dim_{sp}(A, T) \geq C > 0.
\]

9. **Construction of the auxiliary spatial dynamical system**

In the preceding section we constructed a description of the spatial chaos arising on the attractor \( \mathcal{A} \) in terms of embeddings of Bernoulli schemes with infinitely many symbols (see Corollary 8.1). Note, however, that by construction the image \( \mathcal{U}(M_n) \) is contained in the strongly unstable manifold \( V_0 \) of the zero equilibrium of equation (0.1). Therefore, this construction does not give meaningful information on the nature of the temporal dynamics generated by (0.1). In spite of this, it may be possible to give a similar description of the temporal dynamics generated by equation (0.1) based on the construction of a strongly unstable manifold (given in § 6) and a certain trick of “interchanging” spatial and temporal directions. Suppose we construct an auxiliary dynamical system \( \mathcal{S}_{x_1} : \Phi_b \to \Phi_b \) such that its attractor coincides (in a sense) with the attractor \( \mathcal{A} \) of the original system, the spatial direction \( x_1 \) plays the role of time, and the variables \( (t, x_2, \ldots, x_n) \) play the role of spatial variables. Then the description of the spatial chaos in this auxiliary dynamical system (analogous to that in §§ 6–8) will give a description of the space-time dynamics in the original system corresponding to the hyperplane \( V_n := \text{span}\{e_t, e_{x_2}, \ldots, e_{x_n}\} \).

The main aim of this section is the construction of a dynamical system with the properties described above. First of all, we can assume without loss of generality that
the vector $\vec{L}$ in (0.1) is directed along the first coordinate vector:

$$L = Le_{x_1}, \quad L \geq 0.$$  

Indeed, the general case can be reduced to (9.1) by a suitable orthogonal change of coordinates $x' = Mx$, $M \in SO(n)$. We consider the following parabolic boundary-value problem in the domain $\Omega_{x_1} := \{ t \in \mathbb{R}, x_1 \in \mathbb{R}^+, x_i \in \mathbb{R}, i = 2, \ldots, n \}$ constructed with respect to (0.1):

$$\begin{cases}
\partial_t u = a \partial_{x_1}^2 u - L \partial_{x_1} u + a \Delta_{x'} u - \lambda_0 u - f(u), \\
u \big|_{x_1 = 0} = u^0,
\end{cases}$$

(9.2)

where $x' = (x_2, \ldots, x_n)$ and the boundary condition $u^0$ is assumed to belong to the space $\Psi_b := L^\infty(\mathbb{R}_t \times \mathbb{R}^{n-1}_x)$. The following theorem establishes that this boundary-value problem has a unique solution if $L$ is sufficiently large.

**Theorem 9.1.** Suppose that a function $f(u)$ satisfies (0.1), the vector $\vec{L}$ has the form (9.1) and the following condition holds:

$$L^2 - 4aK > 0,$$

(9.3)

where the constant $K$ is the same as in (0.3). Then for any $u^0 \in \Psi_b$, (9.2) has a unique solution $u(t, x)$ that is contained in $L^\infty(\Omega_{x_1})$ and satisfies

$$\|u(x_1)\|_{\Psi_b} \leq C\|u^0\|_{\Psi_b} e^{-\alpha x_1} + 1,$$

(9.4)

where the positive constants $C$ and $\alpha$ are independent of $u^0$. Moreover, any two solutions $u_1$ and $u_2$ of (9.2) contained in $L^\infty(\Omega_{x_1})$ satisfy

$$\|u_1(x_1) - u_2(x_1)\|_{\Psi_b} \leq Ce^{\lambda_0 x_1}\|u_1(0) - u_2(0)\|_{\Psi_b},$$

(9.5)

where $\Lambda_0 := \frac{L}{\alpha}$.

**Proof.** First we prove (9.4). As in the proof of Theorem 1.1, we consider the function $v(t, x) = |u(t, x)|^2$, which obviously satisfies the differential inequality

$$\partial_t w - a \Delta w + L \partial_{x_1} w + 2\lambda_0 w = -2a|\nabla_x w(t, x)|^2 - 2f(u).u \leq 2C,$$

(9.6)

Note that the function $w_1(t, x) = w(x_1) := \|u^0\|_{\Psi_b} e^{-\alpha x_1} + \lambda_0^{-1}C$ satisfies

$$\partial_t w_1 - a \Delta w_1 - L \partial_{x_1} w_1 + 2\lambda_0 w_1 \geq 2C$$

if the constant $\alpha > 0$ is sufficiently small. Therefore, by the maximum principle for bounded solutions of parabolic inequalities of the form (9.6) (see, for example, [5]) we obtain the estimate $w(t, x) \leq w_1(t, x)$, which proves (9.4) The existence of a solution of (9.2) follows in a standard way from (9.4) see [5]. Thus, it remains to verify (9.5).

Let $u_1$ and $u_2$ be two bounded solutions of (9.2). Consider the function $v(t, x) := e^{-\Lambda_0 x_1}(u_1(t, x) - u_2(t, x))$. Clearly, it satisfies

$$\partial_t v - a \Delta v + \lambda_0 v + (LA_0 - a\Lambda^2_0 + l(t, x))v = 0, \quad v \big|_{x_1 = 0} = u_1(0) - u_2(0),$$

(9.7)

where

$$l(t, x) := \int_0^1 f'(su_1(t, x) + (1 - s)u_2(t, x)) \, ds.$$

According to conditions (0.1) and (9.3) we have

$$LA_0 - a\Lambda^2_0 + l(t, x) \geq LA_0 - a\Lambda^2_0 + K > 0,$$

(9.8)
and therefore \( w(t, x) = |v(t, x)|^2 \) satisfies a differential inequality of the form
\[
\partial_tw - a\Delta_x w + 2\lambda_0 w \leq 0, \quad w|_{x_1=0} = |u_1(0) - u_2(0)|^2.
\]
Applying the maximum principle to (9.9) (recall that \( \Lambda_0 > 0 \)) and therefore \( w \in L^\infty(\Omega_{x_1}) \) we obtain (9.5). Theorem 9.1 is proved.

**Corollary 9.1.** Suppose that the hypotheses of Theorem 9.1 hold. Then problem (9.2) generates the Lipschitz semigroup
\[
S_{x_1} : \Psi_b \to \Psi_b, \quad S_{x_1}u^0 := u(x_1), \quad \text{where } u(x_1) \text{ is a solution of (9.2)}.
\]

The following assertion shows that the semigroup (9.10) is Lipschitzian not only in \( \Psi_b \), but also in the weighted spaces \( \Psi_\phi \), where \( \phi \) is a weight function with a sufficiently small exponential growth rate.

**Corollary 9.2.** Suppose that the hypotheses of Theorem 9.1 hold. Then for any weight function \( \phi \) with a sufficiently small exponential growth rate \( \alpha \leq \varepsilon_0 \)
\[
\|S_{x_1}u^0 - S_{x_1}v^0\|_{\Psi_\phi} \leq Ce^{\Lambda_0 x_1}\|u^0 - v^0\|_{\Psi_\phi},
\]
where the constant \( C \) depends on \( C_\phi \) but is independent of the form of the weight function \( \phi \).

Arguing similarly to the proof of (9.6) and applying the trick of multiplying by the weight functions (1.10) (described in the proof of Theorem 1.2), to inequality (9.9) we can easily obtain estimate (9.11). (Instead of this trick one can use the explicit estimates for the Green’s function of the problem (9.9) which is exponentially decreasing at infinity due to the presence of the summand \( \lambda_0 w \) with \( \lambda_0 > 0 \); see [5].)

Our next aim is to prove that the semigroup (9.10) is differentiable with respect to the “initial conditions” and to obtain an analogue of Corollary 1.4. First we need to consider the “variational equation” corresponding to problem (9.2). Let \( u(x_1) := S_{x_1}u^0 \) be an arbitrary trajectory of the semigroup (9.10). Consider the following inhomogeneous analogue of the linearization of equation (9.2) along this trajectory:
\[
\partial_tv - a\Delta_x v + L\partial_x v + \lambda_0 v + f(u(t, x))v = h(t, x), \quad v|_{x_1=0} = v^0,
\]
for some external force \( h(t, x) \). The following proposition shows that (9.12) is uniquely solvable in the corresponding space of functionals.

**Proposition 9.1.** Suppose that the hypotheses of Theorem 9.1 hold and let
\[
e^{-\Lambda_0 x_1}h \in L^\infty(\Omega_{x_1}), \quad \Lambda_0 := \frac{L}{2\alpha}.
\]
Then (9.12) has a unique solution in the class
\[
e^{-\Lambda_0 x_1}v \in L^\infty(\Omega_{x_1}),
\]
and for any weight function \( \phi \) with exponential growth rate \( \alpha \leq \varepsilon_0 \)
\[
\|v(x_1)|\|_{\Psi_\phi} \leq Ce^{-(\Lambda_0 - \beta)x_1}\|v^0\|_{\Psi_\phi} + \sup_{y \in \mathbb{R}_+} \{e^{\Lambda_0 (x_1-y)-\beta x_1-y}\|h(y)\|_{\Psi_\phi}\},
\]
where the positive constants \( C \) and \( \beta \) are independent of \( v^0 \) and the form of the weight function \( \phi \).

**Proof.** In a similar way to the proof of Theorem 9.1, the function
\[
w(t, x) := e^{-2\Lambda_0 x_1}|v(t, x)|^2
\]
satisfies the inequality
\[
\partial_tw - a\Delta_x w + \lambda_0 w \leq C\|\tilde{h}(t, x)\|^2, \quad \tilde{h} := e^{-\Lambda_0 x_1}h(t, x).
\]
Using the maximum principle and the trick of multiplying equation (9.16) by the weight function $e^{-\varepsilon \sqrt{1 + [(t,x)-(t_0,x_0)]^2}}$ for $\varepsilon > 0$ sufficiently small, as in the proof of Theorem 1.2 we can easily obtain the estimate

$$u(t, x) \leq Ce^{-\varepsilon x_1} \sup_{(t_0, x_0)^{(t, x)} \in \mathbb{R}^n} \left\{ e^{-\varepsilon [(t, x)-(t_0, x_0)]} \left| v^0(t_0, x_0') \right|^2 \right\}$$

(9.17)

$$+ \sup_{(t_0, x_0) \in \Omega_{x_1}} \left\{ e^{-\varepsilon [(t, x)-(t_0, x_0)]} \left| h(t, x) \right|^2 \right\}.$$  

Together, (9.17) and (1.28) yield (9.15) for any weight function with exponential growth rate $0 < \frac{\alpha}{2}$, which proves Proposition 9.2. (As in the proof of Corollary 9.2, (9.17) is an immediate consequence of the fact that the Green’s function of equation (9.16) decays exponentially at infinity.)

We are now ready to verify that the semigroup (9.1) is differentiable.

**Theorem 9.2.** Suppose that the hypotheses of Theorem 9.1 hold. Then the semigroup (9.10) generated by problem (9.2) belongs to the class $C^{1, \alpha}(\Psi_b, \Psi_b)$ for some $0 < \alpha \leq 1$, and its Fréchet derivative is calculated by the formula $D_{\phi} S_{x_1}(u_0) \xi := v_\xi(x_1)$ where $v_\xi(x_1)$ is the unique solution of problem (9.12) with $h = 0$ and $v^0 = \xi$, which was constructed in Proposition 9.1. Moreover, for any weight function $\phi$ with a sufficiently small exponential growth rate and any $u_0, u_1 \in \Psi_b \cap \Psi_\phi$

$$\left\| S_{x_1}(u_0) - S_{x_1}(u_1) - D_{\phi} S_{x_1}(u_0)(u^0 - u^1) \right\|_{\Psi_\phi} \leq C e^{\Lambda_\alpha t} \left\| u^0 - u^1 \right\|_{\Psi_\phi} \cdot \left\| u^0 - u^1 \right\|_{\Psi_\phi}.$$  

(9.18)

The constant $C$ depends only on the $\Psi_b$-norms of the initial conditions $u_0$ and $u_1$ and the constant $C_\alpha$ in inequality (1.24). (It does not depend on the form of the weight function $\phi$.)

**Proof.** Let $u(t, x)$ and $u_1(t, x)$ be the solutions of (9.2) corresponding to the boundary conditions $u^0$ and $u_1^0$ respectively. Let $v(t, x)$ be the solution of (9.12) with $h = 0$ and $v^0 = u^0 - u_1^0$. Then the function $w(t, x) := u(t, x) - u_1(t, x) - v(t, x)$ clearly satisfies

$$\partial_t w - a\Delta w + L\partial_{x_1} w + \lambda_0 w + f'(u(t, x))w = h_{u, u_1}(t, x), \quad w|_{x_1=0} = 0,$$

(9.19)

where

$$h_{u, u_1}(t, x) := \left( f'(u(t, x)) - s(u(t, x) - u_1(t, x)) \right) - f'(u(t, x)) \right) \right. \right|_{x_1=0} = 0.$$  

We also observe that (9.15) implies that

$$\left\| v(x_1) \right\|_{\Psi_\phi} \leq C e^{(\Lambda_0 - \beta) x_1} \left\| u^0 - u_1^0 \right\|_{\Psi_\phi}$$

(9.20)

for some positive $\beta$ independent of $\phi$, $u^0$, and $u_1^0$. Thus, since $f \in C^2(\mathbb{R}^k, \mathbb{R}^k)$, using (9.5) and (9.20), for any $0 < \alpha \leq 1$ we have

$$\left\| h_{u, u_1}(x_1) \right\|_{\Psi_\phi} \leq C e^{(\alpha\Lambda_0 + \Lambda_\alpha - \beta) x_1} \left\| u^0 - u_1^0 \right\|_{\Psi_\phi} \cdot \left\| u^0 - u_1^0 \right\|_{\Psi_\phi},$$

(9.21)

where the constant $C_\alpha$ depends on $\left\| u_1^0 \right\|_{\Psi_\phi}$ and $C_\phi$, but does not depend on the explicit form of $\phi$. Fixing $\alpha := \beta\Lambda_0^{-1} - 1$ we now obtain that the function $h_{u, u_1}$ satisfies (9.13). Applying (9.15) to equation (9.19) and using inequality (9.21) we obtain (9.18). The other assertions of the theorem are immediate consequences of this estimate. Theorem 9.2 is proved. \qed
To conclude this section we construct the attractor $A_{sp}$ of the semigroup (9.10) and prove a natural formula connecting this attractor with the attractor $A$ of the original equation (0.1).

**Theorem 9.3.** Suppose that the hypotheses of Theorem 9.1 hold. Then the semigroup (9.10) has a locally compact attractor $A_{sp}$ in phase space $\Psi_h$ (see Definition 2.1), which admits the following description:

$$A_{sp} = K|_{x_1 = 0},$$

where $K$ is the set of all bounded solutions of (0.1) defined in Theorem 2.1. Thus, the attractors $A$ and $A_{sp}$ are connected by the relation

$$A = K|_{t = 0}, \quad A_{sp} = K|_{x_1 = 0}.$$  

Moreover, the attractor $A_{sp}$ is invariant under the group $\tilde{T}_h$ of “spatial” translations:

$$\tilde{T}_h A_{sp} = A_{sp}, \quad (\tilde{T}_h) u^0(t, x') := u(t + h_1, x' + h'), \quad h \in \mathbb{R}^n.$$  

We can derive the existence of the attractor $A_{sp}$ from the dissipative estimate (9.4) and the interior smoothing estimate for the parabolic problem (9.2) in the same way as in the proof of Theorem 2.1. Moreover, since the equations (0.1) and (9.2) coincide, the sets of their bounded solutions in $\mathbb{R}^{n+1}$ also coincide. This gives both (9.22) and (9.23). Since (9.2) is invariant under the group $\{\tilde{T}_h, h \in \mathbb{R}^n\}$, (9.24) follows immediately.

**Remark 9.1.** A method of constructing an auxiliary spatial dynamical system, similar to the one discussed above, has been used by many authors for studying elliptic boundary-value problems in cylindrical domains by the methods of the theory of dynamical systems (see [2, 17, 29] and the references therein). As the results of this section show, this method can also be applied in the case of parabolic boundary-value problems.

## 10. Space-time chaos in reaction-diffusion equations in $\mathbb{R}^n$

In this section we construct a strongly unstable manifold for the zero equilibrium of the spatial dynamical system (9.10) that is diffeomorphic to the space $\mathbb{B}^R_{sp}$. Moreover, as in § 8, we use this to derive a description of the space-time dynamics, corresponding to the hyperplane $V_n := \text{span}\{e_1, e_2, \ldots, e_n\}$, on the attractor $A$ of the original equation (0.1). We begin by stating an analogue of Theorem 8.1 for the spatial dynamical system (9.10).

**Theorem 10.1.** Suppose that the hypotheses of Theorem 9.1 hold and suppose in addition that

$$f(0) = 0, \quad [f'(0)]^* = f'(0), \quad \text{and} \quad \sigma(-f'(0) - \lambda_0, \mathbb{R}^k) \cap \{\text{Re} \lambda > 0\} \neq \emptyset.$$  

Then there exist positive numbers $\sigma$ and $\rho_0$, a vector $\vec{c} \in \mathbb{R}^k$, a subspace

$$\Psi_+ = \Psi_+(\sigma) := \mathbb{B}^R_{\sigma} \cdot \vec{c},$$

and a smooth ($C^{1,\alpha}$-smooth) mapping

$$\nabla_0: B(\rho_0, 0, \Psi_+) \to A_{sp} \quad \text{such that} \quad \tilde{T}_h \circ \nabla_0 = \nabla_0 \circ \tilde{T}_h \quad \forall h \in \mathbb{R}^n,$$

and

$$\|\nabla_0 u - v\|_{\Psi_0} \leq C\|v\|_{\Psi_0}^{1+\alpha} \quad \forall v \in B(\rho_0, 0, \Psi_+),$$

where $\alpha > 0$ is defined in Theorem 9.2. Moreover, for any weight function $\phi$ of polynomial growth the following estimates hold:

$$C_1^{-1}\|v_1 - v_2\|_{\Psi_0} \leq \|
abla_0(v_1) - \nabla_0(v_2)\|_{\Psi_0} \leq C_1\|v_1 - v_2\|_{\Psi_0}.$$
for any $v_1, v_2 \in B(\rho_0,0,\Psi_b)$. The constant $C_1$ depends only on the constants $N$ and $C_{\phi}$ in (7.2) and does not depend on the explicit form of the weight function $\phi$.

**Proof.** As in the proof of Theorem 7.1, we wish to construct a strongly unstable manifold of the zero equilibrium of the solution operator $S := S_1 : \Psi_b \to \Psi_b$ for equation (9.2) per unit time. To do this, we need to verify that $S$ satisfies the hypotheses of Theorem 6.1 and Corollary 6.5. Now, in this case $\Phi := \Psi_b$, $S_0 := D_{v^0}S_1(0)$, and $B(u) := S(u) - S_0(u)$, where $D_{v^0}S_1(0)$ is the solution operator for the linear parabolic problem

$$\partial_t v = a\Delta_x v - L\partial_{x_1} v - f'(0)v - \lambda_0 v, \quad v|_{x_1=0} = v^0, \quad e^{-\Lambda_0 x_1}v \in L^\infty(\Omega_{x_1}). \tag{10.6}$$

By Theorem 9.2, this is the linearization of (9.2) along the zero solution. Thus it follows from Theorem 9.2 that $B \in C^{1,\alpha}(\Psi_b,\Psi_b)$, $B(0) = B'(0) = 0$, and

$$\|B(u) - B(u_1)\|_{\Psi_b} \leq C(\|u\|_{\Psi_b} + \|u_1\|_{\Psi_b})\|u - u_1\|_{\Psi_b}, \tag{10.7}$$

where $u, u_1 \in \Psi_b$, $\phi$ is an arbitrary weight function with a sufficiently small exponential growth rate, and the constant $C$ depends on the $\Psi_b$-norms of $u$, $u_1$, and $C_{\phi}$, but does not depend on the explicit form of the function $\phi$. Thus, the nonlinear function $B(u)$ satisfies all the hypotheses of Theorem 6.1 and Corollary 6.5. It remains to verify the conditions on the linear operator $S_0$. For that we shall need the following lemmas.

**Lemma 10.1.** Suppose that the hypotheses of Theorem 10.1 hold. Then the spectral radius of the operator $S_0$ is calculated by the formula

$$r_0(S_0) = \exp \left\{ \frac{L - \sqrt{L^2 - 4a \max\{ - f'(0) - \lambda_0, R^k\}}}{2a} \right\}. \tag{10.8}$$

In particular, there exists an eigenvector $\bar{e} \in \mathbb{R}^k$ of the operator $-f'(0) - \lambda_0$ such that

$$r_0(S_0) = \exp \left\{ \frac{L - \sqrt{L^2 - 4a\tilde{\lambda}_0}}{2a} \right\}, \quad (-f'(0) - \lambda_0)\bar{e} = \tilde{\lambda}_0 \bar{e}. \tag{10.9}$$

Moreover, if $\phi$ is a weight function with exponential rate of growth $\alpha > 0$ and $\tilde{S}_0$ is an extension of the operator $S_0$ to a continuous operator in $\Psi_{\phi}$, then

$$r_0(\tilde{S}_0, \Phi_\phi) \leq r_0(S_0) + C\alpha, \tag{10.10}$$

where the constant $C$ is independent of $\alpha$, $\phi$, and $C_{\phi}$.

**Proof.** If $\bar{e}$ is an eigenvector of $-f'(0) - \lambda_0$ corresponding to the eigenvalue $\tilde{\lambda}_0$, the function

$$u_{\tilde{\lambda}_0}(x_0) = e^{\Lambda(\tilde{\lambda}_0)x_1} \bar{e}, \quad \Lambda(\tilde{\lambda}_0) := \frac{L - \sqrt{L^2 - 4a\tilde{\lambda}_0}}{2a}, \tag{10.11}$$

satisfies equation (10.6). Also, by (9.3), $\Lambda(\tilde{\lambda}_0) \leq \frac{L}{2a}$ and so

$$r_0(S_0) \geq e^{\Lambda(\max\{ - f'(0) - \lambda_0, R^k\})}. \tag{10.12}$$

To prove the reverse inequality we observe that, since the operator $f'(0)$ is selfadjoint, its spectrum is real and

$$(-f'(0) - \lambda_0)v.v \leq \tilde{\lambda}_0 v.v, \tag{10.13}$$

where $\tilde{\lambda}_0$ is the maximum eigenvalue of the operator $-f'(0) - \lambda_0$. Hence, as in the proof of Theorem 9.1, if $v(t,x)$ is an arbitrary solution of equation (10.6) and $\theta \in \mathbb{R}$ is an arbitrary number, the function $w(t,x) := e^{-2\theta x_1}|v(t,x)|^2$ satisfies the inequality

$$\partial_t w - a\Delta_x w + (L - 2a\theta)\partial_{x_1} w + 2(L\theta - a\theta^2 - \tilde{\lambda}_0)w \leq 0. \tag{10.14}$$
In order to apply the maximum principle to (10.14) we require that \( L\theta - a\theta^2 - \bar{\Lambda}_0 \geq 0 \).
Note that \( \theta = \Lambda(\bar{\Lambda}_0) \) is the smallest value of \( \theta \) that satisfies this condition. Hence the maximum principle implies the \textit{a priori} estimate
\[
(10.15) \quad \|v(x_1)\|_{\Psi_0} \leq e^{\Lambda(\bar{\Lambda}_0)x_1}\|v^0\|_{\Psi_0}
\]
for solutions \( v(t,x) \) of problem (10.6) that satisfy \( e^{-\Lambda(\bar{\Lambda}_0)x_1}v \in L^\infty(\Omega_{x_1}) \). Using the \textit{a priori} estimate (10.15) the proof that there exists a solution in this class is standard (see, for example, [5]). Since \( \Lambda(\bar{\Lambda}_0) \leq \frac{1}{2\sigma} \), Proposition 9.1 implies that \( D_{\sigma}S_{x_1}(0)v^0 = v(x_1) \). It remains to observe that (10.15) implies the reverse inequality to (10.12). Thus, (10.8) is proved. As in Lemma 7.1, (10.9) is an immediate consequence of (10.8), and (10.10) can be proved in the same way as in Lemma 7.2. Lemma 10.1 is proved. \( \square \)

Now, applying (10.1) and (10.8) we have \( r_0(S_0) > 1 \). Condition (6.2) is verified.

The following lemma is an analogue of Lemma 7.3 for the case of the spatial dynamical system (9.10).

Lemma 10.2. There exists \( \theta_0 > 1 \) satisfying (6.6), \( \sigma > 0 \), and a subspace \( \Psi_+ \) that is invariant (under \( S_0 \) and \( T_h \)) and is defined by (10.2), where the vector \( \tilde{e} \) satisfies (10.9), which are such that the restriction \( S_+ \) of the operator \( S_0 \) to the invariant subspace \( \Psi_+ \) is invertible and satisfies (6.5). Moreover, for any \( N > 0 \) there exists \( \varepsilon_N > 0 \) such that
\[
(10.16) \quad \|S_+^{-l}v_+\|_{\Psi_{\varepsilon,N,x_0}} \leq C\theta_0^{-l}\|v_+\|_{\Psi_{\varepsilon,N,x_0}} \forall v_+ \in \Psi_+, \quad l \in \mathbb{N},
\]
where \( \psi_{\varepsilon,N,x_0}(x) := (1 + \varepsilon|x - x_0|)^{-N} \), \( 0 < \varepsilon \leq \varepsilon_N \), and the constant \( C \) is independent of \( N, \varepsilon \leq \varepsilon_N \), and \( x_0 \in \mathbb{R}^n \).

The proof of Lemma 10.2 is very similar to the proof of Lemma 7.3; we only need to replace (7.21) by
\[
(10.17) \quad S_0^{-l}v_+(\xi) = \exp \left\{ l \frac{L - \sqrt{L^2 + 4a^2|\xi|^2 - 4a\bar{\Lambda}_0 + 4ia\xi_1}}{2a} \right\} \hat{v}_+(\xi)\tilde{e},
\]
which satisfies (10.9), and \( e \) is an eigenvector of the operator \( -f'(0) - \lambda_0 \) with eigenvalue \( \Lambda_0 \). Note also that by (10.8) we have
\[
(10.18) \quad \Sigma(\xi) = \exp \left\{ l \frac{L - \sqrt{L^2 + 4a^2|\xi|^2 - 4a\bar{\Lambda}_0 + 4ia\xi_1}}{2a} \right\}.
\]
Therefore, as in the proof of Lemma 7.3, it follows from (10.17) and (10.18) that for sufficiently small \( \sigma > 0 \), (10.16) holds for some \( \theta_0 \) satisfying (6.6). This proves Lemma 10.2. Moreover, Theorem 10.1 can be derived from Lemmas 10.1–10.2 in the same way as in the proof of Theorem 7.1. Theorem 10.1 is proved. \( \square \)

Remark 10.1. We introduced the technical condition that the matrix \( f'(0) \) be selfadjoint to ensure that the “maximally unstable” eigenvalue \( \Lambda_0 \) of the matrix \( -f'(0) - \lambda_0 \) is real. Indeed, if \( \text{Im} \Lambda_0 \neq 0 \), then the “maximal instability” in equation (10.6) is no longer attained at a spatially homogeneous solution of the form \( u(x_1) := r_0(S_0)^{x_1}\tilde{e} \) (as in Lemma 10.1), but at a spatially periodic solution of the form \( u(x_1,t) = r_0(S_0)^{x_1}e^{i\text{Im}\Lambda_0 t}\tilde{e} \).

In this case the space \( B_{\sigma} \) in (10.2) must be replaced by the more complicated space \( B_{\sigma,\text{Im} \Lambda_0} \), which consists of the functions whose Fourier transforms have their support
contained in the shifted cube $\text{Im} \tilde{A}_0 + [-\sigma, \sigma]^n$. This leads to more cumbersome formulae, but these do not change the general scheme of exposition; see [43, 44].

We now state the analogues of Corollaries 7.1–7.3 for the spatial dynamical system (9.10).

Corollary 10.1. Suppose that the hypotheses of Theorem 10.1 hold. Then the $\varepsilon$-entropy of the attractor $A_{sp}$ of (9.10) admits the following lower bound:

\begin{equation}
H_{\varepsilon}(A_{sp} | R, L^\infty(B^R)) \geq C_1 R^n \ln \frac{R_0}{\varepsilon},
\end{equation}

where the constants $C$ and $R_0$ are independent of $R \geq 1$ and $\varepsilon > 0$. In particular, the spatial (generalized) topological entropy of the action of the group $\tilde{T}_h$ on the attractor $A_{sp}$ is strictly positive:

\begin{equation}
h_{sp}(A_{sp}, \tilde{T}_h) \geq C_1 > 0.
\end{equation}

The proof of (10.19) and (10.20) repeats word for word the proof of Corollaries 7.1 and 7.2 and is therefore omitted.

Corollary 10.2. Suppose that the hypotheses of Theorem 10.1 hold. Then there exists a mapping

\begin{equation}
\nabla: B(\sigma) \to A_{sp}, \quad B(\sigma) := B(1,0,\mathbb{R}^R),
\end{equation}

commuting with the group $\{\tilde{T}_h, h \in \mathbb{R}^n\}$ of “spatial” translations and satisfying the estimate

\begin{equation}
C_1^{-1} \|v_1 - v_2\|_{L^\infty(\mathbb{R}^n)} \leq \|\nabla(v_1) - \nabla(v_2)\|_{L^\infty(\mathbb{R}^n)} \leq C_1 \|v_1 - v_2\|_{L^\infty(\mathbb{R}^n)}
\end{equation}

for any $v_1, v_2 \in B(\sigma)$, where the constant $C_1$ depends only on the constants $N$ and $C_\phi$ in inequality (7.3) and does not depend on the explicit form of the weight function $\phi$ with polynomial growth.

In fact, the required mapping is defined by the formula $\nabla(v) := \nabla_0(\rho^{-1} v \cdot \hat{c})$, where $\nabla_0$ is the mapping constructed in Theorem 10.1.

In the following theorem we reformulate the results obtained above in terms of the original dynamical system generated by equation (0.1).

Theorem 10.2. Suppose that the hypotheses of Theorem 10.1 hold. Then the generalized topological entropy of the action of the multiparameter semigroup (1.6) on the attractor $A$ of equation (0.1) corresponding to the hyperplane $V_\sigma := \text{span}\{e_1, e_{x_2}, \ldots, e_{x_n}\}$ is strictly positive:

\begin{equation}
\hat{h}^1_{\text{top}}(A, S^V_{(t,h)}) \geq C_2 > 0.
\end{equation}

In particular,

\begin{equation}
\hat{h}^n_{\text{top}}(A, S_t) \geq C_3 > 0
\end{equation}

and therefore

\begin{equation}
h_{\text{top}}(A, S_t) = \infty.
\end{equation}

Moreover, there exists a positive number $\sigma > 0$ and an embedding $\mathbb{W}: B(\sigma) \to A$ that is homeomorphic (in the local topology) such that

\begin{equation}
S_t \circ \mathbb{W} = \mathbb{W} \circ T_{te_{x_1}}, \quad t \geq 0,
\end{equation}

\begin{equation}
T_{he_{x_i}} \circ \mathbb{W} = \mathbb{W} \circ T_{he_{x_i}}, \quad h \in \mathbb{R}, \quad i = 2, \ldots, n.
\end{equation}
Proof. By (10.20) and Proposition 4.3 we have
\[ \hat{h}^1(K, T^V_{\tau(h)}) \geq C\tilde{h}_{sp}(A_{sp}, \tilde{T}_h) \geq CC_1 > 0. \]
Applying Proposition 4.3 again we obtain (4.24) as required. (Here we have implicitly
used the fact that the sets \( K \) of all bounded solutions of equations (0.1) and (9.2) co-
icide.) Now, (10.24) is an immediate consequence of (10.23) and Theorem 4.1. Thus,
it remains to construct an embedding \( \mathcal{W} \) that satisfies (10.25). For this we use the em-
bedding (10.21) constructed in Corollary 7.2. First of all, recall that by construction
the image \( \overline{\mathcal{V}(B(\sigma))} \) lies on the strongly unstable manifold \( \mathcal{V}_0 \) of the zero equi-
librium of the spatial dynamical system (9.10). For any \( v_0 \in \mathcal{V}_0 \) we let \( \Pi^{-1}_{x_1=0}v_0 \in \mathcal{K} \) denote
the complete trajectory of the semigroup (9.10) passing through \( v_0 \), that is,
\[ (\Pi^{-1}_{x_1=0}v_0)(t, x) := \begin{cases} S_{x_1}v_0 & \text{for } x_1 \geq 0, \\ S_{x_1-[x_1]}\nabla_{[x_1]}((\overline{\nabla_0})^{-1}(v_0)) & \text{for } x_1 < 0, \end{cases} \]
where the mappings \( \nabla_0 \) and \( \nabla_n, n \in \mathbb{Z}_- \), are constructed in Theorems 10.1 and 6.1,
respectively. Then, by (6.34), (9.11), (9.15), (10.5), and (10.16), for any weight function
with polynomial growth and any \( v_1, v_2 \in \mathcal{V}_0 \), we have the estimate
\[ \|\Pi^{-1}_{x_1=0}v_1 - \Pi^{-1}_{x_1=0}v_2\|_{L^\infty_{\tau_1=0} (\mathbb{R}, \psi_0)} \leq C\|v_1 - v_2\|_{\psi_0}, \quad \Lambda_0 := \frac{L}{2^a}. \]
Hence the mapping \( \Pi^{-1}_{x_1=0} \) realizes an embedding of the set \( \mathcal{V}_0 \) into the space \( \mathcal{K} \) that is
homeomorphic (in the local topology).
On the other hand, by Theorem 5.1 the mapping \( \Pi_{x=0} \) is a homeomorphism between
the sets \( \mathcal{A} \) and \( \mathcal{K} \). (Indeed, by this theorem the mapping \( \Pi_{x=0} \) is one-to-one, and a
continuous one-to-one mapping of compact sets is a homeomorphism.)
Thus, we can define the required mapping \( \mathcal{W} \) by
\[ \mathcal{W}(v) := \Pi_{x=0} \circ (\Pi^{-1}_{x=0}) \circ \overline{\nabla}(v), \quad v \in \mathcal{B}(\sigma). \]
The validity of the commutation relations (10.25) immediately follows from the definition
of \( \mathcal{W} \), (10.27). Theorem 10.2 is proved. \( \square \)
Thus, we have constructed a homeomorphic embedding of the model dynamics
\( (\mathcal{B}(\sigma), T_h) \) into the space-time dynamical system \( (\mathcal{A}, S^V_{\tau(h)}) \) generated by (0.1) and the
hyperplane \( V_n := \text{span}\{e_1, e_2, \ldots, e_n\} \). To conclude this section, we state several corol-
aries of this embedding analogous to the results of §8.

Corollary 10.3. Suppose that the hypotheses of Theorem 10.1 hold. Then there exist
positive numbers \( \sigma \) and \( \rho \) and a homeomorphic embedding
\[ \tau: \mathcal{M}_n \to \mathcal{A}, \]
where \( \mathcal{M}_n := [-1, 1]^n \) (see Definition 8.1), such that
\[ S_{pl} \circ \tau = \tau \circ T_{\ell e_i}, \quad T_{pl e_i} \circ \tau = \tau \circ T_{\ell e_i}, \quad i = 2, \ldots, n, \quad l \in \mathbb{Z}. \]
In fact, the required mapping \( \tau \) is given by the formula \( \tau = \mathcal{W} \circ \mathcal{U} \), where the mappings
\( \mathcal{U} \) and \( \mathcal{W} \) are defined in Theorems 8.1 and 10.2, respectively.

Corollary 10.4. Suppose that the hypotheses of Theorem 10.1 hold. Let \( K \subset \mathbb{R}^N \) be
an arbitrary compact set in \( \mathbb{R}^n \) and suppose that \( F_i, i = 1, \ldots, n, \) is a set of pairwise
commuting homeomorphisms of the compact set \( K \), that is,
\[ F_i: K \to K, \quad i = 1, \ldots, n, \quad F_i \circ F_j = F_j \circ F_i, \quad i, j = 1, \ldots, n. \]
Then there exists a homeomorphic embedding \( \tilde{\tau}_K : K \to A \) and a positive number \( \sigma_N \) depending only on \( N \) such that

\[
S_{\sigma_N} \circ \tilde{\tau}_K = \tilde{\tau}_K \circ F_i, \quad T_{\sigma_N e_i} \circ \tilde{\tau}_K = \tilde{\tau}_K \circ F_i, \quad i = 2, \ldots, n,
\]

where \( e_i \) denotes the \( i \)th coordinate vector in \( \mathbb{R}^n \).

Now, by Corollary 10.3 it is sufficient to construct an embedding of the finite-dimensional dynamics generated by the homeomorphisms \( F_i \) into the model dynamical system \((M_n, T_l)\). Such an embedding was actually constructed in the proof of Corollary 8.3.

The following result shows that when \( n > 1 \), by considering only the temporal part of the dynamics, we can remove the condition that the set \( K \) be finite-dimensional.

**Corollary 10.5.** Suppose that the hypotheses of Theorem 10.1 hold with \( n > 1 \). Suppose further that \( K \) is an arbitrary compact metric set, and \( F : K \to K \) is an arbitrary homeomorphism. Then there exists a homeomorphic embedding \( \tau_K : K \to A \) such that

\[
S_{\rho} \circ \tau_K = \tau_K \circ F,
\]

where the constant \( \rho > 0 \) is the same as in Corollary 10.3.

**Proof.** Just as in the proof of Corollary 10.4, it is sufficient to construct the required embedding into the model dynamical system \((M_n, T_l)\). We now observe that the multidimensional Bernoulli scheme \( M_n := [-1,1]^n \mathbb{Z} \) can be interpreted as the one-dimensional Bernoulli scheme with symbol space \([-1,1]^{n-1} \), that is,

\[
M_n = ([-1,1]^{n-1})^\mathbb{Z}.
\]

On the other hand, by Uryson’s theorem every metric compact set can be homeomorphically embedded into \([-1,1]^2\) and therefore also into \([-1,1]^{n-1}\) (since \( n > 1 \)). Now we can construct the required embedding of \( K \) into the Bernoulli scheme (10.33) using the standard construction described in the proof of Corollary 8.3. This completes the proof. \( \square \)

**Remark 10.2.** Corollary 10.5 shows that when \( n > 1 \), under the hypotheses of Theorem 10.1 there are no reasonable topological invariants for the temporal dynamics generated by equation (0.1) on the attractor \( A \). In the one-dimensional case, on the contrary, such invariants do exist. For example, one can take for such an invariant the infimum of \( \hat{h}_{\text{top}}(N, d, S_i) \) over all metrics defining the local topology on the attractor by analogy with formula (5.22). Moreover, by (8.16) and the embedding (10.25) this invariant is finite and strictly positive under the hypotheses of Theorem 10.1. Note also that if we attempt to construct an analogous invariant in the multidimensional case, for example, by using the formula

\[
\inf_{d} \hat{h}_{\text{top}}(N, d, S_i),
\]

we clearly obtain the identically zero invariant.

11. Formally gradient systems of reaction-diffusion equations and their topological entropy

In this section we consider the special case of equations (0.1) where the nonlinear function \( f \) is the gradient of some scalar function \( F \):

\[
f(v) = \nabla v F(v), \quad F \in C^3(\mathbb{R}^k, \mathbb{R}).
\]
Recall that when we consider equation (0.1) in a bounded domain $\Omega$ with zero vector field $\vec{L}$, (11.1) implies that (0.1) has a global Lyapunov function of the following form:

$$L(u) := \frac{1}{2} \int_{\Omega} \left( a \nabla_x u \cdot \nabla_x u + 2F(u) + \lambda_0 u \cdot u \right) dx.$$  

In particular, since there exists a Lyapunov function, it follows that the topological entropy of the action of the semigroup $S_t$ on the attractor is equal to zero:

$$h_{\text{top}}(A, S_t) = 0.$$  

But in the case of the unbounded domain $\Omega = \mathbb{R}^n$ the expression (11.2) turns out to be infinite for most $u \in A$ and so there is no well-defined Lyapunov function on the attractor.

Following [27, 37] we say that such systems are formally gradient. Nevertheless, in spite of the lack of a global Lyapunov function, the existence of the gradient structure (11.1) does lead to very substantial simplification of the space-time dynamics generated by equation (0.1). (See, for example, [22, 27, 37] regarding a more detailed study of formally gradient systems in small dimensions $n = 1$ and $n = 2$.)

The main result of this section is the following theorem, which gives a natural analogue of equality (11.3) for the case of a formally gradient system in $\mathbb{R}^n$.

**Theorem 11.1.** Suppose that the hypotheses of Theorem 1.1 hold and in addition, that (11.1) is satisfied. Then the action of the extended $(n+1)$-parameter semigroup (1.6) on the attractor has zero topological entropy:

$$h_{\text{top}}(A, S_{(t,h)}) = 0.$$  

**Proof.** First of all, we note that the vector field $\vec{L}$ involved in equation (0.1) can be reduced to the form $\vec{L} := (L, 0, \ldots, 0)$ by a suitable orthogonal change of the $x$-coordinate. Moreover, using the following change of $(t, x)$-coordinates, which is standard in the theory of travelling waves,

$$(t, x) = h(t', x'), \quad t = t' - Lx_1, \quad x = x',$$

we can reduce the general case of equation (0.1) to the special case $\vec{L} = 0$. Clearly, the set $K$ of all bounded trajectories of (0.1) does not change under this change of coordinates. Moreover, the determinant of this change of coordinates is equal to one; hence by Corollary 3.3 we have

$$h_{\text{top}}(A, S_{(t,h)}) = h_{\text{top}}(K, T_{h(t,h)}) = h_{\text{top}}(K, T_{h(t',x')}) = h_{\text{top}}(A', S_{(t',x')}).$$

Here we also use the fact that the mapping $\Pi_{t=0} : K \rightarrow A$ is a homeomorphism (see Theorem 5.1 and the proof of Theorem 10.2) and the topological entropy is a topological invariant. Thus, the topological entropy is indeed preserved under transformations of the form (11.5); consequently, it is sufficient to prove Theorem 11.1 only for the case $L = 0$. For this we consider the space $M(A)$ of all Borel probability measures on $A$ which are invariant under the group of spatial translations $\{T_h, h \in \mathbb{R}^n\}$. (This space is clearly nonempty, since $A$ is compact in the local topology of the space $\Phi_{\text{loc}}$.) We define the action of the semigroup $S_t'$ generated by equation (0.1) in the space $M(A)$ in the following standard way:

$$S_t' : \mathcal{M}(A) \rightarrow \mathcal{M}(A), \quad (S_t' \mu)(B) := \mu(S_t^{-1}B), \quad B \subset A.$$  

The next lemma shows that the semigroup (11.6) has a “genuine” Lyapunov function. (This contrasts with the original semigroup $S_t$ on the attractor, where there is only a formal Lyapunov function.)
Lemma 11.1. Suppose that the hypotheses of Theorem 11.1 hold and that $\bar{L} = 0$. Then the semigroup (11.6) admits a global Lyapunov function of the following form:

$$L(\mu) = \int_{u_0 \in A} [a \nabla_x u_0(x_0) \cdot \nabla_x u_0(x_0) + \lambda_0 u_0(x_0) \cdot u_0(x_0) + 2F(u_0(x_0))] \mu(du).$$

(11.7) In particular, $L(\mu)$ does not depend on the choice of the point $x_0 \in \mathbb{R}^n$.

Proof. First of all, we observe that the local topologies generated on $A$ by the embeddings $A \subset \Phi_{\text{loc}}$ and $A \subset C^{4-\delta}_{\text{loc}}(\mathbb{R}^n)$, $\delta > 0$, coincide. Indeed, by Theorem 5.1 the evolution operator $S_t$ realizes a homeomorphism of $A$ equipped with the topology of the space $\Phi_{\text{loc}}$. On the other hand, by Corollary 1.1 we have

$$S_t: (A, \Phi_{\text{loc}}) \to (A, C^{4-\delta}_{\text{loc}}(\mathbb{R}^n))$$

(11.8) for any $\delta > 0$ and $t \geq 1$. Hence, in particular, $S_{-t}$ is a continuous operator from $(A, C^{4-\delta}_{\text{loc}}(\mathbb{R}^n))$ into $(A, \Phi_{\text{loc}})$. Moreover, since by Theorem 2.1 $A$ is bounded in $C^4_{b}(\mathbb{R}^n)$ for any $\delta > 0$, $A$ is compact in $C^{4-\delta}_{\text{loc}}(\mathbb{R}^n)$. Thus, the mapping (11.8) is a homeomorphism for any $\delta > 0$ and $t \geq 1$. Representing the identity mapping $\text{Id}: A \to A$ in the form of the composite $\text{Id} = S_t \circ S_{-t}$, we now obtain that $\text{Id}$ is a homeomorphism between $(A, \Phi_{\text{loc}})$ and $(A, C^{4-\delta}_{\text{loc}}(\mathbb{R}^n))$. So as required, the above-mentioned topologies do coincide. Hence the functions

$$u_0 \to \partial^2_{x,x} u_0(x_0), \quad u_0 \to F(u_0(x_0)), \quad u_0 \to \partial_t \partial_x u_0(x_0)$$

(11.9) are continuous functions on the attractor $(A, \Phi_{\text{loc}})$. (Henceforth we will use $\partial_t u_0$, $u_0 \in A$, to mean the result of substituting $u_0$ into the left-hand side of equation (0.1).) Since $\mu$ is assumed to be a Borel measure, it follows from the continuity of the function (11.9) that (11.7) is well defined. Moreover, since the measure $\mu \in M(A)$ is invariant under spatial translations, (11.7) is independent of $x_0 \in \mathbb{R}^n$. Thus, it remains to prove that (11.7) is a Lyapunov function.

To do this, let $\mu$ be an arbitrary measure in $M(A)$. Then (11.6) and (11.7) give

$$L(t) := L(S_t^* \mu)$$

$$= \int_{u_0 \in A} 2[a \nabla_x u(t, x_0) \cdot \nabla_x u(t, x_0) + \lambda_0 u(t, x_0) \cdot u(t, x_0) + 2F(u(t, x_0))] \mu(du),$$

(11.10) where $u(t, x_0) := (S_t u_0)(x_0)$. By differentiating this expression with respect to $t$ and expressing $\partial_t u$ using equation (0.1) we obtain

$$\frac{d}{dt} L(t) = -2 \int_{u_0 \in A} [\partial_t u(t, x_0) \cdot \partial_t u(t, x_0)] \mu(du)$$

$$+ 2a \sum_{i=1}^n \int_{u_0 \in A} \partial_{x_i} \left[ \partial_{x_i} u(t, x_0) \cdot \partial_t u(t, x_0) \right] \mu(du).$$

(11.11) (We can interchange differentiation with respect to $t$ and integration with respect to the measure $\mu$ because the functions (11.9) are continuous.) We claim that the second summand in (11.11) is equal to zero. Indeed, since the measure $\mu$ is invariant under spatial translations,
translations, we have
\[
\int_{u_0 \in A} \partial_{r_t} \left[ \partial_x u(t,x_0) \cdot \partial_t u(t,x_0) \right] \mu(du_0) \\
= \lim_{h \to 0} \frac{1}{h} \int_{u_0 \in A} \left[ \partial_x u(t,x_0 + he_i) \cdot \partial_t u(t,x_0 + he_i) - \partial_x u(t,x_0) \cdot \partial_t u(t,x_0) \right] \mu(du_0) \\
= \lim_{h \to 0} \frac{1}{h} \left\{ \int_{u_0 \in A} \partial_x u(t,x_0) \cdot \partial_t u(t,x_0) \mu(du_0) - \int_{u_0 \in A} \partial_x u(t,x_0) \cdot \partial_t u(t,x_0) \mu(du_0) \right\} \\
= 0.
\]
By integrating (11.11) with respect to \( t \) we now obtain
\[
(11.12) \quad \mathcal{L}(S^*_{t_2} \mu) - \mathcal{L}(S^*_{t_1} \mu) = -2 \int_{t_1}^{t_2} \int_{u_0 \in A} |\partial_t u(t,x_0)|^2 \mu(du_0) \leq 0.
\]
Thus, (11.7) is nondecreasing along the trajectories of the semigroup (11.6). Now suppose that
\[
(11.13) \quad \mathcal{L}(S^*_{t_2} \mu) = \mathcal{L}(S^*_{t_1} \mu)
\]
for some \( \mu \in M(\mathcal{A}) \) and \( t_2 > t_1 \). We claim that the support of \( \mu \) must be a subset of the set \( \mathcal{R} \subset \mathcal{A} \) of equilibria of (0.1):
\[
(11.14) \quad \text{supp} \, \mu \subset \mathcal{R}.
\]
Indeed, it follows from the spatial invariance of \( \mu \) and (11.12) that
\[
(11.15) \quad \int_{t_1}^{t_2} \int_{u_0 \in A} |\partial_t u(t,x)|^2 \mu(du_0) \, dt = 0
\]
for any \( x \in \mathbb{R}^n \). Thus, for \( \mu \)-almost all \( u_0 \in \mathcal{A} \) we have
\[
(11.16) \quad \int_{t_1}^{t_2} |\partial_t u(t,x)|^2 \, dt = 0 \quad \forall x \in \mathbb{R}^n.
\]
By Corollary 1.3 the function \( t \to \partial_t u(t,x) \) is continuous for any \( u \in \mathcal{K} \), and so it follows from (11.16) that for \( \mu \)-almost all \( u_0 \in \mathcal{A} \) we have \( \partial_t u(t,x) \equiv 0 \) for all \( t \in [t_1,t_2] \) and all \( x \in \mathbb{Q}^n \). Since the function \( x \to \partial_t u(t,x) \) is also continuous, the equality \( \partial_t u(t,x) \equiv 0 \) holds for all \((t,x) \in [t_1,t_2] \times \mathbb{R}^n \) and therefore \( u_0 \in \mathcal{R} \). Thus, we have proved the equality
\[
(11.17) \quad \mu(\mathcal{R}) = 1,
\]
which implies the embedding (11.14). It remains to observe that any measure satisfying (11.14) is an equilibrium of the system (11.6). Lemma 11.1 is proved. \( \square \)

We are now ready to complete the proof of Theorem 11.1. Suppose that \( \mu \) is an arbitrary Borel probability measure that is invariant under the action of the extended semigroup (1.6) generated by (0.1). Then, clearly, \( \mu \) is an equilibrium of the system (11.6), and (11.14) holds in view of Lemma 11.1. Thus, the metric entropy \( h_\mu(\mathcal{A},S_{(t,h)}) \) of the action of the semigroup (1.6) on the attractor corresponding to the invariant measure \( \mu \) is equal to zero:
\[
(11.18) \quad h_\mu(\mathcal{A},S_{(t,h)}) = 0.
\]
(For a rigorous definition of it, see, for example, [34] [35].) Since (11.18) is valid for any \( S_{(t,h)} \)-invariant measure \( \mu \), by the variational principle we have
\[
h_{\text{top}}(\mathcal{A},S_{(t,h)}) = \sup_\mu h_\mu(\mathcal{A},S_{(t,h)}) = 0
\]
(see, for example, [34] [35]). Theorem 11.1 is proved. \( \square \)
Remark 11.1. The existence of a global Lyapunov function for the semigroup generated by a formally gradient system on the set of spatially invariant measures was proved in \cite{Zelik99} for small dimensions, $n = 1$ and $n = 2$. However, in the construction of this Lyapunov function certain specific facts were used, which have no analogues for $n > 2$.

Remark 11.2. Note that the topological entropy $h_{\text{top}}(\mathcal{A}, S_t)$ of the one-parameter semigroup $S_t$ corresponding to (0.1) is not necessarily equal to zero under the hypotheses of Theorem 11.1. Indeed, consider the following scalar Chafee–Infante equation perturbed by a sufficiently large transport term:

\begin{equation}
\partial_t u = \Delta x u - L \partial_x u + u - u^3, \quad x \in \mathbb{R}^n.
\end{equation}

Then for $L > 2$ equation (11.19) obviously satisfies the hypotheses of Theorem 10.2 and therefore

\[ \hat{h}_{\text{top}}(\mathcal{A}, S_t) \geq C > 0 \quad \text{and} \quad h_{\text{top}}(\mathcal{A}, S_t) = \infty. \]

On the other hand, condition (11.1) is also satisfied, since equation (11.19) is a scalar one; hence,

\[ h_{\text{top}}(\mathcal{A}, S_{(t,h)}) = 0. \]
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