BOUNDARY PROPERTIES OF SOLUTIONS OF DIFFERENTIAL EQUATIONS AND GENERAL BOUNDARY-VALUE PROBLEMS

V. P. BURSKII

Abstract. For a general differential operator with smooth matrix-valued coefficients in a bounded domain with smooth boundary we consider the boundary properties of functions from the domain of definition of a maximal extension in $L_2(\Omega)$ and we study the properties of extensions and boundary-value problems corresponding to them. The investigations are based on Green’s formula.

Introduction

For many years the theory of boundary-value problems for partial differential equations was developed in terms of concrete boundary-value problems, and the passage from the particular to the general stayed within the confines determined by the fact that the theory was divided according to the type of equation. The foundations of the general theory of boundary-value problems, irrespective of the type of equation, were laid in the celebrated work of Vishik [18], in which the boundary-value problem appears in the specification of the domain of definition of some extension of a minimal operator. From this point of view, adopted in the theory of selfadjoint ordinary differential operators following von Neumann [34], one would probably view the papers of Calkin [48] and M.G. Krein [25] as predecessors of [18]. The next important step in the development of the theory, due to Hörmander in his paper [45], was to introduce the notion of a Cauchy space and to refine the notion of a boundary-value problem together with the interpretation of the results of [18] and the proof of the Vishik conditions for scalar differential operators with constant coefficients. There was a boom in interest in this topic in the 1960s, but the interest of analysts fell away after its difficulties were recognised, not the least that there had been no serious progress made. Among the works from the 1960s we note the investigations by Berezanskiǐ (see [2]) on smoothly generated general boundary-value problems, Agranovich [1] and Palamodov [35] on operators with constant coefficients. We also draw attention to the much later work due to Dezin [23], which was directed towards the analysis and classification of the most simply posed boundary-value problems, and the approximation of $L_2$-solutions by smooth functions in the graph norm. After the papers of Grubb [51], Rofe-Beketov [41] and Gorbachuk [21] a study of an abstract analogue of Hörmander’s Cauchy space began. This is the notion of a space of boundary values, the first and most striking example of which had already been given for the case of several variables by Vishik in [18]. The first case to be studied was the symmetric case, which was investigated in the papers of Kochubeǐ [27], Lyantse and Storozh [31], Malamud and Derkach [53] (for symmetric linear relations see the paper by Malamud and Mogilevskiǐ [54]), then for the more general case by Vainman [17] (see the survey [20]). We note the papers on boundary values of solutions by Gorbachuk and Gorbachuk [19] and Roitberg [38, 39], and the works of Lyantse and Storozh on the description of
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the action of maximal operators and perturbations \[31\]. There is a whole collection of papers on the properties of classes of operators, on the boundary behaviour of solutions, on the comparison of minimal and maximal operators, on equations with operator-valued coefficients and other closely related questions. A complete list would occupy too much space.

Boundary-value problems for differential equations in bounded domains for equations that are not elliptic have been systematically studied, mainly in a parallelepiped. In the plane, the uniqueness of the solution of the Dirichlet problem for second-order hyperbolic equations on domains with a generic boundary has been studied (see the survey \[37\]). For other possible topics in the study of boundary-value problems, in particular, when condition (2.15) holds, see \[4, 6, 7, 8, 12, 13\].

This paper is concerned with general questions in the theory of boundary-value problems for the case when a general Green’s formula is available. In §0 the reader will find the notation and main properties of the spaces and operators used in what follows. In §1 we present the main definitions and well-known facts, as well as certain other matters. In particular, one consequence of this discussion is a proof of the well-posedness of a nonclassical boundary-value problem for the wave equation in a disc. In §2 we introduce and study the so-called $L$-traces of elements in the domain of definition of a maximal operator, which are responsible for the boundary properties of these elements. Their existence follows from Green’s formula. In §3 we use the example of a general scalar differential operator and, in connection with the $L$-traces, we answer questions about the structure of the domain of definition of a minimal operator, the existence of a well-posed boundary-value problem, the comparison of minimal operators with variable coefficients, the existence of fundamental solutions, the representation of solutions as analogues of classical potentials and the validity of mean-value theorems. In §4 we consider a realization of a boundary space, going back to von Neumann, in which Green’s formula takes on a simple form; we also describe a certain algorithm for the solution of a general well-posed boundary-value problem based on the solution of the generalized Dirichlet problem for an equation with a selfadjoint operator of divergence form. Section 5 is devoted to some illustrations of the above concepts, and in §6 we discuss our ideas for possible further developments in the theory. The final section (§7) consists of comments and remarks and some references to papers we did not include in the main text. This paper is a continuation of the author’s earlier research, which can be found in \[5, 11, 15, 16\].

0. Notation and initial elements of the constructions\[1\]

In this section, for the convenience of the reader, we give the notation for spaces and operators in a unified form. We also state their main properties and certain assumptions that will be used in this paper; here the material in subsection I relates to §1 and §4, while that in subsections I and II relates to §§2, 3, 5 and 6.

1. I). Let $\Omega$ be a domain in $\mathbb{R}^n$, which for simplicity we assume to be bounded with an $(n-1)$-dimensional boundary $\partial\Omega$ on one side of it. For ease of notation we shall write $H := L^2_2(\Omega) = [L^2(\Omega)]^{\mathbb{N}}$, $H_0 := [H_0(\Omega)]^{\mathbb{N}}, H^l := [H^l(\Omega)]^{\mathbb{N}}, H^+ := [L^2_2(\Omega)]^{\mathbb{N}^+}, H_0^l := [H_0^l(\Omega)]^{\mathbb{N}^+}, H^{l+} := [H^{l+}(\Omega)]^{\mathbb{N}^+}$ ($l, N, N^+ \in \mathbb{N}$), which are Sobolev spaces; $H_0^l \subset H^l, H_0^{l+} \subset H^{l+}$ are embeddings of closed subspaces.

\[1\] An abstract scheme and the construction of the theory based on it is realized in the author’s book \[13\].
I). Let \( \mathcal{L} : H^l \to H^+, \) that is, \( \mathcal{L} : [H^l(\Omega)]^N \to [L_2(\Omega)]^{N^+} \), be a general differential operator without type:

\[
\mathcal{L} = \sum_{|\alpha| \leq l} a_\alpha(x) D^\alpha, \quad a_\alpha \in C^\infty(\Omega), \quad D^\alpha = \frac{(-i\partial)^{|\alpha|}}{\partial x^\alpha},
\]

where the \( a_\alpha(x) \) are \((N^+ \times N)\)-matrix coefficients whose entries are \( C^\infty(\overline{\Omega})\)-smooth complex-valued functions in the domain \( \Omega \).

Suppose also that \( \mathcal{L}^+ : H^{+l} \to H \) is its formal adjoint operator:

\[
\mathcal{L}^+ = \sum_{|\alpha| \leq l} D^\alpha(a_\alpha^*(x) \cdot),
\]

where \( a_\alpha^*(x) \) is the adjoint matrix.

The operators \( \mathcal{L}, \mathcal{L}^+ \), called operations in what follows, are related by the formula

\[
(\mathcal{L}u, v)_{H^+} = (u, \mathcal{L}^+ v)_H,
\]

\( u \in H^l, \ v \in H^{+l}, \) where at least one of \( u \) or \( v \) is compactly supported, that is, \( u \in H^l_0 \) or \( v \in H^{+l}_0 \).

II. Supplement to I.

II_0). The embeddings \( H^l_0 \subset H, \ H^{+l}_0 \subset H^+ \) are dense; therefore we have the “rigged spaces” \( H^l_0 \subset H \subset (H^l_0)', \ H^{+l} \subset H \subset (H^{+l})' \), where \( (H^l_0)', (H^{+l})' \) are the spaces of \( H \)-continuous linear functionals over \( H^l_0 \) and \( H^{+l} \), respectively (see, for example, [2]); there is a similar rigging for the “plus” spaces. The conjugate objects over the central topology will be called duals. Note that the notation for embeddings will be introduced below only as required. We also introduce the quotient spaces \( H^{(l)} = H^l/H^l_0, \ H^{+(l)} = H^{+l}/H^{+l}_0 \), which for convenience are represented as direct sums:

\[
H^l = H^l_0 \oplus H^{(l)}, \ H^{+l} = H^{+l}_0 \oplus H^{+(l)}.
\]

(We shall use the algebraic notation \( \oplus \) for the direct sum, specifically stipulating orthogonality whenever it occurs.)

We also introduce the projection operators in a direct sum \( p^0 : H^l \to H^l_0, \ \gamma : H^l \to H^{(l)} \) (quotient map) and the embedding operators \( J^0 : H^l_0 \to H^l, \ J : H^{(l)} \to H^l; \) there are also the analogous operators for the “plus” spaces: \( p^{+l} : H^{+l} \to H^{+l}_0, \ \gamma^+ : H^{+l} \to H^{+(l)} \) (quotient map) and the analogous embeddings \( J^{+l} : H^{+l}_0 \to H^{+l}, \ J^+ : H^{+(l)} \to H^{+l} \). (The operators \( J, J^+ \) have the sense of extension operators and can be constructed, for example, as the operators for determining the solutions of the Dirichlet problem for the corresponding vector system of polyharmonic equations of order \( 2l \), if we regard the spaces \( H^{(l)} \) and \( H^{+(l)} \) as being in graded form, as in subsection II_1 below.) In some cases we shall assume (and specifically mention) that

\[
N = N^+ : H^+ = H, \quad H^{+l} = H^l, \quad H^{+l}_0 = H^l_0, \quad p^{+l}_0 = p^0, \quad \gamma^+ = \gamma, \quad J^{+l} = J^0, \quad J^+ = J.
\]

(0.1)

Note that a reader only interested in the case of a scalar operator or an operator with square matrices as coefficients can forget about the pluses in the indices, apart from the indices attached to the letters \( L, \mathcal{L} \) and \( \Gamma \) (see §1.1). One can also forget about these pluses if the original differential operation is formally selfadjoint.
We shall also assume that:

\( \Pi_1 \). The spaces \( H^l, H^+ \) are graded in the sense that we have the direct-sum decompositions

\[
H^l = H^l_{\partial} \oplus H^l_{\partial} \oplus \cdots \oplus H^1_{\partial},
\]

\[
H^+ = H^+_{\partial} \oplus H^+_{\partial} \oplus \cdots \oplus H^+_{\partial},
\]

where

\[
H^l_{\partial} := [H^l_{\partial}(\partial \Omega)]^N \subset H^0_{\partial} := L^2_{\partial}(\partial \Omega),
\]

\[
H^+_{\partial} := [H^+_{\partial}(\partial \Omega)]^N \subset H^+ := L^2_{\partial} + 0 := L^2_{\partial}(\partial \Omega),
\]

\( k = 0, 1, \ldots, l \), are Sobolev spaces of functions on \( \partial \Omega \).

In view of the properties of the direct sum, there exist projection operators

\[
p_j : H^l \to H^l_{\partial} + 1, \quad \gamma_j = p_{l-1-j} \circ \gamma : H^l \to H^l_{\partial} + 1, \quad j = 0, 1, \ldots, l - 1,
\]

and embedding operators

\[
J_k : H^k_{\partial} \to H^l, \quad k = 0, \ldots, l - 1,
\]

with the properties

\[
\gamma_{l-1-k} J_k = p_k \gamma J_k = \text{id}, \quad \text{id} = J_{0} H^l + 1 \sum_{k=0}^{l-1} J_k p_k \gamma = J_{0} (\text{id} H^l + \gamma) + \sum_{k=0}^{l-1} J_k \gamma_{l-1-k}
\]

and analogous operators \( p^+_j, \gamma^+_j, J^+_k \) in the “plus” spaces. Note that the operators \( J_k \) can be constructed as extension operators in the following way, for example: for \( u \in H^k_{\partial} = [H^k_{\partial}(\partial \Omega)]^N \) the equality \( w = J_k u \) means that \( w \) is a solution of the Dirichlet problem for the system of \( N \) polyharmonic equations

\[
\Delta^l w = 0, \quad w|_{\partial \Omega} = 0, \quad \forall j \neq l-k-1, \quad \frac{\partial^j w}{\partial x^j} \bigg|_{\partial \Omega} = 0, \quad \frac{\partial^{l-k-1} w}{\partial x^{l-k-1}} \bigg|_{\partial \Omega} = u
\]

with normal \( \nu \). Similarly, \( w = J^+_k v \) means that \( w \) is a solution of the same Dirichlet problem for the system of \( N^+ \) polyharmonic equations. Note that we shall assume that the topology of \( H^0_{\partial} \) is not related to the topology of the spaces \( H \) and \( H^+ \). We shall denote the \( H^0_{\partial} \)-dual (\( H^0_{\partial} \)-dual) space to \( H^+_{\partial} (H^+_{\partial} + 1) \) by \( H^0_{\partial} - k-1 \) \( (H^+_{\partial} - k-1) \).

Clearly, if conditions (0.1) hold, then

\[
\Pi_2). \text{ There exist continuous linear operators}
\]

\[
L_{(k)} : H^l \to H^+_{\partial}, \quad L^+_{(k)} : H^l \to H^0_{\partial}, \quad k = 0, \ldots, l - 1,
\]

associated with the operations \( L, L^+ \) and with relations between them, which we call Green’s formula: for any \( u \in H^l, v \in H^+ \),

\[
(Lu, v)_{H^+} - (u, L^+ v)_H = \sum_{j=0}^{l-1} (L((l-1-j)u, \gamma^+_j v)_{H^0_{\partial}} = -\sum_{j=0}^{l-1} (\gamma_j u, L^+((l-1-j)v))_{H^0_{\partial}}.
\]

Green’s formula (0.3) for the case \( N = N^+ \) was obtained in the papers [38, 39]. Namely, for smooth \( u \) and \( v \),

\[
\int_{\Omega} (Lu \cdot \bar{v} - u \cdot L^+ v) \, dx = \sum_{q=0}^{m-1} \int_{\partial \Omega} L_{(m-q-1)} u \partial_{\nu} \bar{v} \, ds,
\]
where $L(p) = \sum_{s=0}^{p} L_{(ps)} \partial_{\nu}^{s}$ is an operator of degree $p$ and $L_{(ps)}$ is a linear differential operator of degree $p-s$ along directions $\tau$ tangent to $\partial \Omega$ with smooth coefficients. Green’s formula (0.4) for the case $N \neq N^+$ is obtained via the same route and in the same form.

Thus, in (0.3),

$$L(p)u = \sum_{s=0}^{p} L_{(ps)}u \quad \left( L^+(p)v = \sum_{s=0}^{p} L^+_{(ps)}v \right)$$

are differential expressions of degree $k$, and $L_{(ps)}$ ($L^+_{(ps)}$) are differential operators of order $p-s$ along directions $\tau$ tangent to $\partial \Omega$ with smooth $N^+ \times N$ ($N \times N^+$)-matrix coefficients dependent on the derivatives of the direction cosines of the outward normal $\nu(x)$ and on the derivatives of the coefficients $a_{\alpha}(x)$ ($a_{\alpha}^{+}(x)$) of the operator $L$ ($L^+$);

$$\gamma u = \gamma^+ u = (\gamma_0 u, \gamma_1 u, \ldots, \gamma_{n-1} u), \gamma_k u = \gamma_k^+ u = \frac{\partial^k u}{\partial \nu^k} \big|_{\partial \Omega} \text{ with normal } \nu.$$

For brevity we denote the right-hand (boundary) sides by (0.3) by $\langle L_\partial u, v \rangle_H^+ = -\langle u, L^+_\partial v \rangle_H$, and we denote the right-hand (boundary) sides by $\langle L_\partial \gamma u, \gamma^+ v \rangle_{H_0^+} = -\langle \gamma u, L^+_\partial \gamma^+ v \rangle_{H_0}$, where

$$H_\partial = [H_0^0]^l, \quad H_0^+ = [H_0^0]^l, \quad L_\partial : H^l \rightarrow H_0^+, \quad L^+_\partial : H^{l+} \rightarrow H_0.$$

**Remark 0.1.** Note also that the operators $L_{(pp)}$ are of zero order:

$$L_{(pp)} \gamma_p u = (-1)^{l-1-p} \sum_{|\alpha|=l} a_\alpha(x)(-i\nu(x))^\alpha \frac{\partial^p u}{\partial \nu^p} \big|_{\partial \Omega};$$

while the operator $L_\partial$ is triangular with respect to the indices $p, s$; therefore for the case $N = N^+$, that is, under the conditions (0.1), (0.2), the property that the kernel of the operator $L_\partial$ be trivial is clearly satisfied, provided that

$$\text{meas}_{\partial \Omega} \{ x \in \partial \Omega \mid \det \lambda_i(x, -i\nu(x)) = 0 \} = 0,$$

where $\lambda_i(x, \xi) = \sum_{|\alpha|=l} a_\alpha(x)c^\alpha$ is the leading symbol (see Proposition 3.2 and Remark 3.1 regarding the fulfillment of (0.5)).

**Remark 0.2.** Note that we immediately obtain from Green’s formula (0.3) the equality $\langle Lu, v \rangle_H^+ = \langle u, L^+ v \rangle_H$ for $u \in H_0^l$, $v \in H^{l+}$. In fact, in this case $\gamma u = 0$ and $\gamma_j u = 0$, which hold when $u \in H^l$, $v \in H_0^{l+}$.

1. **Soluble extensions and boundary-value problems**

1.1. **The main definitions and conditions in the general theory of boundary-value problems.** Here we recall the basic facts about extensions of a differential operator and boundary-value problems for differential equations in a domain (see [2] [8], [23], [42]).

We introduce the graph norm $\|u\|_{L}^2 = \|u\|_H^2 + \|L u\|_{H^+}^2$, which is finite for elements of $H^l$. We denote the completions of the spaces $H^l, H_0^l$ in this norm by $D(\hat{L}), D(L_0)$, respectively. They are Hilbert spaces and are densely embedded in $H$. Furthermore, the operator $L$ admits an extension by continuity to the space $D(\hat{L})$ in view of the estimate $\|L u\|_{H^+} \leq \|u\|_L$. The restriction of this extension $\hat{L} : D(\hat{L}) \rightarrow H^+$ to $D(L_0)$ is called the minimal extension (defined on $H_0^l$) of the operator $L$ or simply the **minimal operator** and is denoted by $L_0$. Similarly we introduce the graph norm $\|v\|_{L^+} = \|v\|_{H^+} + \|L^+ v\|_H$, the spaces $D(\hat{L}^+), D(L_0^+)$, the operator $\hat{L}^+$ and the minimal operator $L_0^+$ for $L^+$.

We also introduce the maximal extension of the operator $L$ or simply **maximal operator** $L$ by the formula $L = (L_0^+)^*$, where the conjugate $*$ is taken in the sense of the theory of Hilbert spaces. Note that the operator $L$ is sometimes called the (other or second) maximal operator $(L_0^+)^*$. It is clear from the definition that $L$ is an extension of the operators $L_0$ and $\hat{L}$; that is, its domain of definition $D(L)$ includes the spaces.
as the quotient space $D_0$ as closed subspaces and is a Hilbert space with norm $\| \cdot \|_L$. We define the maximal operator $L^+ = L_0^\dagger$ in a similar fashion. We introduce the boundary space as the quotient space $D(L)/D_0$, and also the quotient map $\Gamma : D(L) \to C(L)$. The space $C(L)$ is a Hilbert space as $D_0$ is a closed subspace in $D(L)$.

Consider the following conditions:

1. the operator $L_0 : D(L_0) \to H^+$ has a continuous left inverse;
2. the operator $L_0^+ : D(L_0^+) \to H$ has a continuous left inverse;
3. $\tilde{L} = (L_0^+)^*$;
4. $\tilde{L}^+ = (L_0)^*$.

Recall [20] that the existence of a continuous left inverse of a densely defined closed operator $T : H_1 \ni D(T) \to H_2$ acting between Hilbert spaces is equivalent to the existence of an a priori estimate $\| u \|_{H_1} \leq C \| Tu \|_{H_2}$.

In this case we say that the operator $T$ is correctly soluble. Thus, conditions (1.1), (1.2) imply the correct solubility of the corresponding operator; that is, the corresponding a priori estimate holds. Conditions (1.3) and (1.4) entail the corresponding equalities $D(L) = D(L_0), D(L^+) = D(L_0^+)$, that is, the possibility of approximating each element in $D(L)$ or $D(L^+)$ by elements of the smooth space $H^t$ or $H^{t+1}$ in the corresponding graph norm. Conditions (1.1)–(1.4) were introduced in connection with the study of the notion of a well-posed boundary-value problem for a differential equation [2, 18, 23, 35], which we have already discussed. The actual concept of a general boundary-value problem differs among different authors. We consider the approaches of Vishik, Hörmander, Berezanski and Dezin, at the same time introducing the requisite definitions below. We merely note that in the papers [2, 23, 35] they deal only with a scalar differential operator.

Following Vishik [21], it will be understood that we are given a boundary condition by indicating the domain of definition $D(L_B)$ of some operator $L_B$ that is the extension of the minimal operator $L_0$ and the restriction of the maximal operator $L : D(L_0) \subset D(L_B) \subset D(L)$.

It is customary to call such operators extensions (of the operator $L_0$), and the extension $L_B : D(L_B) \to H^+$ is said to be extendable if there exists a continuous two-sided inverse operator $L_B^{-1} : H^+ \to D(L_B)$, $L_B^{-1} = \text{id}_{H^+}, L_B^{-1} = \text{id}_{D(L_0)}$. Clearly, such an operator solves the boundary-value problem $u \in D(L_B)$ for the equation $Lu = f$ with any right-hand side $f \in H^+$. The operator $L_1 : D(L_1) \to H^+$, which is the restriction of $L$, is called a soluble restriction if it has a continuous two-sided inverse. This inverse operator is a continuous right inverse of the operator $L$ and, conversely, each continuous right inverse $M$ of the operator $L$ induces a soluble restriction with domain of definition $D(L_1) = \text{Im} M$, which is a soluble extension (of the operator $L_0$) if $D(L_0) \subset \text{Im} M$. We also say that the extension $L_B : (L_B) \to H^+$ is normally soluble if the image $\text{Im} L_B$ is closed.

Following Hörmander [33], by a homogeneous boundary-value problem we mean the relations

$$(1.5) \quad Lu = f, \quad \Gamma u \in B,$$

where $B \subset C(L)$ is the linear subspace of the boundary space defining the boundary-value problem. It is easy to see that a boundary condition of type $u \in D(L_B)$ gives rise to a condition $\Gamma u \in B$, where $B = D(L_B)/D(L_0)$, and, conversely, the space $B$ gives rise to an operator $L_B$ with domain of definition $D(L_B) = \Gamma^{-1}(B)$, which is the restriction of $L$ to the space $D(L_B)$ and the extension of the operator $L_0$, and which is closed if and only if $B$ is closed in $C(L)$ or $D(L_B)$ is closed in $D(L)$. The boundary-value problem
(1.5) is said to be well-posed (we shall say correct), if the operator \( L_B \) induced by it is extendable by an extension of \( L_0 \), that is, if the operator \( L_B : D(L_B) \to H^+ \) has a continuous two-sided inverse.

In Berezanski˘ı’s book [2], he considers boundary-value problems defined on a subspace \( H^1(rp) \), \( H_0^1(rp) \subset H^1 \). This subspace generates the domain of definition \( D(L_B) \) of some extension of \( L_0 \) and restriction of \( \tilde{L} \) obtained as the closure of the space \( H^1(rp) \) in the graph norm \( \|u\|_L \). We say that such a problem is smoothly generated. The definition of correctness is the same as above.

Dezin [23] regards it as natural to consider boundary-value problems generating extensions of the operator \( L_0 \) that are restrictions of \( \tilde{L} \). Following him we shall call such extensions regular. Each smoothly generated problem gives rise to a regular extension, but the converse is false in general.

We now state the main results in the general theory of boundary-value problems.

**Proposition 1.1** (Vishik [18] in H¨ormander’s interpretation [45]). The operator \( L_0 \) has a soluble extension and the operator \( L \) has a correct boundary-value problem if and only if conditions (1.1) and (1.2) hold.

We note that the same conditions (1.1), (1.2) are equivalent to the existence of a correct boundary-value problem for the operator \( L^+ \). It also immediately follows from Proposition 1.1 that under the hypotheses (1.1), (1.2), (1.3), the operator \( L_0 \) has a regular extension.

**Proposition 1.2** (Vishik [18]). Under the conditions (1.1), (1.2),

1) in the space \( D(L) \) there exists a closed subspace \( W \) such that

\[
D(L) = D(L_0) \oplus \ker L \oplus W,
\]

where \( L|_W : W \to \ker L^+ \) is an isomorphism (one can write \( W \) in the form \( L^{-1}(\ker L^+) \oplus \ker L \)).

2) In order that the extension \( L_B \) be soluble it is necessary and sufficient that there exist a continuous operator \( V : \ker L^+ \to \ker L \) such that \( D(L_B) = D(L_0) \oplus G \), where \( G = \{w + VL|_W v \mid w \in W\} \) is the graph of the operator \( VL|_W \).

**Proposition 1.3** (H¨ormander [43]). Under the hypotheses (1.1), (1.2), the boundary-value problem (1.5) is correct if and only if \( C(L) = C(\ker L) \oplus B \), where \( C(\ker L) = \Gamma \ker L \).

We also consider the following conditions:

(1.6) the operator \( L : D(L) \to H^+ \) is surjective;
(1.7) the operator \( L^+ : D(L^+) \to H \) is surjective;
(1.8) the operator \( L_0 \) is normally soluble;
(1.9) the operator \( L_0^+ \) is normally soluble.

It is clear that the surjectivity of a continuous operator \( T : H_1 \to H_2 \) between Hilbert spaces is equivalent to the existence of a right continuous inverse for it. In this case the operator \( T \) is said to be everywhere soluble.

To establish a connection between the conditions (1.6), (1.7) and the conditions (1.1), (1.2) we use the following well-known proposition (see [20]), stated for the case of different spaces of images and inverse images.
Proposition 1.4. A closed linear operator $T : H_1 \supset D(T) \to H_2$ between Hilbert spaces with dense domain $D(T)$

1) is correctly soluble if and only if the adjoint operator $T^* : H_2 \supset D(T^*) \to H_1$ is everywhere soluble;

2) is normally soluble if and only if the adjoint operator is normally soluble.

The above proposition immediately gives rise to the following result.

Proposition 1.5. Condition (1.6) is equivalent to condition (1.2) and is equivalent to the two conditions: $\ker L_0 = 0$ and (1.9); condition (1.7) is equivalent to condition (1.1) and is equivalent to the two conditions: $\ker L_0^+ = 0$ and (1.8). Condition (1.8) is equivalent to the normal solubility of the operator $L^+$; condition (1.9) is equivalent to the normal solubility of the operator $L$.

The next result is an easy consequence of Propositions 1.1 and 1.2.

Proposition 1.6. Under conditions (1.1) and (1.2), each soluble extension of $L_B$ decomposes into a direct sum $L_B = L_0 \oplus L_0^+$, where $L_0^+ : B \to \ker L^+$ is an isomorphism.

We now introduce some notation, which goes back to von Neumann, for the action of the maximal operators $L$ and $L^+$. We denote by $A$ the orthogonal complement of $D(L_0)$ in the Hilbert space $D(L)$ and we denote by $A^+$ the orthogonal complement of $D(L_0^+)$ in $D(L^+)$. 

Proposition 1.7. (13).

1) $L|_A A \subset A^+$ for all $u \in A$, $L^+ Lu = -u$; $L|_A : A \to A^+$ is a unitary isomorphism, 

$L^+|_{A^+} : A^+ \subset A$ for all $v \in A^+$, $LL^+ v = -v$; $L^+|_{A^+} : A^+ \to A$ is a unitary isomorphism.

2) There exists a unique isomorphism $L_C : C(L) \to C(L^+)$ such that 

$\langle Lu, v \rangle_H = \langle (Lu, v) \rangle_{C(L^+)}$.

The proof is almost obvious if we observe that for $L^+ : H^+ \to (D^*(\Omega))^N$ we have $\forall \phi \in (D(\Gamma))^N$, $\forall u \in A$, $\langle L^+ Lu, \phi \rangle_H = \langle Lu, \phi \rangle_{H^+} = -\langle u, \phi \rangle_H$.

1.2. Examples of differential operators with the basic properties. We start with examples of scalar differential operators for which there exists a correct boundary-value problem. But first we give an example of an operator for which such a problem does not exist.

Since $\ker L|_{C^\infty_0(\Omega)} \subset \ker L_0$, the equalities

\[(1.10) \quad \ker L|_{C^\infty_0(\Omega)} = \ker L^+|_{C^\infty_0(\Omega)} = 0\]

are necessary for the fulfillment of the conditions (1.1), (1.2).

The assertion of Theorem 13.6.15 in [43], due to Pliss, gives an example of an elliptic operator for which condition (1.10) fails. Thus, we have the following result.

Proposition 1.8. There exists an elliptic operator $L$ of fourth order with $C^\infty$-coefficients in $\mathbb{R}^3$, such that in some ball there does not exist a correct boundary-value problem.

It is well known that for a uniformly elliptic equation with homogeneous real symbol the Dirichlet problem is correct (see, for example, [20]). The validity of conditions (1.1), (1.2) for an operator with constant complex coefficients in any bounded domain was proved by Hörmander in [45]. Other proofs of this fact can be found in the papers [2, 23, 33].

We now give two further examples of classes of operators for which there is a correct boundary-value problem. In both cases the correctness follows from results in [52].
also [43]. We recall that a differential operator $L = L(x, D)$ has constant strength [43] in the domain $\bar{\Omega}$ if
\[
\forall x \in \bar{\Omega}, \quad \forall y \in \bar{\Omega}, \quad \exists C > 0, \quad \forall \xi \in \mathbb{R}^n, \quad \frac{\tilde{P}(x, \xi)}{\tilde{P}(y, \xi)} \leq C,
\]
where
\[
|\tilde{P}(x, \xi)|^2 = \sum_{|\alpha| \leq l} |D^\alpha \mathcal{L}(x, \xi)|^2,
\]
and the operator with constant coefficients $P_1(D)$ is weaker than the same operator $P_2(D) : P_1 \prec P_2$ if $P_1(\xi)/P_2(\xi) \leq C$. An operator with constant strength can be represented in the form [44]:
\[
(1.11) \quad \mathcal{L}(x, D) = P_0(D) + \sum_{j=1}^N C_j(x)P_j(D),
\]
where $C_j \in C^\infty(\bar{\Omega})$; the $P_j$ are operators forming a basis in a finite-dimensional vector space with constant coefficients that are weaker than $P_0 : P_j \prec P_0$. In particular, formula (1.11) means that $D(L_0) = D(P_0)$. It follows from results of [52] (see also [43], Theorem 13.5.2) that for operators of constant strength conditions (1.6), (1.7) hold in some neighbourhood of each point. That conditions (1.6), (1.7) hold everywhere in the domain for operators of constant strength has been proved in the case when the coefficients are analytic in some wider domain (see [43], subsection 13.5). The same holds for operators of real principal type of the form (1.11), that is, if $P_0(\xi) \in \mathbb{R}[\xi]$, $\nabla P_0 \neq 0$ for $\xi \neq 0$, ord $P_j < \text{ord } P_0$ (locally [45], in a domain [42] and [52] subsection 13.5).

The next two results are consequences of Propositions (1.1), (1.5).

**Proposition 1.9.** An operator of constant strength has a correct boundary-value problem in some neighbourhood of each point. If its coefficients are analytic in the domain $\Omega$, then it has a correct boundary-value problem in any domain $\Omega : \bar{\Omega} \subset \bar{\Omega}$.

**Proposition 1.10.** An operator of real principal type of the form (1.11), where the $P_j$ are arbitrary operators of degree less than $m = \deg P = \deg \mathcal{L}$, has a correct boundary-value problem in a bounded domain.

For the case of matrix-valued differential equations in a bounded domain there are results on the existence of a correct boundary-value problem, firstly for uniformly elliptic (in the sense of Douglis–Nirenberg) quadratic systems (see, for example, [19]) in a domain with a smooth boundary, for which correct boundary-value problems have been studied and, secondly, quadratic systems of differential equations with constant coefficients satisfying the Paneah–Fuglede property: each minor $q$ of order $N - 1$ of the characteristic matrix $p(\xi)$ satisfies the inequality
\[
|q(\xi)|^2 \leq C \sum_{\alpha} |D^\alpha \det p(\xi)|^2,
\]
which is necessary and sufficient for the fulfillment of conditions (1.1), (1.2) (see [36], [50]).

As regards conditions (1.3), (1.4), they hold:
- for each scalar uniformly elliptic operator in any domain with the cone condition (see [52]),
- for a hypoelliptic operator with constant coefficients in any domain [18].
for any scalar differential operator with constant coefficients in a domain with Hörmander’s property $T$: $\Omega$ is a bounded domain and there exists a finite cover of the compact set $\overline{\Omega}$ by open sets $O_i$ such that $\forall i, \forall \epsilon > 0, \exists \delta \in \mathbb{R}^n : |x| < \delta, \overline{O_i} \cap \overline{O_i} + t \subset \Omega [55].$

- for any scalar differential operator with constant coefficients, possibly with the addition of a component in the form of any differential operator with smooth coefficients of first order in a “normal” domain in the sense of Dezin [23].

- for any scalar differential operator of real principal type in any domain that is compactly embedded in the original domain $\Omega$ [23, 14].

In the case of matrix-valued operators in bounded domains, conditions (1.3), (1.4) have been systematically studied only for operators of type $L = \nabla, L = (\nabla, \nabla^2, \ldots, \nabla^m)$, $L = \nabla \otimes m$. In particular, for such operators these conditions hold in any domain that is star-shaped with respect to a point and, more generally, in a domain of class $C^1$ [32].

We also note the obvious fact that if condition (1.3) holds in the domain $\Omega$, then it holds in any subdomain $\Omega' \subset \Omega$. We also note that if condition (1.6) holds in $\Omega$, then it also holds in any subdomain $\Omega' \subset \Omega [24].$ To prove this it suffices to extend an arbitrary function $f \in L_2(\Omega')$ by zero to a function $\tilde{f} \in L_2(\Omega)$, use condition (1.6) to find a function $u \in D(L), Lu = \tilde{f}$ and take its restriction $u|_{\Omega'}$. Applying Propositions 1.1 and 1.5, we obtain that the existence of a correct boundary-value problem in $\Omega$ implies the existence of such a problem in $\Omega'$.

We note further that in a domain with property $T$ an operator with constant coefficients has the property $(LM)_0 = L_0M_0$, and also that an example has been constructed of an operator with constant coefficients in a domain without condition $T$ in which property (1.3) fails [55].

We also draw attention to the concept of an induced boundary-value problem. If one is given a boundary-value problem (1.5) in a domain $\Omega$, then by the boundary-value problem induced in the domain $\Omega' \subset \Omega$ we mean the problem $Lv = \tilde{g}$, $\Gamma v \in B$, where $\tilde{g} \in L_2(\Omega)$ is the extension of $g$ by zero to $\Omega$ followed by the restriction of $v$ to $\Omega'$. It is not difficult to show that the induced boundary-value problem is correct if the original one is [23].

The next subsection is devoted to an outline of the proof of the correctness of a boundary-value problem.

1.3. Construction of non-classical examples of correct boundary-value problems.

Proposition 1.11. Under conditions (1.1) and (1.2), every linear space $B \subset C(L)$ such that

1) $\Gamma^{-1}B \cap \ker L = 0$,

2) there exists a continuous linear operator $M : \ker L^+ \to D(L)$ with the properties

a) $LM = \text{id}|_{\ker L^+}$,

b) $\text{Im} M \subset \Gamma^{-1}B$,

generates a correct boundary-value problem (1.5).

Proof. Let $L_C = \Gamma_{\text{im}}L^{-1} : C(L) \to \ker L^+$, where $\Gamma_{\text{im}} : H \to \ker L^+$ is the orthogonal projection. First we observe that the sum $M + L_0^{-1} : H^+ \to D(L)$ is a continuous right inverse of the operator $L$ and the operator $\Gamma M$ is a continuous right inverse of the operator $L_C$. It follows from the properties of the direct sum that we have the direct-sum decomposition $C(L) = C(\ker L) \oplus B_1$, where $B_1 = \text{Im} \Gamma M$. Clearly $B \supset B_1$ and $B \cap C(\ker L) = 0$. But this implies the equality $B = B_1$, because if an element $b \in B$ is such that $b \notin B_1$, then after factoring $\Gamma_1 : C(L) \to C(\ker L)$ along $B_1$ we obtain an element $\Gamma_1 b \in C(\ker L)$ belonging to $B$, which gives a contradiction. \[\square\]
Example 1.1. Consider the wave operator

\[ L = \Box = \frac{\partial^2}{\partial x_1 \partial x_2}, \quad \Omega = K = \{ x \in \mathbb{R}^2 | |x| < 1 \} \]

in the disc \( K \).

Proposition 1.12. The following boundary-value problem is correct in \( L_2(K) \):

\[
\Box u = f \in L_2(K), \quad (1.12)
\]

\[ u|_{\Gamma_1} = 0, \quad u'|_{\Gamma_2} = 0, \quad (1.13) \]

where \( \Gamma_1 = \{ \frac{\pi}{2} \leq \tau \leq 2\pi \} \), \( \Gamma_2 = \{ \pi \leq \tau \leq \frac{3\pi}{2} \} \), and \( \tau \) is an angle variable.

Proof. As noted in §1.2, conditions (1.1), (1.2) hold for a scalar differential operation with constant coefficients. Therefore Proposition 1.11 can be applied and, in view of the direct-sum decomposition \( L = L_0 \otimes L_C \), it suffices to take the right-hand side of (1.12) in the form \( f = f_1(x_1) + f_2(x_2) \), where \( f_i(x_i) \in L_2(K) \) means that \( f_i(t) \in L_{2,\sigma}((-1,1)) \) with weight \( \sigma = \sqrt{1-t^2} \) since, as is easy to see,

\[ \| f_i(x_i) \|^2_{L_2(K)} = 2 \| f_i(t) \|^2_{L_{2,\sigma}((-1,1))}. \]

The proof now consists of two parts:

1) The verification of the equality: \( \Gamma^{-1}B \cap \ker L = 0 \). In fact, if

\[ u_1 \cos \tau + u_2 \sin \tau = 0, \quad \frac{\pi}{2} < \tau < 2\pi, \]

\[ \cos \tau u'_1 \cos \tau + \sin \tau u'_2 \sin \tau = 0, \quad \pi < \tau < \frac{3\pi}{2}, \]

for some \( u_1(x) = u_1(x_1), \ u_2(x) = u_2(x_2) \) in \( D(\Box_0) \subset H^1(K) \) (since \( \Box \) is an operator of real principal type; see §1.2), it follows that, firstly, after differentiating the first equation with respect to \( \tau \) and comparing with the second equation we obtain that \( u_1(x_1) = C_1 = \text{const} \) for \( x_1 < 0 \), \( u_2(x_2) = C_2 = \text{const} \) for \( x_2 < 0 \) and, secondly, after considering the first equation we obtain that \( u_1(x_1) = -C_2 \) for \( x_1 > 0 \) and \( u_2(x_2) = -C_1 \) for \( x_2 > 0 \). But \( u_1(x_1) \), which lies in \( H^1(K) \), has a trace at the point \( x_1 = 0 \), therefore it is continuous at this point, so that we finally obtain \( u = u_1 + u_2 \equiv 0 \).

2) The verification of the fact that the operator

\[ f(x) = f_1(x_1) + f_2(x_2) \rightarrow x_2F_1(x_1) + x_1F_2(x_2) + \phi_1(x_1) + \phi_2(x_2), \]

where \( F_i \) is the primitive of \( f_i \) and \( Vf = \phi_1(x_1) + \phi_2(x_2) \) will be chosen presently, is the operator \( M : \ker L^+ \rightarrow D(L) \) with properties 2a), 2b) in Proposition 1.11.

Property 2a) and the fact that \( x_2F_1(x_1) + x_1F_2(x_2) \in L_2(K) \) are obvious. It merely remains to choose functions \( \phi_1, \phi_2 \) such that \( \Gamma Mf \in B \), that is, such that (for \( x_1 = \cos \tau, \ x_2 = \sin \tau \))

\[ x_2F_1(x_1) + x_1F_2(x_2) + \phi_1(x_1) + \phi_2(x_2) = 0, \quad \frac{\pi}{2} < \tau < 2\pi \quad (\text{on } \Gamma_1); \]

\[ x_1x_2[f_1(x_1) + f_2(x_2)] + x_2F_1(x_1) + x_1F_2(x_2) + x_1\phi_1(x_1) + x_2\phi_2(x_2) = 0, \quad \pi < \tau < \frac{3\pi}{2} \quad (\text{on } \Gamma_2). \]

Differentiating the first identity with respect to \( \tau \) and comparing with the second, we obtain that on \( \Gamma_2 \),

\[ -\phi'_1(x_1) = x_2f_1(x_1) + F_2(x_2), \quad -\phi'_2(x_2) = x_1f_2(x_1) + F_1(x_1), \]
whence
\[ \phi_1(x_1) = \int_{-1}^x \sqrt{1-x_1^2} \left[ f_1(x_1) + F_2 \left(-\sqrt{1-x_1^2} \right) \right] \, dx_1, \]
\[ \phi_2(x_2) = \int_{-1}^x \sqrt{1-x_2^2} \left[ f_2(x_2) + F_1 \left(-\sqrt{1-x_2^2} \right) \right] \, dx_2. \]

We see that the functions \( \phi_1, \phi_2 \) are absolutely continuous on \([-1,0]\) and therefore lie in \( L_2([-1,0]) \). Next, we find the function \( \phi_1 \) on \((0,1)\) in the first identity considered on the ray \((\pi/2,2\pi)\):

\[ -\phi_1(x_1) = \phi_1 \left(-\sqrt{1-x_1^2} \right) - \sqrt{1-x_1^2} F_1(x_1) + x_1 F_2 \left(-\sqrt{1-x_1^2} \right) \]
and we find the function \( \phi_2 \) on \((0,1)\) in the same first identity considered on the ray \((\pi/2,\pi)\):

\[ -\phi_2(x_2) = \phi_1 \left(-\sqrt{1-x_2^2} \right) - \sqrt{1-x_2^2} F_2(x_2) + x_2 F_1 \left(-\sqrt{1-x_2^2} \right). \]

We have determined the function \( \phi \in \ker L \subset D(L) \); this completes the proof. \( \square \)

We merely observe that the operator \( V \) is the Vishik operator of this problem (see Proposition 1.2) with respect to the boundary-value problem induced in \( K \) (see the end of §1.2) by the Goursat problem: \( u|_{x_1=0} = 0, u|_{x_2=0} = 0. \)

2. Boundary properties of solutions

Let \( f \in H^+ \). We consider the equation

\[ (2.1) \quad Lu = f, \]
where \( L \) is the maximal operator generated by the operation \( \mathcal{L} \). In the preceding section we used the propositions in subsection I of §0. In this section we adopt the assumptions of subsections I, II of §0. We want to clarify here which boundary properties each solution of equation (2.1) has; we mean by this which of the spaces associated with the gradation the trace expressions generated by Green’s formula belong to. If we look at the case of a differential operator, then we will in fact be answering the question: do there exist any traces of the solutions in \( L_2(\Omega) \) of equation (2.1) with right-hand side in \( L_2(\Omega) \), if only in the sense of distributions (see Example 2.1 below) and what are their properties?

2.1. Associated traces of a solution. Properly speaking, the situation considered in the previous section has changed only in that, along with the gradation, we now have Green’s formula (0.3) for elements \( u \in H^+, v \in H^{+1} \), which we write here in the form

\[ (2.2) \quad G(u,v) = (L_\partial u,v)_{H^+} = \sum_{j=0}^{l-1} (L_{(l-j-1)}u, \gamma^+_j v)_{H^{+j+1}}. \]

First we note that the Green’s function \( G(u,v) \) can be extended to the space \( D(L) \otimes D(L^+) \) by the formula

\[ (2.3) \quad G(u,v) = (Lu,v)_{H^+} - (u,L^+ v)_{H} \]
in view of the inequality

\[ (2.4) \quad |G(u,v)| \leq ||u||_{D(L)} ||v||_{D(L^+)}, \]
which implies, firstly, the continuity of the Green’s functional extended in this way, and secondly, the continuity of the operators \( L_\partial : D(L) \to D'(L^+) \) and \( L_\partial^+ : D(L^+) \to D'(L) \), defined by the formula

\[ (2.5) \quad G(u,v) = (L_\partial u,v)_{H^+} = -(u,L_\partial^+ v)_{H}. \]
We now show that by using formula (2.2), the operators $L_{(l-j-1)}$ can be continuously extended to the domain of definition of the operator $D(\tilde{L})$, so that for each element in $D(\tilde{L})$ there exist trace expressions $L_{(l-j-1)}u$. Let $\psi \in H^{l-k-1/2}_\partial$ and $u \in H^l$; we substitute $v = J_{l-k-1}^-\psi$ in formula (2.2) (for the definition of the operator $J_k^+$, see subsection II of the main scheme in §(0.1)), and we obtain

$$ (L\partial u, J_{l-k-1}^+\psi)_{H^l} = (L_{(l-k-1)}u, \psi)_{H^{l-k}_\partial}, $$

since $\gamma_k^+ J_{l-k-1}^- = \text{id}_{H^{l-k-1/2}_\partial}$. Estimating the left-hand side of this equality with the help of (2.4) and taking into account the continuity of $J_{l-k-1}^+$ and the embedding $H^{l+l} \to D(L^+)$, we obtain the inequality

$$ |(L_{(l-k-1)}u, \psi)_{H^{l-k}_\partial}| \leq C \|u\|_{D(L)} \|\psi\|_{H^{l-k}_\partial}, $$

which enables us to continuously extend the operator $L_{(l-k-1)} : H^l \to H^{l-k}_\partial$ to a continuous operator $L_{(l-k-1)} : D(\tilde{L}) \to H^{l-k-2+l+k+1/2}_\partial$, where $H^{l-k-2+l+k+1/2}_\partial$ is the dual space of $H^{l-k-2+l+k+1/2}$ in the sense of the topology of $H^{l-k}_\partial$. Since the embedding $H^l \subset D(\tilde{L})$ is dense, this extension to $D(\tilde{L})$ is unique.

**Definition 2.1.** For each $u \in D(\tilde{L})$ and each $k = 0, 1, \ldots, l-1$ we obtain a continuous linear functional $L_{(k)}u \in H^{l-k-1/2}_\partial$, which we call the $k$-th trace of the element $u \in D(\tilde{L})$ associated with the operator $L$, or simply $k$-th trace of the element $u$.

In view of inequality (2.6) the associated traces depend continuously on $u \in D(\tilde{L})$; therefore if $u \in D(\tilde{L})$ and the sequence $w_j \in H^l$ converges to $u$ in $D(\tilde{L})$, the sequence $L_{(k)}w_j$ converges to $L_{(k)}u$ in the space $H^{l-k-1/2}_\partial$. Here it is clear that the limiting trace does not depend on the choice of the approximating sequence $w_j$.

We now summarize our construction in the form of the following proposition.

**Proposition 2.1.** Each element $u$ in the domain of definition $D(\tilde{L})$ of the operator $\tilde{L}$ has $L$-traces $L_{(k)}u \in H^{l-k-1/2}_\partial$, $k = 0, 1, \ldots, m-1$, such that for every sequence $w_j \in H^l$, converging to an element $u$ in $D(\tilde{L})$, the sequence $L_{(k)}w_j$ converges in the space $H^{l-k-1/2}_\partial$ to an element $L_{(k)}u$ that is continuously dependent on $u$ but is independent of the choice of the sequence $w_j$.

Next, since we want to have unique extensions of the functionals $L_{(k)}$ from the closed subspace $D(\tilde{L})$ to $D(L)$, we shall assume below that the extension is realized with preservation of the norm; that is, we shall define the functionals $L_{(k)}$ to be zero on the orthocomplement of $D(\tilde{L})$ in $D(L)$; similarly we shall define $L_{(k)}^+$ to be zero on the orthocomplement of $D(\tilde{L}^+)$ in $D(L^+)$. Thus the functional $L_{(k)}$ is defined on the space $D(L)$, while the functional $L_{(k)}^+$ is defined on the space $D(L^+)$. 

**Example 2.1.** For the case of a scalar differential operator $\mathcal{L}$ the existence of associated traces in the distributions for functions in $D(\tilde{L})$ was proved in [5, 11]. If $\mathcal{L} = -\Delta$ is the Laplace operator, then $L_{(0)}u = u|\partial\Omega$, $L_{(1)}u = -u'|\partial\Omega$. The fact that $u|\partial\Omega \in H^{-1/2}(\partial\Omega)$ for $u \in D(-\Delta)$ had, in fact, already been proved by Vishik [18]. It is known [39] that if part of the boundary $\partial'\Omega$ does not have characteristic points, that is, points of tangency of real characteristic surfaces (as, for example, in the elliptic case), then ordinary traces $u|\partial\Omega, u'|\partial\Omega, \ldots, u^{(l)}|\partial\Omega$ exist for each solution in $L^2(\Omega)$ of the differential equation (2.1). However, examples show that such traces for solutions in $L^2(\Omega)$ do not exist in $D'(\partial\Omega)$.
even for the simplest equations. For example, for the wave equation

$$Lu = \Box u = \frac{\partial^2 u}{\partial x_1 \partial x_2} = 0$$

in the unit disc $K = \{x \in \mathbb{R}^2 \mid x^2 < 1\}$ the solution $u(x) = (1 - x_1^2)^{-5/8}$ belongs to $L^2(K)$, but $\langle u|_{\partial K}, 1 \rangle = \infty$ in the sense that

$$\lim_{r \to 1-0} \int_{|x|=r} u(x) \, ds_x = \infty,$$

so that the trace $u|_{\partial K}$ is not a distribution. However, it can be shown [16] that for each solution $u \in L^2(K)$ of the original equation $Lu = 0$ the trace of the product

$$L_{(0)}u := -\lambda(x)u(x)|_{\partial K} \in L^2(\partial K)$$

exists, where $\lambda(x)|_{\partial K} = \lambda(\nu) = x_1x_2$ is the symbol of the operator $L$. In fact, we take

$$\chi = x_1x_2u(x)|_{\partial K} = \sin \tau \cos \tau [u_1(\cos \tau) + u_2(\sin \tau)] = \chi_1 + \chi_2,$$

where $\tau$ is an angle coordinate. Then

$$\langle \chi_1, \varphi \rangle_{\partial K} = \left| \int_0^\pi \sin \tau \cos \tau u_1(\cos \tau)[\varphi(\tau) - \varphi(-\tau)] \, d\tau \right|$$

$$\leq 2\|\varphi\|_{L^\infty(\partial K)} \int_{-1}^1 |u_1(x_1)| \, dx_1 \leq C\|\varphi\|_{L^\infty(\partial K)}\|u\|_{L^2(K)} < \infty$$

and similarly for $\chi_2$.

In exactly the same way, not all solutions have a trace $u'_\nu|_{\partial K}$, but for each solution $u \in L^2(K)$ there exists the trace expression

$$L_{(1)}u = -\lambda(\nu)\varphi(x)|_{\partial K} \in H^{-3/2}(\partial K).$$

We note [14] that the same traces $L_{(0)}u = -\lambda(\nu(x))u(x)$ and $L_{(1)}u$, where

$$\lambda(x) = ax_1^2 + bx_1x_2 + cx_2^2,$$

exist for each solution $u \in L^2(K)$ of the equation

$$Lu = au_{x_1x_1} + bu_{x_1x_2} + cu_{x_2x_2} = 0$$

with constant complex, and even matrix-valued, coefficients for $u \in D(L)$ in the disc $K$.

Proposition 2.1 shows that these $L$-traces, the expressions for which are obtained from the corresponding Green’s formula, exist for each function $u \in D(\tilde{L})$.

2.2. Spaces of associated traces, and the boundary operator. Let $u \in D(\tilde{L})$ and suppose that the sequence $u_k \in H^l$ approximates $u$. Substituting $u_k$ for $u$ in (2.2), (2.3) and passing to the limit, in view of Proposition 2.1, we obtain the following result.

Proposition 2.2. For each pair $u \in D(\tilde{L})$, $v \in H^{l+1}$, Green’s formula holds with associated traces on the right-hand side

$$\langle Lu, v \rangle_{H^l} - \langle u, \tilde{L}^+ v \rangle_{H^l} = \sum_{k=0}^{l-1} \langle L_{(l-k-1)}u, \gamma^+_k v \rangle_{H^{l-k-1}}.$$

The next result is an immediate consequence of the above formula and the definition of the adjoint operator in Hilbert spaces.

Proposition 2.3. An element $u \in D(\tilde{L})$ has trivial $L$-traces $L_{(k)}u = 0$, $k = 0, 1, \ldots, l - 1$, if and only if it belongs to $D(\tilde{L}^{+\ast})$.  
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It is clear that if (1.4) holds, that is, \( D(\tilde{L}^+) = D(L^+) \), then \( D(\tilde{L}^{+*}) = D(L_0) \); therefore we have the following result.

**Proposition 2.4.** Condition (1.4) is equivalent to the assertion that an element in \( D(\tilde{L}) \) belongs to the space \( D(L_0) \) if and only if it has regular \( L \)-traces. Condition (1.3) is equivalent to the assertion that an element in \( D(\tilde{L}^+) \) belongs to the space \( D(L_0^+) \) if and only if it has regular \( L^+ \)-traces.

Apart from that, if \( u \in D(L_0) \subset D(\tilde{L}) \) this entails the triviality of its \( L \)-traces, even without condition (1.4) in view of formula (2.7). Hence we have the following result.

**Proposition 2.5.** In order that an element \( u \in D(L) \) belong to \( D(L_0) \) it is necessary, and under conditions (1.3), (1.4) sufficient, that it have regular \( L \)-traces \( L_{(k)}u = 0, \ k = 0, 1, \ldots, l - 1 \).

The above assertion enables one to restrict the associated traces to the quotient space of \( D(L) \), namely, the boundary space \( C(L) = D(L)/D(L_0) \), since \( \forall u_0 \in D(L_0) \), \( L_{(k)}(u + u_0) = L_{(k)}u \). In what follows we shall denote by \( H^{(–l)} \) the \( H_\partial \)-conjugate space of \( H^{(l)} \), that is, \( H^{(–l)} = H^{−l+1/2} ⊕ \cdots ⊕ H^{−l/2} \); the analogous notation is \( H^{+ (l)} \).

**Definition 2.2.** We denote by

\[
\mathcal{L}_{C,k}(u + D(L_0)) = \mathcal{L}_{C,k} \Gamma u = L_{(k)}u \in H^+_\partial^{-k-1/2}, \quad k = 0, \ldots, l - 1,
\]

the restriction of \( L_{(k)} \) to the quotient space \( C(L) \). Then, in accordance with Propositions 2.1 and 2.5, the system of operators

\[
\mathcal{L}_{C} = \{ \mathcal{L}_{C,k} : C(L) \to H^+_\partial^{-k-1/2} \mid k = l - 1, \ldots, 0 \} = \{ \mathcal{L}_{C,l-1}, \ldots, \mathcal{L}_{C,0} \}
\]

is a continuous operator \( \mathcal{L}_{C} : C(L) \to H^{+(-l)} \), and for each \( \Gamma u \in C(L) \) the functional \( \mathcal{L}_{C} \Gamma u \in H^{+(–l)} \) on the element \( w = (w_0, \ldots, w_{l-1}) \) in \( H^{+(l)}, w_j \in H^+_\partial^{l-j-1/2} \), acts in accordance with the formula

\[
\langle \mathcal{L}_{C} \Gamma u, w \rangle_{H^+_{\partial^{0}}} = \sum_{k=0}^{m-1} \langle L_{(l-1-k)}u, w_k \rangle_{H^+_\partial^{k}}.
\]

The operator \( \mathcal{L}_{C} : C(L) \to H^{+ (–l)} \) is called the boundary operator for the operator \( \mathcal{L} \).

The boundary operator \( \mathcal{L}_{C}^\partial : C(L^+) \to H^{(–l)} \) for the operator \( \mathcal{L}^+ \) is defined similarly.

Note that for smooth traces, that is, on the space \( H^{(l)} \), the operator \( \mathcal{L}_{C} \) coincides with the operator \( \mathcal{L}_{\partial} \) in subsection 1.2 of § 0.

**Definition 2.3.** We call the image \( \text{Im} \mathcal{L}_{C} \subset H^{+(–l)} \) with the strongest topology in which the map \( \mathcal{L}_{C} \) is continuous the space of associated traces of the operator \( L \) or the space of \( L \)-traces, which we denote by \( A(L) \); its elements are \( \mathcal{L}_{C}u = \{ L_{(k)}u \} \in H^{+(–l)} \). We also denote by \( A(\ker L) \) the space of associated traces of elements of the kernel of \( L \). The spaces \( A(L^+) \) and \( A(\ker L^+) \) are defined similarly.

On the other hand, the form \( \langle \mathcal{L}_{C} \Gamma u, \Gamma^+ v \rangle \), defined on the elements \( \Gamma u \in C(\tilde{L}), v \in H^{+(l)} \), can be continuously extended to a form \( \langle \mathcal{L}_{C} \Gamma u, \Gamma^+ v \rangle \) on the space \( C(\tilde{L}) \otimes C(L^+) \) (but not on the space \( C(L) \otimes C(L^+) \), since extensions of operators \( L_{(k)} \) to \( D(L) \) have already been chosen for the convenience of the exposition) in accordance with the formula

\[
\langle \mathcal{L}_{C} \Gamma u, \Gamma^+ v \rangle = \langle Lu, v \rangle_{H^+} - \langle u, L^+ v \rangle_{H},
\]

in view of the property

\[
\langle L_\partial (u + u_0), v + v_0 \rangle_{H^+} = \langle L_\partial u, v \rangle_{H^+}, \ \forall u_0 \in D(L_0), \ \forall v_0 \in D(L_0^+)
\]
and the inequality
\begin{equation}
\langle \hat{L}_C \Gamma u, \Gamma^+ v \rangle \leq \| \Gamma u \|_{C(L)} \| \Gamma^+ v \|_{C(L^+)},
\end{equation}
which is a consequence of \eqref{eq2.4}. Now the continuity of this form brings about the continuity of the functional of $\hat{L}_C \Gamma u$ on the space $C(\bar{L}^+)$ and the continuity of the action of the operator $\hat{L}_C : C(\bar{L}) \rightarrow C^*(\bar{L}^+)$.

**Remark 2.1.** Note that the exposition in §§2.1 and 2.2 was conducted in such a way that going over to the Banach case presented no special difficulty. In this connection we also used the notation $C^*(\bar{L}^+)$. 

**Remark 2.2.** Note that so far we have no justification in assuming that the inclusion $C^*(\bar{L}^+) \subset H^{+\ominus_{-1}}$ holds, even if we suppose that the inclusion $H^{+(l)} \subset C(\bar{L}^+)$ holds, since the topology of $H^{0+\ominus_{-1}}$, with respect to which the space $H^{+\ominus_{-1}}$ is dual to the space $H^{+(l)}$, is in no way related to the topology of $H$ or the topology of $H^+$, as pointed out in subsection II of §0. Furthermore, the space $C^*(\bar{L}^+)$ is in general not related to the space $C'((\bar{L}^+)$, which is the $H^+$-conjugate of the space $C((\bar{L}^+)$, embedded as a subspace of $D(L^+)$.

Next, the space $H^{+(l)}$ under the action of the operator $\Gamma^+ I^+ J^+ L$ with the embedding $I^+ : H^{+\ominus_{-1}} \rightarrow D(L)$ is continuously mapped into the space $C(\bar{L}^+)$. Clearly, the map $\Gamma^+ I^+ J^+ L$ is an injection if and only if
\begin{equation}
D(L^+\ominus_{-1}) \cap I^+ J^+ L H^{+(l)} = 0, \text{ which is equivalent to } \ker L^+_\partial = 0.
\end{equation}

Furthermore, we have the identity
\begin{equation}
\langle \hat{L}_C \Gamma u, \Gamma^+ I^+ J^+ L w \rangle = \langle \hat{L}_C \Gamma u, w \rangle_{H^+_\partial}, \quad \forall u \in D(L), \quad \forall w \in H^{+(l)},
\end{equation}

from which it follows that
\begin{equation}
(\Gamma^+ I^+ J^+ L)^* \hat{L}_C \Gamma u = \hat{L}_C \Gamma u.
\end{equation}

Condition \eqref{eq1.4} ensures that the image of $I^+$ is dense in $C(\bar{L}^+)$ as is the image of $\Gamma^+ I^+ J^+ L$. Thus, in this case the operator $(\Gamma^+ I^+ J^+ L)^*$ is not only the operator of substitution into a functional but also the operator of a dense embedding. Hence it is itself a dense embedding. We have thus established the following result.

**Proposition 2.6.** Under the conditions \eqref{eq1.4} and \eqref{eq2.11} the space $C^*(\bar{L}^+)$ can be embedded with its topology in $A(L)$ and the embeddings $C^*(\bar{L}^+) \subset A(L) \subset H^{+(l)}$ are dense.

Similarly $C^*(\bar{L}^+) \subset A(L^+) \subset H^{(l)}$ with dense embeddings under condition \eqref{eq1.3} and the condition
\begin{equation}
D(L_0) \cap I^+ J^+ L^+ H^{(l)} = 0, \text{ which is equivalent to the assertion that } \ker L^+_\partial = 0,
\end{equation}
where $I : H^l \subset D(L)$ is an embedding.

### 2.3. Some properties of boundary operators.

We now look at the kernels of the operators $L_C, \hat{L}_C$. Parts 1) and 2) of the next proposition are immediate consequences of Propositions 2.3, 2.4, 2.5 and the definition of the operators $L_C, \hat{L}_C$.

**Proposition 2.7.**

1) The kernel of the restriction $L_C|_{C(\bar{L})}$ of a bounded operator $L_C$ coincides with the quotient space
\begin{equation}
(D(\bar{L}^+) \cap D(\bar{L}))/D(L_0).
\end{equation}

Under condition \eqref{eq1.4} this kernel is trivial.
2) The kernel of the restriction $\mathcal{L}^+_{\mathcal{C}}|_{L^+}$ coincides with the quotient space

$$(D(\tilde{L}^*) \cap D(\tilde{L}^+))/D(L_0^+)$$

Under condition (1.3) this kernel is trivial.

3) Suppose that condition (2.12) holds. Then the condition

$$(2.13) \quad \text{the lineal } H^1 \cap D(\tilde{L}^+) \text{ is dense in } D(\tilde{L}^*)$$

is equivalent to condition (1.4).

4) Suppose that condition (2.11) holds. Then the condition

$$(2.14) \quad \text{the lineal } H^{1+} \cap D(\tilde{L}^*) \text{ is dense in } D(\tilde{L}^*)$$

is equivalent to condition (1.3).

The proofs of parts 3) and 4) are obtained from parts 1) and 2). In fact, for each smooth element $v \in H^1 \cap D(\tilde{L}^*)$ we have $\Gamma v \in \ker \mathcal{L}_{\mathcal{C}}$ in view of part 1), and $\Gamma v = \gamma v = 0$ in view of (2.12); therefore $H^1 \cap D(\tilde{L}^*) = H^0$. But by condition (1.4) the smooth elements are dense in the space $D(\tilde{L}^*)$; hence the latter coincides with $D(L_0)$, which is required for the proof of the necessity in part 3). The sufficiency is obvious. Part 4) is proved in the same way.

Note that conditions (2.11) and (2.12) hold under the assumption (0.5) in §0 (see §3.1 below).

Apart from that the question of whether the image spaces of the operators $L$ and $L^+$ are closed remains open. We shall return to the study of these images.

Suppose that hypotheses (1.3), (1.4) hold. Then the operator $\mathcal{L}_{\mathcal{C}}$, defined by formula (2.8) and extended to the space $C(\tilde{L}) \otimes C(\tilde{L}^+) = C(L) \otimes C(L^+)$ by formula (2.9), satisfies the conditions of part 3 of Proposition 1.7. The next result follows from parts 3, 4 of this proposition.

**Proposition 2.8.** Suppose that conditions (1.3) and (1.4) hold. Then

1) the spaces $A(L)$ and $A(L^+)$ can be identified with the spaces $C^*(L^+)$ and $C^*(L)$, respectively; therefore, $C^*(L^+) \subset H^{-1}$, $C^*(L) \subset H^{-1}$;

2) the operators $\mathcal{L}_{\mathcal{C}} : C(L) \to C^*(L^+)$, $\mathcal{L}_{\mathcal{C}}^+ : C(L^+) \to C^*(L)$ are isomorphisms;

3) after the Riesz identification $C^*(L^+) = C(L^+)$, $C^*(L) = C(L)$, $D^*(L^+) = D(L^+)$, $D^*(L) = D(L)$ we have the formulae

$$\Gamma L^+ \Gamma^+ = \mathcal{L}^{-1}_{\mathcal{C}}, \quad \Gamma^+ L^+ \Gamma = \mathcal{L}^{-1}_{\mathcal{C}}.$$

We now consider the $L$-traces of elements of the kernel of the maximal operator $L$.

**Proposition 2.9.** Suppose that conditions (1.3), (1.4) and (1.8) hold. Then

1) the element $\Gamma u \in C(L)$ lies in the space $C(\ker L)$ if and only if

$$(2.15) \quad \forall \Gamma^+ v \in C(\ker L^+) \quad \langle \mathcal{L}_{\mathcal{C}} u, \Gamma^+ v \rangle_{C(L^+)} = 0;$$

2) if, in addition, the following condition holds:

$$(2.16) \quad \text{the smooth kernel } \tilde{K}^+ = \ker L^+ \cap H^1 \text{ is dense in the kernel } \ker L^+ \subset H^1,$$

then the $L$-traces of an element $u \in D(L)$ belong to the space $A(\ker L)$ if and only if for every element $v \in \tilde{K}^+ = \ker L^+ \cap H^1$ the following condition holds:

$$(2.17) \quad \sum_{j=0}^{l-1} \langle L_{l(1-j)} u, \gamma_j^+ v \rangle_{H^{1+j}_0} = 0.$$
Proof. 1) From equality (2.9) for the elements $\Gamma u \in C(\ker L)$ and $\Gamma^+v \in C(\ker L^+)$ we obtain (2.15). Conversely, if we are given the identity (2.15), then it follows from (2.9) that $\forall v \in \ker L^+, \langle Lu, v \rangle_{H^+} = 0$, that is, $Lu \perp \ker L^+$, and from condition (1.10) we then obtain the existence of an element $u_0 \in D(L_0)$ such that $Lu = L_0u_0$. Therefore, the element $U = u - u_0$ belongs to the kernel $\ker L$ and has the same $L$-traces as the element $u$, that is, $\Gamma U \in C(\ker L)$.

Part 2) follows from part 1) and equalities (2.7), (2.9). This completes the proof. □

Note that condition (2.17) is the starting point for the study of the properties of boundary-value problems for specific equations [10, 11, 12, 13, 14, 15].

We now establish a connection between the operators $\hat{L}_C$ and $\hat{L}_C^+$ and the boundary components $L_C$ and $L_C^+$ of the maximal operators $L$ and $L^+$.

Proposition 2.10. Suppose that conditions (1.10), (1.11) hold, the operators $\hat{\Gamma}$, $\hat{\Gamma}^+$, $\hat{\Gamma}_L$ and $\hat{\Gamma}_L^+$, which are respectively some right inverses of $\Gamma$, $\Gamma^+$, $\Gamma_L : H^+ \to \ker L^+ = H^+ / \ker L$, and $\Gamma_L^+ : H \to \ker L = H / \ker L_0^+$, are mutually compatible with certain continuous operators $L_C : C(L) \to \ker L^+$ and $L_C^+ : C(L^+) \to \ker L^+$, that is, $L \Gamma = \Gamma_L L_C$ and $L^+ \hat{\Gamma}^+ = \hat{\Gamma}_L L_C^+$. Let $i : D(L) \to H$, $i^+ : D(L^+) \to H^+$ be embeddings. Then

$$\hat{L}_C = \hat{\Gamma}^+ i^+ \hat{\Gamma}_L^+ L_C - L_C^+ \hat{\Gamma}_L L_C^+ - L_C^+ \Gamma_L \hat{\Gamma}_L L_C^+,$$

$$\hat{L}_C^+ = \hat{\Gamma}^+ i^+ \hat{\Gamma}_L^+ L_C - L_C^+ \hat{\Gamma}_L L_C^+ - L_C^+ \Gamma_L \hat{\Gamma}_L L_C^+.$$

Proof. For arbitrary $u \in D(L)$, $v \in D(L^+)$ we have

$$\langle \hat{L}_C \Gamma u, \Gamma^+ v \rangle = \langle \hat{L}_C \Gamma \Gamma u, \Gamma^+ \Gamma^+ v \rangle = (\hat{L} \Gamma \Gamma u, i^+ \hat{L} \Gamma^+ \Gamma^+ v)_{H^+} - (i^+ \hat{L} \Gamma u, L^+ \hat{L} \Gamma^+ \Gamma^+ v)_{H^+}$$

$$= (\hat{\Gamma}^+ i^+ L \Gamma u, \Gamma^+ v)_{H^+} - (\hat{\Gamma}^+ i^+ L^+ \hat{L} \Gamma u, \Gamma^+ v)_{H^+}$$

$$= (\hat{\Gamma}^+ i^+ L \Gamma u - \hat{\Gamma}^+ i^+ L^+ \hat{L} \Gamma u, \Gamma^+ v)_{H^+}$$

as required. □

Consider the form $g(\Gamma u, \Gamma^+ v) = \langle \hat{L}_C \Gamma u, \Gamma^+ v \rangle$, which is the restriction of the Green's form $G(u, v)$ to the boundary spaces. The form $g$ brings about a duality between the spaces $C(L)$ and $C(L^+)$ (with regard to this and other definitions, which follow below, see [13]) and is nondegenerate. The $g$-polar of the linear space $B \subset C(L)$ is by definition the set $B^+$ of those $\Gamma^+ v \in C(L^+)$ such that $g(\Gamma u, \Gamma^+ v) = 0$ for all $\Gamma u \in B$, and the $g$-polar of the linear space $B^+ \subset C(L^+)$ is by definition the set $B$ of those $\Gamma u \in C(L)$ such that $g(\Gamma u, \Gamma^+ v) = 0$ for all $\Gamma^+ v \in B^+$.

It is not difficult to prove the following properties of $g$-polars, in view of the fact that $\hat{L}_C$ is an isomorphism; these properties are paraphrases of the analogous properties of orthogonal complements:

1) the $g$-polar is closed; the $g$-polar of the $g$-polar of the subspace $B$ (that is, $B^{++}$) is the closure $\bar{B}$ in the space $C(L)$ and, moreover, $\forall B, B^{++} = B^+$;

2) the $g$-polar of the sum of two closed subspaces is equal to the intersection of the $g$-polars; the $g$-polar of the intersection of two closed subspaces is equal to the closure of the sum of the $g$-polars;

3) if two closed subspaces decompose the space $C(L)$ into a direct sum, then their $g$-polars decompose the space $C(L^+)$ into a direct sum.

In this terminology, part 1) of Proposition 2.9 says that the $g$-polar of the space $C(\ker L^+)$ coincides with the space $C(\ker L)$. Note that if we introduce the form $g$ by the formula

$$g(\Gamma u, \Gamma^+ v) = G(u, v),$$
then the proof of part 1) of Proposition 2.9 actually yields the following result.

**Proposition 2.11.** In order that the g-polar of the subspace $C(\ker L^+)$ coincide with the subspace $C(\ker L)$ it is necessary and sufficient that (1.8) hold. In order that the g-polar of the subspace $C(\ker L)$ coincide with the subspace $C(\ker L^+)$ it is necessary and sufficient that (1.9) hold.

We now give the definition of the adjoint problem.

**Definition 2.4.** The boundary-value problem

\[(2.18)\]

\[L^+v = h, \quad \Gamma^+v \in B^+\]

is called the adjoint of the problem (1.5), if the subspace $B^+ \subset C(L^+)$ is the g-polar of the subspace $B \subset C(L)$.

**Proposition 2.12.** The conditions (1.8), (1.9) hold. The adjoint boundary-value problem (2.18) is correct if and only if the original problem (1.5) is correct.

**Proof.** Applying Hörmander’s work, as problem (1.5) is correct, we have the expansion into a direct sum $C(L) = C(\ker L) \oplus B$. It follows from item 3) of the properties of g-polars above that we have the direct-sum expansion $C(L^+) = C(\ker L^+) \oplus B^+$, which implies the correctness of problem (2.18). □

### 2.4. The general form of the boundary-value problem.

In this subsection we obtain a more explicit representation of the boundary condition for problem (1.5) with closed extension $L_B$, by using the existence of $L$-traces and the embedding $A(L) \subset H^+(-l)$. Problem (1.5) is then given by a closed subspace $B \subset C(L)$, and, as we showed in Proposition 2.8, the space $C(L)$ is isomorphically mapped by the boundary operator $\mathcal{L}_C$ onto the space $C^*(L^+)$. The space $C^*(L^+)$, which is isomorphic to the space $A(L)$, is embedded in $H^+(-l)$ if (1.3), (1.4) hold, and therefore the subspace $B$ is embedded in $H^+(-l)$. Let $\hat{B}$ be the closure of the embedded image in $H^+(-l)$ and let $\hat{B} : H^+(-l) \to H^+(-l)$ be some continuous operator with kernel $\hat{B}$, for example, the projection onto the orthogonal complement of $\hat{B}$ in $H^+(-l)$. Then the condition $\hat{B}\mathcal{L}_Cu = 0$ uniquely singles out from the boundary space $C(L)$ the subspace $B$, since the topology in $A(L)$ is stronger than the topology of $H^+(-l)$. Next, we introduce in the space $H^+(-l)$ the embeddings $j^+ : H^+(-l) \to H^+(-l)$ and the projections $q^+_k : H^+(-l) \to H^+(-l)$ in the direct product. Then the condition $\hat{B}\mathcal{L}_Cu = 0$, which, in view of the equality

\[\sum_{k=0}^l j^+kq^+_k = id_{H^+(-l)}\]

can be written in the form

\[\hat{B}L_Bu = \hat{B}\sum_{k=0}^l j^+kL_{(k)}u = 0,\]

singles out the domain of definition of the extension, $D(L_B)$, in the space $D(L)$. We apply the projection $q^+_i$ to the last equality and set $B^+_i := q^+_i \hat{B}j^+_k$. As a result we obtain the equality

\[\sum_{k=0}^l B^+_iL_{(k)}u = 0.\]

We have thus proved the following result.
Proposition 2.13. Under the conditions (1.3), (1.4), for \( u \in D(L) \), each boundary condition \( \Gamma u \in B \) with closed subspace \( B \subset C(L) \) in (1.5) can be written in the form
\[
B^{i+0}_i L_i(0) u + B^{i+1}_i L_i(1) u + \cdots + B^{i+l-1}_i L_i(l-1) u = 0, \quad i = 1, \ldots, l,
\]
where the \( B^{i+k}_i : H^{i-k-1/2}_\partial \to H^{i-1/2}_\partial \) are continuous operators and, conversely, each condition of the form (2.19), where \( B^{i+k}_i : H^{i-k-1/2}_\partial \to H^{i-1/2}_\partial \), \( i, k = 1, \ldots, l \), are continuous operators, defines a homogeneous boundary-value problem with closed extension.

We now choose a continuous operator \( \hat{B} \) with kernel \( \hat{B} \), acting from \( H^{+}(-l) \) to \( H^{-l} \) (above, in Proposition 2.13, \( B : H^{+}(-l) \to H^{+}(-l) \)). We also introduce the projections \( q_k : H^{-l} \to H^{i-k-1/2} \) and we apply the projection \( q_i \) to the equality
\[
\hat{B} \partial L_i u = \hat{B} \sum_{k=0}^{l} j^{i+k} L_{i(k)} u = 0
\]
in place of the projection \( q_i^\frac{\partial}{\partial} \). Setting \( B^{j+k}_i := q_i \hat{B} j^{i+k} \), similarly to Proposition 2.13 we obtain

Proposition 2.14. Under the conditions (1.3), (1.4), for \( u \in D(L) \), each boundary condition \( \Gamma u \in B \) with closed subspace \( B \subset C(L) \) in (1.5) can be written in the form
\[
B^{j+0}_i L_j(0) u + B^{j+1}_i L_j(1) u + \cdots + B^{j+l-1}_i L_j(l-1) u = 0, \quad i = 1, \ldots, l,
\]
where the \( B^{j+k}_i : H^{j-k-1/2}_\partial \to H^{j-1/2}_\partial \) are continuous operators and, conversely, each condition of the form (2.18) with continuous operators \( B^{j+k}_i : H^{j-k-1/2}_\partial \to H^{j-1/2}_\partial \), \( i, k = 1, \ldots, l \), defines a homogeneous boundary-value problem with closed extension.

3. Properties of differential operators in a domain

In this section we are in the framework given in paragraphs I and II of §0. Under the conditions (0.1), (0.2), we obtain a description of the smooth part of the domain of definition of the minimal operator and we apply it to obtain some conditions for the existence of a correct boundary-value problem and a comparison of minimal operators with variable coefficients. We shall consider conditions for the existence of fundamental solutions, the representation of solutions in terms of analogues of classical potentials and the validity of the mean-value theorem.

3.1. Smooth functions from the domain of definition of the minimal operator of a differential operation to a domain with a smooth boundary. In this section we consider a scalar differential operation, that is, we are in the situation described in subsections I, II of §0, with \( N = N^+ = 1 \), where for simplicity the domain \( \Omega \) is bounded and lies on one side of its smooth boundary \( \partial \Omega \). We merely note that for the case \( N = N^+ \neq 1 \) the exposition changes only in the appearance of a vector index in the designation of the spaces, and also the appearance of the determinant symbol \( det \) in front of the leading symbol \( \lambda(x, \nu(x)) \) of the operation \( \mathcal{L} \) in the obvious positions.

Throughout this subsection we assume that conditions (1.3), (1.4) hold. We consider the structure of the domain of definition of the minimal operator \( L_0 \) in its smooth part. The next result is a consequence of Proposition 2.5 (or of formula (0.4) and the definitions of minimal and maximal operators).

Proposition 3.1. Under the conditions (1.3), (1.4) the function \( u \in H^1(\Omega) \) belongs to the space \( D(L_0) \) if and only if the traces on the boundary
\[
\gamma u = \psi = (\psi_0, \psi_1, \ldots, \psi_{l-1}) \in H^{(l)}(\partial \Omega) := H^{l-1/2}(\partial \Omega) \oplus H^{l-3/2}(\partial \Omega) \oplus \cdots \oplus H^{l/2}(\partial \Omega)
\]
satisfy the following equation on \( \partial \Omega \):
\[
\mathcal{L}_{\partial \Omega} \gamma u = 0,
\]
which in expanded form consists of the following system of equations:
\[
\begin{aligned}
(-1)^{l-1} \lambda_l(x, -i\nu(x)) \psi_0 &= 0; \\
(-1)^{l-2} \lambda_l(x, -i\nu(x)) \psi_1 + L_{(10)} \psi_0 &= 0; \\
(-1)^{l-3} \lambda_l(x, -i\nu(x)) \psi_2 + L_{(22)} \psi_1 + L_{(20)} \psi_0 &= 0; \\
\cdots
\end{aligned}
\]
(3.1)
where \( \lambda_l(x, \xi) = \sum |\alpha| = l a_\alpha(x) \xi^\alpha \) is the leading symbol of the operation \( \mathcal{L} \).

Thus, the spaces \( X = D(L_0) \cap H^l(\Omega), H^l(\Omega)/X \) and especially \( C(L) \) have a very complicated structure. In particular, the component \( \psi_{l-1} \) of the trace \( \gamma u \) is arbitrary on \( \text{int} \, S_0 \) if \( S_0 = \{ x \in \partial \Omega \mid \lambda_l(x, \nu(x)) = 0 \} \) has a nonzero interior, since it only enters the last equation in the series (3.1) with zero coefficient on \( S_0 \).

Apart from that, this complicated situation becomes very simple when we consider the question of the uniqueness of a solution of the system (3.1). Namely, we have the following result.

**Proposition 3.2.** Under the conditions (1.3), (1.4) the following five statements are equivalent:

1) the set \( S_0 \) of zeros of \( \lambda_l(x, \nu(x)) \) has an empty interior in \( \partial \Omega \):
\[
\text{int} \, S_0 = \emptyset;
\]
(3.2)
2) the homogeneous system of equations (3.1) has only the trivial solution in \( H^l(\partial \Omega) \): that is, \( \ker \mathcal{L}_{\partial \Omega} = 0 \);
3) \( D(L_0) \cap H^l(\Omega) = H^l_0(\Omega) \);
4) \( \ker \mathcal{L}_{\partial \Omega}^+ = 0 \);
5) \( D(L_0^+) \cap H^l(\Omega) = H^l_0(\Omega) \).

In particular, condition (0.5), which in this case has the form \( \text{meas} \, S_0 = 0 \), is sufficient for condition 1) and therefore for conditions 2)–5).

**Proof.** The proof follows from the triangular form of the equations (3.1) for \( \ker \mathcal{L}_{\partial \Omega} \), of the analogous form of the equation for \( \ker \mathcal{L}_{\partial \Omega}^+ \) and the following assertion: **in order that the equation** \( \alpha(x) \psi(x) = 0 \) **with given function** \( \alpha(x) \in C^\infty(\partial \Omega) \) **and measurable function** \( \psi(x) \) **should imply** that \( \psi(x) = 0 \) **almost everywhere, it is necessary and sufficient that** \( S \), **the set of zeros of** \( \alpha \), **have an empty interior.** To prove this assertion we note that if the measure \( \text{meas} \, S = \mu > 0 \) and \( S \) has an empty interior, that is, each point \( s \in S \) is a limiting point of the set \( U \setminus S \), then we can, by Luzin’s theorem, modify \( \psi \) on a set \( M_\epsilon \subset S \) of measure \( \epsilon > 0 \) so that it becomes continuous, from which it follows that \( \psi(x) \neq 0 \) on \( S \setminus M_\epsilon \). The assertion that \( \psi(x) \neq 0 \) on a set of positive measure \( \nu \) now leads to a contradiction, since we can choose \( \epsilon < \nu \). \[ \square \]

**Remark 3.1.** We observe that in the case when the coefficients of the operation \( \mathcal{L} \) are square-matrix-valued functions, Proposition 3.2 remains true if we replace the function \( \lambda_l(x, \nu(x)) \) by \( \det \lambda_l(x, \nu(x)) \).

We have considered the simplest case when the set \( S_0 \) of characteristic points on \( \partial \Omega \) has an empty interior. If, on the other hand, \( S_0 \) has a nonempty interior, then, for example, the inclusion \( D(L_0) \cap H^l(\Omega) \subset H^l_0(\Omega) \cap H^l(\Omega) \) is equivalent to the assertion that the solutions with support in \( S_0 \) of all the first-order equations \( L_{(10)} \psi_0 = 0; L_{(21)} \psi_1 = 0; \ldots; L_{(l-1 \cdot -2)} \psi_{l-2} = 0 \) are trivial.
The traces of any smooth solution of the equation and the same size of matrix-valued coefficients
on the boundary \( \partial \). Clearly, \( \ker L_{\partial \Omega} = 0 \) and \( D(L_0) \cap H^1(\Omega) = H^1_0(\Omega) \) if \( P \) does not divide \( \lambda_l(\nabla P(x)) \); in particular, this is the case if the degree \( p \) of the polynomial \( P \) does not divide the degree \( l \) of the polynomial \( \lambda_l \) (or the degree \( Nl \) of the polynomial \( \det \lambda_l \) when the coefficients are \((N \times N)\)-matrix-valued).

3.2. Conditions for the existence of a correct boundary-value problem, comparison of differential operators and coincidence of two maximal operators.

We now apply the considerations of \( \S 3.1 \) to questions of the validity of the conditions for the existence of a correct boundary-value problem and the comparison of differential operators. Here we shall suppose that the operators are induced by a differential operation with \((N \times N)\)-matrix-valued coefficients and that the domain is bounded with a smooth boundary. Suppose that (1.1), (1.2) hold. In particular, it follows from the Vishik decomposition of the domain of definition of the maximal operator (see Proposition 1.2) that \( D(L_0) \cap \ker L = 0 \). Hence \( (D(L_0) \cap H^1(\Omega)) \cap (\ker L \cap H^1(\Omega)) = 0 \). Therefore we have the following result.

Proposition 3.3. In order that the operator \( L_0 \) have a soluble extension and that \( L \) have a correct boundary-value problem (1.5) it is necessary that the traces \( \psi \) of any smooth solution (in the space \( H^1(\Omega) \)) of the equation \( Lu = 0 \) do not belong to the kernel of the operator \( L_{\partial \Omega} \), that is, they should not belong to the system of equations (3.1), and that the traces of any smooth solution of the equation \( L^+ u = 0 \) should not belong to the kernel of the operator \( L_{\partial \Omega}^+ \).

We recall that one of the definitions (due to Hörmander) of the comparison of two differential operators \( L \prec P \) with constant coefficients can be stated in the form \( D(L_0) \supset D(P_0) \) [13, 15]; see also \( \S 1.2 \). We shall apply this definition for operators with smooth matrix-valued coefficients. It immediately follows from this that \( D(L_0) \cap H^1(\Omega) \supset D(P_0) \cap H^1(\Omega) \), so that we have the following result.

Proposition 3.4. Suppose that two differential operators \( L \) and \( P \) have the same order \( l \) and the same size of matrix-valued coefficients \((N \times N^+)\). In order that \( L \prec P \) it is necessary that

\[
\ker L_{\partial \Omega} \supset \ker P_{\partial \Omega}.
\]

Hence, recalling the expression for \( L(0)u \) (see (3.1)), we obtain the following result.

Proposition 3.5. Under the conditions of Proposition 3.4 with \( N = N^+ \), the relation \( L \prec P \) holds only if the set of characteristic points

\[
S_0(L) = \{ x \in \partial \Omega \mid \det \lambda_l(x, \nu(x)) = 0 \}
\]

of the operator \( L \) on the boundary of the domain \( \partial \Omega \) is included in the set of characteristic points

\[
S_0(P) = \{ x \in \partial \Omega \mid \det p_l(x, \nu(x)) = 0 \}
\]

of the operator \( P \) on \( \partial \Omega \).
We now turn to conditions (1.3) and (1.4). Recall that, in accordance with Proposition 2.7, conditions (2.12) and (2.13) suffice for the validity of condition (1.3). But condition (2.12) is equivalent to condition (3.2) by Proposition 3.2 and by Remark 3.1. We therefore have the following result.

**Proposition 3.6.** Let \( N = N^+ \). In order that (1.3) hold it suffices that conditions (3.2), (2.13) hold. In order that condition (1.4) hold it suffices that (3.2), (2.14) hold.

### 3.3. Fundamental solutions of differential operators

In this subsection we note the connection between fundamental solutions of the operators \( \mathcal{L} \) and \( \mathcal{L}^+ \) in \( \Omega \), by which we mean distributions \( \mathcal{E}_y \in D'(\Omega) \) and \( \mathcal{E}_y^+ \in D'(\Omega) \), respectively, satisfying the equations

\[
\mathcal{L}_x \mathcal{E}_y = \delta(y - x), \quad \mathcal{L}_x^+ \mathcal{E}_y^+ = \delta(y - x), \quad y \in \Omega.
\]

As in §3.1 above, we shall consider here the case of a scalar differential operation in an arbitrary bounded domain.

**Proposition 3.7.** If \( \mathcal{L} \) has a fundamental solution \( \mathcal{E}_y(x) \) belonging to the space \( L_2(\Omega) \) for almost all \( y \in \Omega \), then for each \( u \in D(L_0) \) and for almost all \( y \in \Omega \) one has the representation

\[
(3.3) \quad u(y) = (L_0 u, \mathcal{E}_y^+).
\]

The proof follows from the equality \( \langle Lw, v \rangle = \langle w, \mathcal{L}^+ v \rangle \) for any \( v \in D'(\Omega) \) and any \( w \in C_0^\infty(\Omega) \) by directly substituting \( v = \mathcal{E}_y^+ \) and passing to the limit \( w_j \to u \) in the graph norm.

**Proposition 3.8.** Suppose that \( \mathcal{L}^+ \) has a fundamental solution \( \mathcal{E}_y^+ \in L_2(\Omega) \) and suppose that either (1.8) holds for the normal solubility of the operator \( L_0 \), or \( \mathcal{E}_y^+ \in L_2(\Omega \times \Omega) \). Then condition (1.1) holds.

Indeed, it follows from (3.3) that the kernel, \( \ker L_0 \), is trivial, and it follows from condition (1.8) and Banach’s inverse-operator theorem that the left inverse of the operator \( L_0 \) given by (3.3) is continuous. Suppose now that \( \mathcal{E}_y^+ \in L_2(\Omega \times \Omega) \) and that \( u_k \in D(L_0) \) is a sequence such that \( L_0 u_k \to U \) in \( L_2(\Omega) \). Then it follows from (3.3) that

\[
|u_k(y) - u_m(y)|^2 \leq \|L_0 u_k - L_0 u_m\|^2 \|\mathcal{E}_y^+\|^2.
\]

Applying Fubini’s theorem we see that \( u_k \) converges in \( L_2(\Omega) \) to some \( u \in D(L_0) \). Since \( L_0 \) is a closed operator, \( u \in D(L_0) \), and so condition (1.8) holds, which together with the equality \( \ker L_0 = 0 \) yields condition (1.1).

**Proposition 3.9.** Suppose that condition (1.1) holds and each function in \( D(L_0) \) is continuous in the domain \( \Omega \) perhaps after correcting it on a set of measure zero. Then \( \mathcal{L}^+ \) has a fundamental solution \( \mathcal{E}_y^+ \) lying in \( L_2(\Omega) \); furthermore, the map \( \mathcal{E}^+: \Omega \to L_2(\Omega) \) acting by the formula \( y \to \mathcal{E}_y^+ \) is weakly continuous in the space \( \text{Im} L_0 \).

**Proof.** It follows from the existence of the left inverse \( M \):

\[
ML_0 = \text{id}_{D(L_0)}
\]

that the right inverse \( M_1 \) exists:

\[
\mathcal{L}^+ M_1 = \text{id}_{D'(L_0)}
\]

with \( L_2(\Omega) \)-conjugate space \( D'(L_0) \), which implies the map \( \mathcal{L}^+: L_2(\Omega) \to D'(L_0) \) is surjective. It follows from the embedding \( D(L_0) \subset C(\Omega) \) that \( C'(\Omega) \subset D'(L_0) \), and since \( \delta_y \in C'(\Omega) \), we obtain the existence of a solution \( \mathcal{E}_y^+ \) of the equation \( \mathcal{L}^+ \mathcal{E}_y^+ = \delta_y \) lying in the space \( L_2(\Omega) \). Its continuity on \( \text{Im} L_0 \) in the weak topology of \( L_2(\Omega) \) follows from (3.3) and the continuity of the function \( u(y) \). \( \Box \)
Proposition 3.10. Suppose that the operator $\mathcal{L}^+$ has a fundamental solution $\mathcal{E}^+_y$ belonging to the space $L_2(\Omega)$ and weakly continuous in $y \in \Omega$ on the space $\text{Im} L_0 \subseteq L_2(\Omega)$. Then each function in $D(L_0)$ is continuous in $\Omega$.

Proof. This follows from (3.3).

Proposition 3.11. An operator of constant force of the form (1.11) with coefficients that are analytic in $\Omega' \supset \Omega$ has a fundamental solution in the domain $\Omega$ if the function

$$(\bar{P}_0)^{-1} = \left( \sum_{\alpha \leq l} |D^\alpha \bar{P}_0(\xi)|^2 \right)^{-1/2}$$

belongs to the space $L_2(\mathbb{R}^n)$.

Proof. This follows from Propositions 3.9, 1.9 and Theorem 10.1.25 in [43].

Proposition 3.12. An operator of real principal type of the form (1.11), where the $P_j$ are operators of order less than $l = \deg P_0$, has a fundamental solution if $l > n/2 + 1$.

Proof. This follows from Propositions 3.9, 1.10 and Theorem 10.1.25 in [43], and also from the estimate of a solution of an equation of principal type in [44].

3.4. Representation of solutions and the mean value theorem. Here our aim is to obtain a representation of a solution in terms of an analogue of classical potentials. Formula (3.3) is an example of such a representation. As in the previous subsection, we consider the case of a scalar differential operation in a bounded domain, but this time with a smooth boundary.

Proposition 3.13. Suppose that at each point $y \in \Omega$ the operator $\mathcal{L}^+$ has a fundamental solution $\mathcal{E}^+_y$, representable in the form $\mathcal{E}^+_y = e^0_y + e^\infty_y$, where $e^0_y \in \mathcal{E}'(\Omega)$, $e^\infty_y \in C^\infty(\overline{\Omega})$. Then each function $u \in C^\infty(\overline{\Omega})$ has the representation:

$$(3.4) \quad \text{for all } y \in \Omega, \quad u(y) = \langle Lu, \mathcal{E}^+_y \rangle_\Omega + \sum_{q=0}^{l-1} \langle L(l-q-1)u, \partial_x^q \mathcal{E}^+_y \rangle_{L_2(\partial \Omega)},$$

Proof. This follows from Green’s formula (0.3). We obtain (3.4) by replacing $v$ in (0.3) by the sequence of functions $v_k = e^\infty_y + \psi_k$, where $C^\infty_0(\Omega) \ni \psi_k \rightarrow e^0_y$ in the space $\mathcal{E}'(\Omega)$.

Proposition 3.14. Suppose that under the conditions of Proposition 3.13 the fundamental solution $\mathcal{E}^+_y$ belongs to the space $L_2(\Omega)$, that is, $e^0_y \in L_2(\Omega_\delta)$, supp $e^0_y \subset \Omega$. Then for each function $u \in D(\mathcal{L})$, for almost all $y \in \Omega$, (3.4) holds.

Proof. This follows from Green’s formula (2.7). We obtain (3.4) by replacing $v$ in (2.7) by the sequence of functions $v_k = e^\infty_y + \psi_k$, where $C^\infty_0(\Omega) \ni \psi_k \rightarrow e^0_y$ in the space $L_2(\Omega)$.

Note that the conditions of Proposition 3.13 hold, for example, for a hypoelliptic operator with constant coefficients [43]. We also note that the terms in the representation (3.4) are analogues of the classical potentials, and a formula of type (3.4) is well known for elliptic equations. Finally, we note that in Agranovich’s survey [1], similar representations of solutions of equations with constant coefficients can be found.

The next result (a mean value theorem) is an immediate consequence of Proposition 3.14.
Proposition 3.15. Suppose that under the conditions of Proposition 3.14, where \( c^n_{p,q} |_{\partial \Omega} \in H^1(\partial \Omega) \) and \( \deg L = 2 \), \( u \in C(\overline{\Omega}) \) is a solution of the equation \( Lu = 0 \) in the domain \( \Omega \) and suppose that \( \mathcal{E}^+_y(x) = 0 \) for \( x \in \partial \Omega \). Then

\[
(3.5) \quad u(y) = \langle \lambda_2(x, \nu(x))u, \partial_n \mathcal{E}^+_y \rangle_{\partial \Omega},
\]

where, as before, \( \lambda_2(x, \xi) \) is the leading symbol of the operator \( L \).

Example 3.3. For the Laplace operator with the choice of the fundamental solution

\[
\mathcal{E}^+_y = \frac{1}{\sigma_n} \left[ -\frac{1}{n-2} |x - y|^{2-n} + \mathcal{E}_0(x) \right] \quad \text{for} \quad n > 2
\]

and

\[
\mathcal{E}^+_y = \frac{1}{2\pi} \left[ -\ln |x - y| + \mathcal{E}_0(x) \right] \quad \text{for} \quad n = 2
\]

with arbitrary harmonic function \( \mathcal{E}_0(x) \) chosen such that \( \mathcal{E}_0(x) = \text{const} \), the last formula becomes the mean value theorem for harmonic functions over spheres or circles. For other functions \( \mathcal{E}_0(x) \) we get nonstandard mean value theorems for harmonic functions.

Here is a further illustration relating to the heat equation. As is well known, the function

\[
\mathcal{E}^+_C = \frac{\theta t}{2\sqrt{\pi t}} e^{-\frac{x^2}{4t}} - C
\]

with constant \( C \) is a fundamental solution of the hypoelliptic operator \( \partial_t - \partial_x^2 \). The curve \( S_C \) defined by the equation \( x^2 + 2t(\ln t + C_0) = 0 \), \( C_0 = 4\pi C^2 \) is the level curve \( \mathcal{E}^+ = 0 \) for \( C > 0 \). It is a closed infinitely smooth curve that is tangent to the \( x \)-axis at the origin. We claim that for each solution \( u \in C(\Omega') \) of the equation \((\partial_t + \partial_x^2)u = 0\) we have

\[
u(0) = -\int_{S_C} \nu^2 u(x) \partial_n \mathcal{E}^+_C(x) \, ds,
\]

where the domain \( \Omega \) is bounded by the curve \( S_C \) and the domain \( \Omega' \) contains \( \overline{\Omega} \). For the proof we include the curve \( S_C \) in a family of curves encircling the origin that are smooth (with respect to \( r \)); we then apply formula (3.5) and pass to the limit with respect to \( r \).

Formulae similar to the last one are well known and are used in the theory of parabolic equations and systems (see, for example, [28]).

4. Maximal extensions and linear boundary-value problems

In this section we consider realizations of spaces associated with traces that are at the same time boundary spaces for the formally adjoint operation, and we consider an algorithm for solving the boundary-value problem (1.5). We assume that the hypotheses of subsection I of §0 hold.

4.1. The spaces \( A \) and \( A^+ \). We consider the subspace \( A := D_1(L) \) of \( D(L) \) orthogonal to \( D(L_0) \) along with the orthogonal projection \( P_A : D(L) \to A \) onto it; similarly, we consider the subspace \( A^+ := D_1(L^+) \) of \( D(L^+) \), orthogonal to \( D(L_0^+) \) along with the orthogonal projection \( P_{A^+} : D(L^+) \to A^+ \). Recall that in Proposition 2.8 the space of associated traces \( A(L) \) was identified with the conjugate space \( C^*(L^+) \), which is isomorphic to the orthogonal complement \( A^+ \) of \( D(L_0^+) \) in \( D(L^+) \). This enables us to consider \( A^+ \) to be the space of associated traces \( A(L) \), and the space \( A \) to be the space of associated traces \( A(L^+) \). Furthermore, in the Hilbert case considered by us, \( A^+ \) can also be considered to be a realization of the boundary space \( C(L) \). Similarly, \( A \) can also be considered to be a realization of the boundary space \( C(L) \). In what follows we set \( L_A := L|_A \) and \( L^+_A := L^+|_{A^+} \).
We denote by \( \mathcal{L}', \mathcal{L}^+ \) the dual operators of the original operators:

\[
\mathcal{L} : H_0^1 \to H^+, \quad \mathcal{L}^+ : H_0^+ \to H, \quad (\mathcal{L}^+)' : H^+ \to (H_0^1)', \quad \mathcal{L}' : H \to (H_0^1)',
\]

where we assume, in view of the equality in item II of \( \S 0 \), that the operators \( \mathcal{L}|_{H_0^1} \) and \( \mathcal{L}^+|_{H_0^+} \) (as well as the operators \( L \) and \( L^+ \)) are the restrictions: \( \mathcal{L} = \mathcal{L}^+|_{H_0^1} \) and \( \mathcal{L}^+ = \mathcal{L}'|_{H_0^+} \).

**Proposition 4.1.**

1) The operators \( L_A : A \to A^+ \) and \( L^+_A : A^+ \to A \) are isometrically isomorphic and \( L^+_A L_A = -i_A \), \( L_A L^+_A = -i_A^+ \).

2) The space \( A \) coincides with the kernel of the operator

\[
\mathcal{L}'(\mathcal{L}^+' + 1)|_{D(L)} = L'/L + i'D(L) \to D'(L),
\]

where \( i' : D(L) \subset H \) and the operators \( i' \) and \( L' : H^+ \to D'(L) \) are dual in the rigged spaces. The space \( A \) coincides with the kernel of the operator \( \mathcal{L}'(\mathcal{L}^+' + 1)|_{D(L^+)} \) in \( D(L^+) \).

3) For \( u \) in \( D(L) \) and \( v \) in \( D(L^+) \) the Green’s form is calculated by the formula

\[
G(u, v) = (Lu, v)_H + (u, L^+ v)_H = (L'P_A u, P_A v)_{D(L^+)} = -(P_A u, L^+ P_A v)_{D(L)};
\]

in particular, for \( u \in A \) and \( v \in A^+ \) we have \( G(u, v) = (Lu, v)_A = -(u, L^+ v)_A \).

**Proof.** Item 1 is a rewording (for convenience) of our notation in part 1) of Proposition 1.7.

2) The inclusion \( A \subset \ker(\mathcal{L}'(\mathcal{L}^+' + 1)|_{D(L)}) \) follows from item 1). It is clear from the definitions that \( \mathcal{L}'(\mathcal{L}^+' + 1)|_{D(L)} = L \). Conversely, if \( u \in D(L) \) and \( \mathcal{L}' Lu = -u \), then for any \( w \in H_0^1 \) we have \( -\langle u, w \rangle = \langle Lu, Lw \rangle \), that is, \( (u, w)_{D(L)} = 0 \); similarly \( v \in D(L^+) \) and \( \mathcal{L}L^+ v = -v \) imply that for any \( w \in H_0^1 \) we have \( (v, w)_{D(L)} = 0 \).

3) For each \( u \in A \) and \( v \in A^+ \) we have

\[
(Lu, v)_{D(L^+)} = (Lu, v)_H + (L^+ Lu, v)_H = (Lu, v)_H + (u, L^+ v)_H = G(u, v).
\]

If

\[
D(L) \ni u = u_0 + u_A, \quad u_0 \in D(L_0), \quad u_A \in A,
\]

\[
D(L^+) \ni v = v_0 + v_A^+, \quad v_0 \in D(L_0^+), \quad v_A^+ \in A^+,
\]

then for the Green’s form we obtain

\[
G(u, v) = (Lu_0 + Lu_A, v_0 + v_A^+) - (u_0 + u_A, L^+ v_0 + L^+ v_A^+),
\]

\[
= (Lu_0, v_0) + (Lu_A, v_A^+) - (u_0, L^+ v_0) - (u_A, L^+ v_A^+)
\]

\[
= (Lu_A, v_A^+) - (u_A, L^+ v_A^+) = G(u_A, v_A)
\]

\[
= (Lu_A, v_A^+)_{D(L^+)} = -(u_A, L^+ v_A^+)_{D(L)}.
\]

This completes the proof. \( \square \)

Note that any subspace \( E \) of \( D(L) \) containing \( D(L_0) \) has a nonzero intersection (and projection) \( E \cap A = P_A E \) and is determined by it. In particular, the subspace \( D(L) \) is determined by its projection \( \hat{A} := A \cap D(L) \), the subspace \( \ker L \) is determined by the projection \( K := A \cap \ker L \), and the subspace \( D(L_B) \) defining the extension and the boundary-value problem is determined by its projection \( B := P_A D(L_B) = A \cap D(L_B) \). Here we shall take the liberty of denoting by the same letter \( B \) subspaces of (in general) different spaces \( A \) and \( C(L) \), motivated by the fact that the first realizes the second. The spaces \( \hat{A}^+, K^+, B^+ \) of \( A^+ \) are defined similarly.
Proposition 4.2.

1) Under conditions (1.1), (1.2) the projections $K = P_A \ker L$, $K^+ = P_{A^+} \ker L^+$ are closed.

2) The spaces $K$ and $L^+_A K^+$ are orthogonal in $A$, and the subspaces $K^+$ and $L_A K$ are orthogonal in $A^+$.

3) The subspaces $B$ and $L^+_A B^+$ are orthogonal in $A$, and the subspaces $B^+$ and $L_A B$ are orthogonal in $A^+$.

Proof. Assertion 1) follows from assertion 1) of Proposition 1.2. The proof of assertion 2) follows from assertion 3) of Proposition 4.1 (cf. Proposition 2.9). The proof of assertion 3) follows from Definition 2.4 in §2.3.

We now wish to single out conditions enabling us to regard the topology induced in the space $A$ from $D(L)$ as equivalent to the topology induced from $H$. We consider two conditions:

\begin{align}
\forall u & \in A, \quad \|Lu\|_{H^+} \geq c_1\|u\|_H, \\
\forall v & \in A^+, \quad \|L^+v\|_H \geq c_2\|v\|_{H^+}.
\end{align}

Note that, in view of the equality $L_A L^+_A v = -v$, condition (4.1) is equivalent to the condition $\forall v \in A^+, \|v\|_{H^+} \geq c_1\|L v\|_H$, and this means the same as the assertion that the norms of $D(L^+)$ and $H^+$ are equivalent in $A^+$:

$$\forall v \in A^+, \quad \|v\|_{H^+} \geq \|v\|_{D(L^+)} \geq (1 + c_1)\|v\|_{H^+}$$

and a similar argument prevails for condition (4.2). We have proved the following result.

Proposition 4.3.

1) The norms of $D(L)$ and $H$ in $A$ are equivalent if and only if condition (4.2) holds.

2) The norms of $D(L^+)$ and $H^+$ are equivalent in $A^+$ if and only if condition (4.1) holds.

These conditions also enable us to give certain sufficient conditions for (1.3) and (1.4) to hold; see Remark 4.4 below. In particular, for a scalar differential equation with constant coefficients in a bounded domain, condition (4.2) is sufficient for condition (1.3) to hold, and condition (4.1) is sufficient for condition (1.4) to hold.

Remark 4.1. The verification of conditions (4.1), (4.2) for concrete operators can be made easier if one knows some extra information about the structure of the spaces $A$ and $A^+$. For example, suppose that the operation $\mathcal{L}$ is formally selfadjoint. Following von Neumann’s scheme we introduce the deficiency subspaces $A_+ := \ker(\mathcal{L}' - i) \cap D(L)$ and $A_- := \ker(\mathcal{L}' + i) \cap D(L)$. We then have the orthogonal decomposition $A = A_+ \oplus A_-$ (see [22, §XII.4]). We consider the example of a formally selfadjoint scalar differential operation with constant real coefficients in an arbitrary bounded domain that is formally selfadjoint. Note that the spaces $A_+$ and $A_-$, which are subspaces of eigenfunctions, have a topology equivalent to that induced from the space $H$. However, in spite of the fact that they are orthogonal in $A$, their sum is not necessarily embedded in $H$ as a closed subspace and does not have the same topology as $H$. In order for this to happen it is necessary and sufficient that the angle between them in $H$ be greater than zero, that is, in order that conditions (4.1) and (4.2) (which coincide with each other) hold, it is necessary and sufficient that

$$\exists \varepsilon > 0, \quad \forall u_+ \in A_+, \quad \forall u_- \in A_-, \quad \frac{|(u_+, u_-)_{H^+}|}{\|u_+\|_H \|u_-\|_H} < 1 - \varepsilon.$$
Making condition (4.3) explicit, we obtain the next result.

**Proposition 4.4.**

1) For a scalar formally selfadjoint differential operation \( \mathcal{L} \) with constant coefficients and full symbol \( \hat{\lambda}(\xi) \) in an arbitrary bounded domain \( \Omega \), condition (4.3) implies the following condition:

\[
\exists \varepsilon > 0, \ \forall \xi \in \Lambda_i, \ \forall \eta \in \Lambda_i, \quad \frac{|\hat{\theta}_\Omega(\xi - \eta)|^2}{\hat{\theta}_\Omega(2i \text{Im} \xi) \hat{\theta}_\Omega(-2i \text{Im} \eta)} < 1 - \varepsilon.
\]

Here \( \Lambda_{\pm i} = \{ \xi \in \mathbb{C}^n \mid \hat{\lambda}(\xi) = \pm i \} \) is the algebraic variety of zeros of the symbol \( \hat{\lambda}(\xi) \mp i \) of the operation \( \mathcal{L}' \mp i \), and \( \hat{\theta}_\Omega \) is the Fourier transform of the characteristic function \( \theta_\Omega \) of the domain \( \Omega \).

2) If in the kernel of the operator \( \ker(\mathcal{L}'\mathcal{L}^+ + 1) \) in the space \( L_2(\Omega) \) the exponential solutions \( e^{i(\xi \cdot x)} \), \( \xi \in \Lambda_{\pm i} \), are dense, then condition (4.4) implies condition (4.3).

**Proof.** Since the differential operation \( \mathcal{L} \) is formally selfadjoint, thus \( \overline{\lambda}(\xi) = \lambda(\xi) \). We choose the solutions \( u_+ \) of the equation \( Lu_+ = iu_+ \) in the form \( u_+ = e^{i(\xi \cdot x)} \), \( \xi \in \Lambda_i \), while the solutions \( u_- \) of the equation \( Lu_- = -iu_- \) are the functions \( u_- = e^{i(\xi \cdot x)} \), \( \xi \in \Lambda_i \).

The left-hand side of (4.3) becomes:

\[
\forall \xi, \eta \in \Lambda_i, \quad \frac{|(u_+, u_-)_H|^2}{\|u_+\|_H^2 \|u_-\|_H^2} = \frac{\left| \int_{\Omega} e^{i(\xi \cdot x)} e^{i(\eta \cdot x)} \, dx \right|^2}{\left( \int_{\Omega} e^{i(\xi \cdot x)} e^{-i(\eta \cdot x)} \, dx \right) \left( \int_{\Omega} e^{i(\eta \cdot x)} e^{-i(\eta \cdot x)} \, dx \right)}
= \frac{\left| \int_{\Omega} e^{i(\eta \cdot x)} \, dx \right|^2}{\left| \int_{\Omega} e^{2(\text{Im} \eta \cdot x)} \, dx \right|} = \frac{|\hat{\theta}_\Omega(\xi - \eta)|^2}{\hat{\theta}_\Omega(2i \text{Im} \xi) \hat{\theta}_\Omega(-2i \text{Im} \eta)}.
\]

4.2. **Boundary-value problems.** In this subsection we consider boundary-value problems for the equation \( Lu = f \). But before this we set out certain facts touching on generalized settings of boundary-value problems for an equation of the form

\[
\mathcal{L}^+ \mathcal{L} u = f;
\]

which we shall need below [10] [47].

By a **generalized solution of the Dirichlet problem** for the equation (4.5) with right-hand side \( f \in D'(\mathcal{L}_0) \) we mean an element \( u \in D(\mathcal{L}_0) \) satisfying the following “integral” identity for any element \( v \in H_0^1 \) with minimal operator \( \mathcal{L}_0 \):

\[
(L_0 u, \mathcal{L} v)_H^+ = (f, v)_H.
\]

The identity (4.6) is clearly equivalent to the identity

\[
(L_0 u, L_0 v)_H^+ = (f, v)_H \quad \forall v \in D(\mathcal{L}_0),
\]

which we can write as the equation \( L_0^* L_0 u = f \), where \( L_0 : H^+ \rightarrow D'(\mathcal{L}_0) \) is the dual operator (in the sense of rigged spaces) of the operator \( \mathcal{L}_0 : D(\mathcal{L}_0) \rightarrow H^+ \).

We say that the generalized Dirichlet problem (4.6) is **well-posed** or simply **correct** if for each element \( f \in D'(\mathcal{L}_0) \) there exists a unique generalized solution \( u \in D(\mathcal{L}_0) \), continuously dependent on \( f \), that is, if the operator \( L_0^* L_0 : D(\mathcal{L}_0) \rightarrow D'(\mathcal{L}_0) \) has a continuous two-sided inverse.
**Proposition 4.5.** In order that the generalized Dirichlet problem (4.6) be correct it is necessary and sufficient that Vishik’s condition (1.1) in §1.1 hold.

The proof can be found in [47].

**Example 4.1.** In §1.2 we listed several classes of differential operators for which conditions (1.1), (1.2) hold in a bounded domain. We recall that in this list were

i) scalar operators with constant coefficients;
ii) scalar operators of principal type;
iii) scalar operators of constant strength;
iv) matrix-valued operators with constant complex coefficients with the Paneah–Fuglede property;
v) matrix-valued operators that are uniformly elliptic in the Douglis–Nirenberg sense in a domain with a smooth boundary.

The next result is a consequence of Proposition 4.5.

**Proposition 4.6.** If \( \mathcal{L} \) is one of the operators in the classes (i)–(v) in a bounded domain, then the generalized Dirichlet problem (4.6) for equation (4.5) is correct.

**Remark 4.2.** The generalized Dirichlet problem (4.6) helps one to find the form of the orthogonal projection \( \Gamma_{l_0} : H^+ \to \ker L^+ \) and the projection \( P_0 = i_{l_0}^{-1} : D(L) \to D(L_0) \) in the Vishik decomposition in part 1) of Proposition 1.2. Namely, under condition (1.1) we define \( v = P_0u \) for a given \( u \in D(L) \) as the solution of the generalized Dirichlet problem for equation (4.5) of the form \( L_0' L_0 v = L_0' L_0 u \). The kernel of \( L_0' \) is the same as \( \ker L^+ \); therefore \( L_0' L_0 = 0 \) for \( u \in \ker L + W \), where \( LW = \ker L^+ \), and \( P_0^2 = P_0 \) on \( D(L_0) \). Furthermore, under condition (1.1) the map \( U \in H^+ \to P_{l_0} U, \) where \( P_{l_0} U = L_0 u \) and \( u \) is the solution of the generalized Dirichlet problem for equation (4.5) of the form \( L_0' L_0 u = L_0' U \), is the orthogonal projection onto \( \text{Im} L_0 \) and \( \Gamma_{l_0} = 1 - P_{l_0} \). This observation enables us to give a sufficient condition for (2.16), which concerns the density of the smooth kernel in \( \ker L^+ \) in the topology of \( H^+ \), to hold. Suppose that the following condition holds:

there exists a set \( \mathcal{E} \) that is dense in \( H^{+l} \) such that \( P_{l_0} \mathcal{E} \subset H^{+l} \).

Then condition (2.16) holds. Indeed, we then have that the set \( \mathcal{E} \) is dense in \( H^+ \), and \( (1 - P_{l_0}) \mathcal{E} \subset H^{+l} \) is dense in \( \ker L^+ \).

**Remark 4.3.** The generalized Dirichlet problem (4.6) enables us to find the form of the projection \( P_A \) in §4.1. Consider an operation of the form \( \mathcal{M} u = ( \ell u \nu ) \) on the smooth space \( H^+ \). Then \( \mathcal{M}^+ ( u \nu ) = L^+ v_1 + v_2, D(M) = D(L), D(M_0) = D(L_0). \) For this operation, condition (1.1) holds as in Example 4.3, and by Proposition 4.5 the Dirichlet problem (4.6) with operator \( M \) is correct. The operator \( 1 - P_A \), which acts according to the rule \( D(L) \ni u \to v, \) where \( v \) is the solution of the Dirichlet problem for equation (4.5) of the form \( M_0' M_0 v = (L^+ L + 1)u (= \mathcal{M}' M_0 u), \) is the orthogonal projection with kernel \( A \) from \( D(L) \) onto \( D(L_0). \)

**Remark 4.4.** The generalized problem (4.6) enables us to find sufficient conditions for the main conditions (1.3), (1.4) to hold. By considering the Dirichlet problem for the equation \( \mathcal{R}^+ \mathcal{R} v = \mathcal{R}^+ \mathcal{R} u \) with operation \( \mathcal{R} = L L^+ + 1 \) we can, in exactly the same way as in Remark 4.2, introduce the condition there exists a set \( \mathcal{E}, \) dense in \( H^{+2l} \), such that \( P_{l_0} \mathcal{E} \subset H^{+2l} \)

with initial smooth space \( H^{+2l} = [H^{2l}(\partial \Omega)]^N + H^{+l} \) for the operation \( \mathcal{R}. \) This condition means that the smooth space in the kernel \( \ker R \) is dense with the topology
of \( H^+ \). This together with condition (4.1) implies that: 1) the space \( H^{+2l} \) is dense in the space \( A^+ \) in the topology of \( D(L^+) \), 2) condition (1.4) in §1 holds since the smooth compactly supported elements are dense in \( D(L_0) \), 3) condition (1.3) in §1 holds if we assume that \( L^+(H^{+2l}) \subset H^{+l} \) since \( L^+A^+ = A \). Note that if \( L \) is a scalar differential operator with constant coefficients, the above condition holds in any bounded domain if we take \( E = C^\infty(\Omega) \). Indeed, let \( m \in \mathbb{Z}_+ \) be any nonnegative integer and take the spaces in subsection I in §0:

\[
H = H^+ = H^m(\Omega), \quad H^{2l} = H^{+2l} = H^{m+2l}(\Omega), \quad H^{2l}_0 = H^{+2l}_0 = H^{m+2l}(\Omega) \cap H^{2l}(\Omega),
\]

and the operation \( R \) of order \( 2l \) defined as above with the help of the operation \( L \) of order \( l \). All the conditions in subsection I of §0 hold, and we can construct a theory of extensions and boundary-value problems as in §1.1, as well as the theory of the Dirichlet problem in its generalized setting, which is the concern in the current subsection, and which is correct if Vishik’s condition (1.1) holds. This condition (1.1) is equivalent to Hörmander’s estimate in §1.4, which in our case follows from the inequality

\[
\| \text{grad}^m R \phi \|_{L^2(\Omega)} \geq C \| \text{grad}^m \phi \|_{L^2(\Omega)} \quad \forall \phi \in C^\infty_0(\Omega),
\]

and, in view of the commutativity of grad and \( R \), this last inequality follows from Hörmander’s estimate for the operator \( RD^\alpha \), \( |\alpha| = m \), in a bounded domain (see §1.2).

Our assertion is proved. Hence, in particular, it follows that \textit{for an operator with constant coefficients in any bounded domain, condition (1.3), which concerns the density of smooth functions in \( D(L) \), holds provided that condition (4.2), concerning the coincidence of the topology of the spaces \( D(L) \) and \( H \) on the space \( A \), holds.}

We now turn to boundary conditions of the form (1.5). The boundary-value problem (1.5) gives and is given by a subspace \( B \in A \), and the basic questions of the theory of boundary-value problems are questions dealing with the properties of boundary-value problems, including how to find the kernel and cokernel of the operator \( L_B \) of the boundary-value problem, how to single out correct boundary-value problems, as well as the main question of how to solve the boundary-value problem. The properties of the spaces \( A \) and \( A^+ \) along with the previous constructions of this subsection enable one to give answers to these questions in terms of subspaces of the spaces \( A \) and \( A^+ \) and procedures for solving the generalized Dirichlet problem for suitable equations.

We can prove the following.

**Proposition 4.7.**

1) The kernel of \( L_B \) is characterized by the intersection \( B \cap K \):

\[
\ker L_B = \ker L \cap D(L_B) = \{ u + Q(L'L + 1)u \mid u \in B \cap K \},
\]

where \( Q : v \to Qv \) is the operator solving the generalized Dirichlet problem for the equation \( L'LQv + Qv = v \) (see Remark 4.3), since \( L_A K \subset \text{Im} L_0 \).

2) The cokernel of \( L_B \) is characterized by the space \( B^+ \cap K^+ \), which is the projection of the kernel of the conjugate operator.

3) The correctness of the boundary-value problem implies that there is a direct-sum decomposition \( A = B \oplus K \) or, which is the same, the direct-sum decomposition \( A^+ = B^+ \oplus K^+ \).

**Proof.** Assertion 1) follows from the orthogonal decomposition \( w = P_A w + (1 - P_A)w \), \( (1 - P_A)w = Q(L^+L + 1)w \). In Assertion 2) the operator \( L_{B^+}^+ \) is the conjugate of \( L_B \); we apply assertion 1) to the former. Assertion 3) is an obvious consequence of Propositions 1.2 and 2.12. \( \square \)
We now consider the process of finding a solution of the boundary-value problem (1.5), which we write in the form: \( Lu = f \in H^+ \), \( P_A u \in B \). Let \( u_1 \in D(L) \) be any particular solution of the equation \( Lu = f \). Here we shall not dwell on how to obtain a particular solution, which would require us to develop the technique of solving equations in negative spaces. We project the element \( u_1 \) via the orthogonal projection \( P_A \) onto the space \( A \): \( u_1 = u_0 + u_A \), \( u_A = P_A u_1 \), \( u_0 \in D(L_0) \). We then project \( u_A \) along the space \( K \) via the projection \( P_B \) onto the space \( B \): \( u_A = u_B + u_K \), \( u_B \in B \), \( u_K \in K \). We seek the solution of our problem in the form \( u = u_B + u_2 \), \( u_2 \in D(L_0) \). Substituting \( u = u_1 - u_0 - u_K + u_2 \) in the equation we obtain \( L_0 u_2 = L_0 u_0 + L u_K \). But clearly \( Lu_K \in \text{Im} L_0 \); therefore the element \( u_2 \) is uniquely determined. The projection \( P_A \), as well as the inverse of the operator \( L_0 \), can be realized by using the methods recommended in Remarks 4.2 and 4.3. We have thus obtained the following result.

**Proposition 4.8.** The boundary-value problem (1.5) with right-hand side \( f \in H^+ \) is solved by carrying out the following sequence of actions:

1) we find a particular solution \( u_1 \in D(L) \) of \( Lu = f \); this can be done if Vishik’s condition (1.2) holds;

2) we find a generalized solution \( u_0 \) of the Dirichlet problem for the equation \( L^+ L u_0 + u_0 = L^' L u_1 + u_1 \) (see Remark 4.3); we find the difference \( u_A = u_1 - u_0 \);

3) we find the projection \( u_B = P_B u_A \) of \( u_A \) onto the subspace \( B \) along \( K \); this can be done if the problem is correct; we find the difference \( u_K = u_A - u_B \);

4) we solve the generalized Dirichlet problem for the equation \( L^' L_0 u_2 = L^'(L_0 u_0 + L u_K) \) (see Remark 4.2), which is correct if Vishik’s condition (1.1) holds.

The required solution of the boundary-value problem (1.5) will then be the element \( u = u_B + u_2 \).

5. Some examples

In this section we carry out calculations which, along with the examples we considered earlier, are used to illustrate some of the ideas discussed above.

5.1. The one-dimensional Laplace operator. Consider the operator

\[
L = \frac{d^2}{dx^2}, \quad \Omega = I = (0, 1).
\]

In this case the graph norm of the operator is equivalent to the Sobolev norm \( \| \cdot \|_{32} \) and \( D(L) = H^2(I) \subset C^1(I) \), \( D(L_0) = H^2_0(I) \), \( L^+ = L \), \( \ker L = \{ C_1 + C_2 x \mid C_1, C_2 \in \mathbb{C} \} \),

\[
\text{Im} L_0 = \left\{ u \in L_2(I) \left| \int_I u(x) dx = \int_I x u(x) dx = 0 \right. \right\}.
\]

Green’s formula has the form

\[
\int_I (Lu \tilde{v} - u L \tilde{v}) dx = - (u' \tilde{v}' - u \tilde{v}) \bigg|_0^1,
\]

whence

\[
L_0 u = u, \quad L(1) u = -u', \quad A(L) = \{ u(0), u(1), u'(0), -u'(1) \} = \mathbb{C}^4,
\]

\[
A(\ker L) = \{ C_1, C_1, C_2, -C_2 \} = C_1 \hat{a}^1 + C_2 \hat{a}^2.
\]
An arbitrary correct boundary-value problem is given by two vectors \( \vec{a}^3, \vec{a}^4 \), which together with the vectors \( \vec{a}^1, \vec{a}^2 \) form a basis in \( A(L) \). For example, the Dirichlet problem determines the vectors \( \vec{a}^3 = (1, 0, 0, 0) \) and \( \vec{a}^4 = (0, 1, 0, 0) \).

The space \( A = A^+ \) is the solution space of the equation \( u'''' + w = 0 \); that is, it is the 4-dimensional subspace of \( D(L) \) of functions realizing the boundary values. One of the fundamental solutions \( E(x) = (x + |x|)/2 \) gives a representation of the solution \( u \) of the equation \( Lu = f \):

\[
    u(y) = \int_0^y f(x)(y - x)dx + u(0) + u'(0)y.
\]

5.2. The Laplace operator in a disc. We now consider the Laplace operator as an operation: \( L = \Delta \). Let \( L (= \hat{L}) \) be the maximal operator generated by the Laplace operator \( \Delta \) and let \( \Omega = K = \{ x \in \mathbb{R}^2 \mid |x| < 1 \} \) be the disc. The space \( D(L_0) \) is the same as the Sobolev space \( H_0^2(K) \), while the space \( D(L) = \{ u \in L_2(K) \mid \Delta u \in L_2(K) \} \) contains \( H^2(K) \), but does not coincide with it, since, for example, the triple scalar product of functions in \( D(L) \) does not necessarily lie in \( L_2(K) \).

The boundary space \( C(L) \) can be identified with the orthogonal complement

\[
    A = D(L) \cap D(L_0) = \text{ker} D(L)(\Delta^2 + 1).
\]

The space of associated traces \( A(L) \) consists of the \( L \)-traces \( L(0)u = u|_{\partial K} = \psi \), \( L(1)u = u'|_{\partial K} = \chi \). The pair of \( L \)-traces

\[
    \psi = \sum_{n=-\infty}^{\infty} \psi_n e^{in\tau}, \quad \chi = \sum_{n=-\infty}^{\infty} \chi_n e^{in\tau}
\]

belongs to the space \( A(\text{ker} \Delta) \) if and only if \( \chi_n = -n\psi_n \), which follows from the representation of a harmonic function in polar coordinates:

\[
    u(r, \tau) = \sum_{n=0}^{\infty} r^n(a_ne^{in\tau} + b_ne^{-in\tau}).
\]

It follows from the same representation that

\[
    \sum_{n=1}^{\infty} \frac{1}{n}(|a_n|^2 + |b_n|^2) < \infty \quad \text{if} \quad u \in L_2(K).
\]

This means that the Fourier series \( \psi \) with coefficients \( \psi_n = a_n \), \( \psi_{-n} = b_n \), \( n \in \mathbb{N} \), belongs to the space \( H^{-1/2}(\partial K) \), and the series \( \chi \in H^{-3/2}(\partial K) \). Hence we see that the space of associated traces \( A(L) \) is embedded in the product

\[
    H^{(-2)}(\partial K) = H^{-1/2}(\partial K) \times H^{-3/2}(\partial K),
\]

where both composites of the projections with the embedding \( A(L) \rightarrow H^{-1/2}(\partial K) \), \( A(L) \rightarrow H^{-3/2}(\partial K) \) are surjective. In addition, \( A(L) \neq H^{(-2)}(\partial K) \), since the pair \((0; \chi)\) for \( \chi \notin H^{1/2}(\partial K) \), \( \chi \in H^{-3/2}(\partial K) \) does not belong to \( A(L) \), since the homogeneous Dirichlet problem for the equation \( \Delta u = f \in L_2(K) \) demands that the trace \( u'|_{\partial K} \) be smooth. This last argument shows that the space of \( \partial K \)-traces \( A(L) \) cannot in general be represented as a direct sum of spaces — images of operators \( L(i) \).

We observe that since for regular elliptic operators with constant coefficients of the same order the spaces \( D(\partial K) \) coincide while the spaces \( D(L) \) are separate [45], it follows that their boundary spaces \( C(L) \) are separate. In view of the correctness of the Dirichlet problem for such equations it is clear the reason that these spaces are separate is that the kernels of these operators are different.
For the operator $L = \Delta$

$$\ker L = \text{(the closure of the linear span of } V = \{\exp\{\mu(x_1 \pm ix_2)\} \mid \mu \in \mathbb{C}\})$$

$$\text{Im } L_0 = \left\{ u \in L_2(K) \mid \forall \mu \in \mathbb{C}, \int_K u(x) \exp\{\mu(x_1 \pm ix_2)\} \, dx = 0 \right\}.$$ 

An arbitrary correct boundary-value problem (1.5) generates a regular operator $L_B$, where $D(L) = \ker L \oplus D(L_B)$ and $C(L) = C(\ker L) \oplus \Gamma D(L_B)$, in particular, for the Dirichlet problem $B = \{ u \in L_2(K) \mid L_0 u = u|_{\partial K} = 0 \}$, as is known, and $D(L_B) = H^2(K) \cap H^1_0(K)$. Concerning the connection between Vishik’s theorem on the correctness of boundary-value problems for elliptic equations, see below in §6.

5.3. **The wave operator in a disc.** We consider the wave operator

$$L = \Box = -\frac{\partial^2}{\partial x_1 \partial x_2}$$

in the unit disc $\Omega = K = \{ x \in \mathbb{R}^2 \mid |x| < 1 \}$.

The space $D(L_0)$ contains the Sobolev space $H^2_0(K)$, which is contained in the Sobolev space $H^1_0(K)$ since the wave operator is of principal type (see §1.2) and, as Proposition 3.1 shows, $D(L_0) \cap H^2(K) = H^2_0(K)$, since (3.2) holds. The space $D(L) = \{ u \in L_2(K) \mid \Box u \in L_2(K) \}$ contains $H^2(K)$ but does not coincide with it since, for example, the second partial derivatives of a function in $D(L)$ do not necessarily belong to $L_2(K)$.

The boundary space is identified with the orthogonal complement

$$C(L) = A = D(L) \ominus D(L_0) = \ker L_D(\Box^2 + 1).$$

The space of associated traces $A(L)$ consists of the $L$-traces

$$L_{(0)} u = \lambda(x) \nu(x) u|_{\partial K} = x_1 x_2 u|_{\partial K} \in H^{-1/2}(\partial \Omega), \quad \lambda = x_1 x_2,$$

$$L_{(1)} u = -\lambda(x) \nu^\prime \nu + \frac{1}{2} \lambda \nu^\prime u|_{\partial K} \in H^{-3/2}(\partial \Omega) \quad (\text{see Example 2.1}).$$

For the operator $L = \Box$

$$\ker L = \text{(the closure of the linear span of } V = \{e^{\mu x} \mid \mu \in \mathbb{C}, j = 1, 2\}),$$

$$\text{Im } L_0 = \left\{ u \in L_2(K) \mid \forall \mu \in \mathbb{C}, j = 1, 2, \int_K u(x) e^{\mu x} \, dx = 0 \right\}.$$ 

An arbitrary correct boundary-value problem (1.5) generates a regular operator $L_B$ with $D(L) = \ker L \oplus D(L_B)$ and $C(L) = C(\ker L) \oplus \Gamma D(L_B)$. We note that an example of a correct boundary-value problem was given in §1.3.

6. **Coordinationization of the spaces $A$ and $A^+$**

In this section we discuss possible directions for further study of general boundary-value problems for general differential equations.

We have already noted that if a boundary-value problem is correct, then one has the direct-sum expansion $A = B \oplus K$ or, which is the same, the direct-sum expansion $A^+ = B^+ \oplus K^+$; and in order to solve boundary-value problem (1.5) one needs to know how to find the projection of an element $u \in A$ onto the subspace $B$ along $K$. In order to be able to pose and solve the problem of making this decomposition into a direct sum one needs to invoke some kind of additional structures or classes of operators. From our point of view, the natural approach here is the coordinationization of the spaces $A$ and $A^+$, that is, the introduction of “functional” coordinates, primarily in relation to traces. We discuss the possibilities for solving this problem.
The boundary-value problem (1.5), written in the space $A$ as $u \in B \subset A$, can, as in Proposition 2.13 (formula (2.19)), be written in the form
\[ B_i^0 \tilde{L}_0(u) + B_i^1 \tilde{L}_1(u) + \cdots + B_i^{l-1} \tilde{L}_{l-1}(u) = 0, \quad i = 1, \ldots, l, \]
where
\[ u \in A, \quad B_i^k : H^{k-1/2}_\partial \to H^{l-1/2}_\partial \]
are certain continuous operators. We can also write the spaces $K$ and $K^+$ in the same form. However, making use of these formulae is awkward in view of the following. By carrying out the idea of coordinatization we could, by identifying the space $A$ with the space $A(L) \subset H^+(-1)$ of $L$-traces, obtain the coordinates of the element $u \in A$ in the form of a tuple of its $L$-traces $(L_0(u), \ldots, L_{l-1}(u))$, but we cannot assume here that a coordinate $(0, \ldots, 0, L_{i}(u), 0, \ldots, 0)$ taken individually belongs to the space $A(L)$. Indeed an example where this happens is the Laplace operator in a disc (see §5.2).

A classical example giving the solution to the problem of coordinates in the boundary space is the introduction of boundary operators $\gamma_1 : D(L) \to H^{-1/2}(\partial \Omega)$, $\gamma_2 : D(L) \to H^{1/2}(\partial \Omega)$, acting according to the rules:
\[ \gamma_1 u = u|_{\partial \Omega}, \quad \gamma_2 u = u'_{|\partial \Omega} - P \gamma_1 u, \]
where $P \gamma_1 u = v'_{|\partial \Omega}$, $Lv = 0$, $\gamma_1 = \gamma_1|_{\partial \Omega} = \gamma_1|_{\partial \Omega}$ (this is due to Vishik [18] for the case of a uniformly elliptic second-order operation in a bounded domain with smooth boundary). Here we use in explicit form, firstly, the correctness of the Dirichlet problem, which (since (1.1) and (1.2) hold) enables us to identify the kernel $\ker L^+ (= \ker L)$ with the range of the operator $\gamma_1$, in view of the decomposition $D(L^+) = \ker L^+ \oplus D(L_{B^+})$, $B = B^+ = \{ \gamma_1 u = 0 \}$; secondly, the correctness of the problem, $L u = f$, $\gamma_2 u = 0$, enabling us to identify the kernel $\ker L$ with the range of the operator $\gamma_2$; and thirdly, the possibility of describing the range of the operator $\gamma_2$ as the space $H^{1/2}(\partial \Omega)$. In accordance with Proposition 1.2, we may now decompose the boundary space into a direct sum: $C(L) \approx A(L) = \ker L^+ \oplus \ker L$ (we have $A = K \oplus L^+ K^+$) and $C(L) \approx H^{-1/2}(\partial \Omega) \oplus H^{1/2}(\partial \Omega)$. Also, in accordance with Proposition 1.3, we are now in a position to describe all correct boundary-value problems via the Vishik operator $V : \ker L^+ \to \ker L$, as was done in [18].

Approaching from the other direction, for each $k = 0, \ldots, l - 1$ we introduce the subspace
\[ H^k_0 = \{ w \in H^l \mid \forall j \neq k, \gamma_j w (= \partial^j w|_{\partial \Omega}) = 0 \} = H^l_0 \oplus H^{l-k-1/2}_\partial, \]
its closure $T_k := \text{Clos}_{D(L)} H^k_0$, and the projection $\tilde{T}_k := P \gamma T_k = A \cap T_k$; similarly for the “plus” spaces we introduce the subspace
\[ H^k_+ = H^l_0 \oplus H^{l-k-1/2}_\partial, \]
its closure $T^+_k := \text{Clos}_{D(L)} H^k_+$, and the projection $\tilde{T}^+_k := A^+ \cap T^+_k$. There are now two possibilities.

The first possibility is that we can carry out, so to speak, the “orthogonalization” of the spaces $T_k$ and $\tilde{T}^+_k$. Namely, we consider the closures of the successive sums
\[
\begin{align*}
D(L_1) &= \text{Clos}_{D(L)} (H^l_0 + H^{l-1/2}_\partial) = \text{Clos}_{D(L)} (D(L_0) + T_0), \\
D(L_2) &= \text{Clos}_{D(L)} (H^l_0 + H^{l-1/2}_\partial + H^{l-3/2}_\partial) = \text{Clos}_{D(L)} (D(L_0) + T_0 + T_1), \\
&\vdots \\
D(L_{l-1}) &= \text{Clos}_{D(L)} (H^l_0 + H^{l-1/2}_\partial + \cdots + H^{3/2}_\partial) = \text{Clos}_{D(L)} (D(L_0) + T_0 + \cdots + T_{l-2}), \\
D(L_l) &= D(L).
\end{align*}
\]
We then consider the system of orthogonal differences
\[ A_1 = D(L_1) \oplus D(L_0), \quad A_2 = D(L_2) \oplus D(L_1), \ldots, \quad A_{l-1} = D(\tilde{L}) \oplus D(L_{l-2}). \]

Suppose that the following conditions hold:
\[ \text{for } k = 0, \ldots, l - 1, \text{ the space } \text{Im} L_k \text{ is closed in } H^+, \]
which hold, in particular, when (4.2) is satisfied. Consider the analogous properties for the operator \( L_k^+ \), which hold when (4.1) is satisfied. Then we obtain orthogonal expansions of the type of part 1) of Proposition 1.2: \( D(L_j) = D(L_{j-1}) \oplus K_j \oplus L^+ K_j^+ \).

We then consider Green’s formulae, write the boundary-value problem in the form of a linear system with operator-valued coefficients, and so on.

The second possibility is that we can immediately isolate the class of operations for which the two sums consisting of the various spaces \( \tilde{T}_j \) are nonintersecting and the sum of the spaces \( \tilde{T}_k \) coincides with the space \( A \). For this, we clearly require that the angles between \( \tilde{T}_k \) and \( D(L_{k-1}) \) be positive. This approach is used in the same way as that enabling one to define the notion of the ordinary trace of an element in the space \( A \) as the projection of this element onto the \( \tilde{T}_k \) “axis” and carry over the tangent operators and formulae of type (0.3) to the decomposition of the spaces \( A \) and \( A^+ \).

In both cases we find ourselves in the area of the linear algebra of Hilbert modules over a noncommutative ring of operators. This, in our view, is a subject for further investigation.

7. Comments

We recall that Hörmander [15] defined the Cauchy space as the quotient \( G(L)/G(L_0) \), where
\[ G(L) = \{ (u, Lu) \in D(L) \times H^+ \mid u \in D(L) \} \]
is the graph of \( L \), and \( G(L_0) \) is the graph of \( L_0 \). The definition of the Cauchy space is equivalent to the definition of the boundary space introduced above, making the identifications \( G(L) = D(L) \), \( G(L_0) = D(L_0) \). Note that the term Cauchy space was not established or applied to the quotient space \( D(L)/D(L_0) \). In the literature (for example, [13] [17] [27]) the term “space of boundary values” is used, but in this connection it is supposed that in the structure “space of boundary-value problems” there also occur operators entering in the so-called abstract Green’s formula and Green’s formula itself; therefore the application of this term to denote the quotient space \( D(L)/D(L_0) \) without these operators is unjustified. Another thing against the term “Cauchy space” is that (as was clear from the above) the space \( C(L) \) does not consist of Cauchy data, by which one might mean the family of traces \( u|_{\partial \Omega}, u'|_{\partial \Omega} \), and does not even consist of \( L \)-traces (see §2); in other words, the term “Cauchy space” is, in our view, misleading. Therefore we use the neutral term “boundary space”. The Green’s formula, in which expressions for the \( L \)-traces of a smooth function with general differential operator of higher order appeared for the first time, was described in Roitberg’s papers [35] [39]. Condition (2.15) in the form of the divisibility of the Fourier transform from \([L, \theta]\) \( u = L(\theta u) - \theta L u \) by the symbol of the operator \( L \) was first published by Roitberg [40] for a half-space and simultaneously and independently by this author [15] for the disc. We note that the concept of the \( L \)-trace of a function in \( D(\tilde{L}) \) appeared in the available literature in the works of this author [5] [11], although we used the expressions for the \( L \)-traces even earlier in calculations relating to the study of specific nonclassical and general boundary-value problems [4] [8] [9] [13] [16]. We further note that these same expressions for \( L \)-traces of smooth functions were used long before that and were derived whenever the need arose for some or other differential operator in Green’s formula; for the case of general linear
boundary. These and other properties of the space $A = D(L) \ominus D(L_0)$ were used in the theory of selfadjoint extensions of a symmetric operator (see, for example, [22]), and in the general case encountered in articles by Lyantse (with finite deficiency indices) and Lyantse and Storozh [31] (with arbitrary deficiency indices).
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