ON THE FREDHOLM AND UNIQUE SOLVABILITY OF NONLOCAL ELLIPTIC PROBLEMS IN MULTIDIMENSIONAL DOMAINS

P. L. GUREVICH AND A. L. SKUBACHEVSKII

INTRODUCTION

We consider elliptic equations of order $2m$ in a bounded domain $Q \subset \mathbb{R}^n$ with nonlocal boundary-value conditions connecting the values of a solution and its derivatives on $(n-1)$-dimensional smooth manifolds $\Gamma_i$ with the values on manifolds $\omega_i(\Gamma_i)$, where $\bigcup_i \Gamma_i = \partial Q$ is a boundary of $Q$ and $\omega_i$ are $C^\infty$ diffeomorphisms. The presence of nonlocal terms leads to the appearance of power-law singularities of solutions and their derivatives at the points of the set $K_1 = \bigcup_i (\Gamma_i \setminus \Gamma_i)$ (which is called the set of conjugation points). Therefore, nonlocal elliptic problems are naturally studied in weighted spaces $H^l_{a+2m}(Q)$, $a \in \mathbb{R}$, $l \geq 0$ is an integer (see definition (1.5)), originally introduced in the theory of elliptic problems in nonsmooth domains [15]. Because of the transformations $\omega_i$ occurring in nonlocal terms, the points of the set $K_1$ turn out to be connected with the points of the set

$$\left\{ \bigcup_i \omega_i(K_1) \right\} \cup \left\{ \bigcup_{i,j} \omega_j(\omega_i(K_1) \cap \Gamma_j) \right\}.$$

The latter points belong to $Q$ or $\partial Q$. Therefore, we must consider certain consistency conditions at the points of the set

$$K = K_1 \cup \left\{ \bigcup_i \omega_i(K_1) \right\} \cup \left\{ \bigcup_{i,j} \omega_j(\omega_i(K_1) \cap \Gamma_j) \right\}.$$

The following two approaches are possible. First, one can consider all the points of the set $K$ as singular points in the definition of weighted spaces, which allows one to study nonlocal elliptic problems for any value of the parameter $a \in \mathbb{R}$ (see [24] for the case $n = 2$). Second, one can assume that only the points of the set $K_1$ or the set $K \cap \partial Q$ are singular points in the definition of weighted spaces, which allows one to study nonlocal elliptic problems only for $a > l + 2m - 1$ (see [26, 27]).

It is proved in [20, 22] that “local” elliptic problems in bounded domains have the Fredholm property (see Definition 2.1) if some model elliptic operators (depending on a parameter $\omega$) in plane angles have a trivial kernel and cokernel for all $\omega \in S^{n-3}$, where $S^{n-3} = \{ \omega \in \mathbb{R}^{n-2} : |\omega| = 1 \}$.

Similarly, elliptic operators in $\mathbb{R}^2 \setminus \{0\}$ with the parameter $\omega \in S^{n-3}$ arise if the points of the set $K \cap Q$ are considered as singular points in the definition of weighted spaces.
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However, we prove in this paper that these operators are not isomorphisms; see Sec. 4. Therefore, unlike the case of plane domains, if \( n \geq 3 \) and \( K \cap Q \neq \emptyset \), only the points of the set \( K_1 \) or the set \( K \cap \partial Q \) can be considered as singular points. This leads to the restriction \( a > l + 2m - 1 \) (see Sec. 4.11 for details).

The paper is organized as follows.

The setting of nonlocal elliptic problems is presented in Sec. 1. In the same section, we define model problems in dihedral angles and introduce function spaces. In Sec. 2, we consider the solvability of nonlocal problems in dihedral angles. In particular, we give examples of nonlocal elliptic problems in dihedral angles which are uniquely solvable on weighted spaces for \( 0 \leq a \leq 2 \). We also prove in this paper that these operators are not isomorphisms; see Sec. 3.

Second-order elliptic equations with nonlocal conditions near the boundary were also considered in [14, 12, 11]. One can find various applications of nonlocal elliptic problems as well as a comprehensive bibliography of the question in [24, 27, 28, 8].

1. Setting of nonlocal elliptic problems

1.1. Let \( Q \subset \mathbb{R}^n \) (\( n \geq 3 \)) be a bounded domain with boundary \( \partial Q = \bigcup_{i=1}^{N_0} \Gamma_i \), where \( \Gamma_i \) are open connected, in the topology of \( \partial Q \), \((n - 1)\)-dimensional \( C^\infty \) manifolds. Assume that, in a neighborhood of each point \( g \in \Gamma_i \setminus \Gamma_i \), the domain \( Q \) is diffeomorphic to an \( n \)-dimensional dihedral angle

\[
\Theta = \{ x = (y, z) \in \mathbb{R}^n : d_1 < \varphi < d_2, \ z \in \mathbb{R}^{n-2} \},
\]

where \( r, \varphi \) are the polar coordinates of the point \( y \in \mathbb{R}^2 \), \( d_j = d_j(g), j = 1, 2 \).

Introduce the differential operators

\[
A(x, D) = \sum_{|\alpha| \leq 2m} a_\alpha(x) D^\alpha, \quad B_{\mu\nu}(x, D) = \sum_{|\alpha| \leq m_{\mu\nu}} b_{\mu\nu\alpha}(x) D^\alpha,
\]

where \( a_\alpha, b_{\mu\nu\alpha} \in C^\infty(\mathbb{R}^n) \) are complex-valued functions \( (i = 1, \ldots, N_0; \mu = 1, \ldots, m; s = 0, \ldots, S_i), m_{\mu\nu} \leq 2m - 1, \alpha = (\alpha_1, \ldots, \alpha_n), |\alpha| = \alpha_1 + \cdots + \alpha_n, D^\alpha = D_1^{\alpha_1} \cdots D_n^{\alpha_n} \), \( D_j = -i \partial / \partial x_j \). If it is necessary to indicate the variables with respect to which a function \( u \) is differentiated, we write \( D_1^a u, D_2^a u \), etc.

Let \( \omega_{is} \) \( (i = 1, \ldots, N_0; s = 1, \ldots, S_i) \) denote a \( C^\infty \) diffeomorphism mapping some neighborhood \( \Omega_i \) of the manifold \( \Gamma_i \) onto the set \( \omega_{is}(\Omega_i) \) in such a way that \( \omega_{is}(\Gamma_i) \subset Q \).
Assume that the set
\[
K = \left\{ \bigcup_i (\Gamma_i \setminus \Gamma_i) \right\} \cup \left\{ \bigcup_{i,s} \omega_{is}(\Gamma_i \setminus \Gamma_i) \right\} \cup \left\{ \bigcup_{j,p} \omega_{jp}(\Gamma_i \setminus \Gamma_i) \cap \Gamma_j \right\}
\]
can be represented as follows:
\[
K = K_1 \cup K_2 \cup K_3,
\]
where \(K_1 = \bigcup_{\nu} K_{1\nu} = \partial Q \setminus \bigcup_i \Gamma_i, K_2 = \bigcup_{\nu} K_{2\nu} \subset \bigcup_i \Gamma_i, K_3 = \bigcup_{\nu} K_{3\nu} \subset Q\) (\(\nu = 1, \ldots, N_1\); \(j = 1, 2, 3\)), \(K_{j\nu}\) are mutually disjoint \((n - 2)\)-dimensional connected \(C^\infty\) manifolds without a boundary. In particular, the sets \(K_2\) and \(K_3\) may be empty.

We study the following nonlocal problem:
\[
\begin{align*}
Au &\equiv A(x, D)u(x) = f_0(x), \quad x \in Q, \\
B_{is}u &\equiv \sum_{i=0}^{S_i} (B_{is}(x, D)u(\omega_{is}(x)))|_{\Gamma_i} = f_{is}(x), \\
& \quad x \in \Gamma_i; \quad i = 1, \ldots, N_0; \quad \mu = 1, \ldots, m,
\end{align*}
\]
where \((B_{is}(x, D)u(\omega_{is}(x)))|_{\Gamma_i} = B_{is}(\hat{x}, D)u(\hat{x})|_{z = \omega_{is}(x)}, x \in \Gamma_i, \; \omega_{ij}(x) = x.\n
We assume throughout that the operators \(A(x, D)\) and \(B_{is}(x, D)\) satisfy the following conditions.

**Condition 1.1.** The operator \(A(x, D)\) is properly elliptic for each \(x \in \overline{Q}\).

**Condition 1.2.** The system \(\{B_{is}(x, D)\}_{\mu=1}^{m}\) satisfies the Lopatinskii condition with respect to \(A(x, D)\) and is normal for all \(i = 1, \ldots, N_0\) and \(x \in \overline{\Gamma_i}\) (see [19] Chap. 2, Sec. 1.4).

Denote by \(\omega_{is}^{-1}\) the transformation \(\omega_{is} : \Omega_i \to \omega_{is}(\Omega_i)\) and by \(\omega_{is}^{-1} : \omega_{is}(\Omega_i) \to \Omega_i\) the inverse transformation.

**Definition 1.1.** The set of all points that can be obtained from a point \(g \in K_1\) by consecutively applying to it the transformations \(\omega_{is}^{-1}\) or \(\omega_{is}^{-1}\) mapping the points of the set \(K_1\) to \(K_1\) is called an orbit of the point \(g\) and is denoted by \(O(g)\).

In other words, the orbit \(O(g)\) consists of the point \(g \in K_1\) and the points that can be obtained from \(g\) in the following way: given a point \(h \in O(g)\), the point \(\omega_{is}(h)\) belongs to \(O(g)\) if \(h \in \Gamma_i \cap K_1\) and \(\omega_{is}(h) \in K_1\), while the point \(\omega_{is}^{-1}(h)\) belongs to \(O(g)\) if \(h \in \omega_{is}(\overline{\Gamma_i}) \cap K_1\).

Assume that the following condition holds.

**Condition 1.3** (Finiteness of the orbits).  
(1) For each point \(g \in K_1\), the orbit \(O(g)\) consists of finitely many points \(g_j, j = 1, \ldots, N = N(g)\).

(2) There are neighborhoods \(V(g_j) \subset V(g_j) \subset \mathbb{R}^n \setminus (K_2 \cup K_3)\), \(V(g_j) \cap V(g_p) = \emptyset\) \((j \neq p)\), of the points \(g_j \in O(g)\) such that, if \(g_j \in \overline{\Gamma_i}\) and \(\omega_{is}(g_j) = g_p\), then \(V(g_j) \subset \Omega_i\) and \(\omega_{is}(V(g_j)) \subset V(g_p)\).

The following condition means that the support of nonlocal terms intersects the boundary at the points of the set \(K_1\) in a nontangential way.

**Condition 1.4** (Nontangential approach).  
For each point \(g \in K_1\) and \(j = 1, \ldots, N(g)\), there exists a smooth nondegenerate change of variables \(x \to x' = x'(g, j)\) such that the
neighborhood \( V(q_j) \) reduces, under this change of variables, to some neighborhood of the origin \( V(0) \) and, moreover:

1. The sets \( Q \cap V(q_j) \) and \( \Gamma_1 \cap V(q_j) \) reduce to the intersection of a dihedral angle \( \Theta_j \) with \( V(0) \) and to the intersection of a side \( \Gamma_{j\rho} \) (\( \rho = 1 \) or \( \rho = 2 \)) of \( \Theta_j \) with \( V(0) \), respectively.

2. Each transformation \( \omega_is(x) \), for \( x \in \hat{V}(q_j), \) \( g_j \in \Gamma_i \), reduces to the composition of rotation and homothety on the plane \( \{y'\} \) in the new variables \( x' = (y', z') \), where \( y' \in \mathbb{R}^2 \) and \( z' \in \mathbb{R}^{n-2} \).

Remark 1.1. If \( N(g) = 1 \), then the orbit of \( g \in K_1 \) consists of the unique point \( g \). This is the case if the following two conditions are fulfilled:

1. \( \omega_is(g) = g \) for all \( i \) and \( s \) such that \( g \in \Gamma_i \cap K_1 \) and \( \omega_is(g) \in K_1 \);

2. there do not exist indices \( i \) and \( s \) and a point \( h \in \Gamma_i \cap K_1 \) such that \( h \neq g \) and \( \omega_is(h) = g \).

1.2. For any domain \( \Omega \), denote by \( W^k(\Omega) = W^k(\Omega) \) (\( k \geq 0 \) is an integer) the Sobolev space. Denote by \( W^{k-1/2}(\Gamma) \) (\( k \geq 1 \) is an integer) the space of traces on a smooth \((n-1)\)-dimensional manifold \( \Gamma \subset \partial \Omega \), with the norm

\[
\|v\|_{W^{k-1/2}(\Gamma)} = \inf \|v\|_{W^k(\Omega)} \quad (v \in W^k(\Omega) : \ v|_{\Gamma} = \psi).
\]

If \( X \) is a domain in \( \mathbb{R}^n \), \( n = 1, 2, \ldots \), we denote by \( C_0^\infty(X) \) the set of functions infinitely differentiable on \( X \) and compactly supported on \( X \). If \( M \) is a union of finitely many \((n-2)\)-dimensional manifolds \((l = 1, \ldots, n)\) lying in \( X \), we denote by \( C_0^\infty(X \setminus M) \) the set of functions infinitely differentiable on \( X \) and compactly supported on \( X \setminus M \).

Now we introduce different weighted spaces for different domains \( \Omega \). Consider the following cases:

1. \( \Omega = Q \); denote either \( K = K_1 \) or \( K = K_1 \cup K_2 \) (cf. Condition 4.1 in Sec. 4), and let \( \rho(x) \) be a function such that \( \rho \in C^\infty(\mathbb{R}^n \setminus K) \), \( \rho(x) > 0 \) for \( x \in \mathbb{R}^n \setminus K \) and it is equivalent, in a neighborhood of the set \( K \), to the distance from a point \( x \in \Omega \) to the set \( K \);

2. \( \Omega \subset \mathbb{R}^n \) is a bounded domain with boundary \( \partial \Omega \subset C^\infty \); denote by \( K \) some \((n-2)\)-dimensional manifold of class \( C^\infty \) lying in \( \overline{\Omega} \), and let \( \rho \) be the same function as in case 1;

3. \( \Omega \) is an \( n \)-dimensional dihedral angle \( \Theta \); denote \( K = \mathcal{P} \), where

\[
\mathcal{P} = \{x = (y, z) \in \mathbb{R}^n : y = 0, z \in \mathbb{R}^{n-2}\},
\]

and let \( \rho(x) = |y| \);

4. \( \Omega = \mathbb{R}^n \); denote \( K = \mathcal{P} \), and let \( \rho(x) = |y| \).

Introduce the weighted space \( H^k_\rho(\Omega) = H^k(\Omega, K) \) as the completion of the set \( C_0^\infty(\overline{\Omega} \setminus K) \) with respect to the norm

\[
\|u\|_{H^k_\rho(\Omega)} = \left( \sum_{|a| \leq k} \int_{\Omega} \rho^{2|a-k|+|a|} |D^{a}u|^2 \, dx \right)^{1/2},
\]

where \( k \geq 0 \) is an integer and \( a \in \mathbb{R} \).

Denote by \( H^{k-1/2}_{\rho}(\Gamma) \) (\( k \geq 1 \) is an integer) the space of traces on a smooth \((n-1)\)-dimensional manifold \( \Gamma \subset \overline{\Omega} \), with the norm

\[
\|v\|_{H^{k-1/2}_{\rho}(\Gamma)} = \inf \|v\|_{H^k(\Omega)} \quad (v \in H^k(\Omega) : \ v|_{\Gamma} = \psi).
\]

One can similarly introduce the weighted spaces \( H^k_\rho(\Omega) \) and \( H^{k-1/2}_{\rho}(\Gamma) \) for \( n = 2 \). In particular, we set \( K = \{0\} \) for \( \Omega = \theta = \{y \in \mathbb{R}^2 : d_1 < \varphi < d_2, 0 < r\} \) or \( \Omega = \mathbb{R}^2 \).
In what follows, we assume that \( u \in H_a^{l+2m}(Q) \) and \( f = \{f_0, f_\mu\} \in \mathcal{H}_a^l(Q, \Gamma) \) in problem (1.3), (1.4), where
\[
\mathcal{H}_a^l(Q, \Gamma) = H_a^l(Q) \times \prod_{i, \mu} H_a^{l+2m-m_\mu-1/2}(\Gamma_i)
\]
and \( l \geq 0 \) is an integer.

1.3. Fix an arbitrary point \( g \in K_1 \). By Condition 1.3 the orbit \( \mathcal{O}(g) \) consists of finitely many points \( g_j, j = 1, \ldots, N = N(g) \). We now reduce problem (1.3), (1.4) to a system of \( N \) elliptic equations in dihedral angles with nonlocal boundary-value conditions. To do this, we suppose that
\[
\text{supp } u \subset \left( \bigcup_j \hat{V}(g_j) \right) \cap \overline{Q}.
\]
Denote by \( u_j(x) \) the function \( u(x) \) for \( x \in Q \cap \hat{V}(g_j) \). If \( g_j \in \overline{\Gamma_i} \) and \( x \in \hat{V}(g_j) \), then \( \omega_{is}(x) \in V(y_p) \) for some \( p, 1 \leq p \leq N \), by Condition 1.3. Denote the function \( u(\omega_{is}(x)) \) by \( u_p(\omega_{is}(x)) \). It is clear that \( u(\omega_0(x)) = u(x) = u_j(x) \). In the above notation, problem (1.3), (1.4) takes the form
\[
\begin{align*}
A(x, D)u_j(x) &= f_0(x), & x \in Q \cap \hat{V}(g_j); \\
\sum_{i \in S_{ij}^1} (B_{j\mu s}(x, D) u_p) (\omega_{is}(x)) |_{\Gamma_i} &= f_{ijp}(x), & x \in \hat{V}(g_j) \cap \Gamma_i; \\
i &\in \{1 \leq i \leq N_0 : \hat{V}(g_j) \cap \Gamma_i \neq \emptyset\}; j = 1, \ldots, N; \\
\mu &= 1, \ldots, m,
\end{align*}
\]
where \( S_{ij}^1 = \{0 \leq s \leq S_i : \omega_{is}(g_j) = g_p \in \mathcal{O}(g) \text{ for some } p = 1, \ldots, N\} \).

Using the change of variables \( x \to x'(g_j, j) \) from Sec. 1.1 we introduce the functions \( v_j(x') = u_j(x(x')) \). By Condition 1.4 problem (1.7), (1.8) takes the following form:
\[
\begin{align*}
A_j(x', D_{y'})v_j(x') &= f_j(x'), & x' \in \Theta_j, j = 1, \ldots, N; \\
\sum_{k=1}^{N} \sum_{s=0}^{S_{jk}s} (B_{j\rho s}(x', D_{y'}, D_{z'})u_k) (G_{j\rho s}(y', z')) |_{\Gamma_{ji}} &= f_{j\rho}(x'), & x' \in \Gamma_{j\rho}, j = 1, \ldots, N; \\
\rho &= 1, 2; \mu = 1, \ldots, m.
\end{align*}
\]
Here the operators \( A_j \) and \( B_{j\rho k} \) have variable coefficients of class \( C^\infty \);
\[
\Theta_j = \{x' = (y', z') : 0 < d_{j1} < \varphi < d_{j2}, z' \in \mathbb{R}^{n-2}\}, \\
\Gamma_{ji} = \{x' = (y', z') : \varphi = d_{ji}, z' \in \mathbb{R}^{n-2}\};
\]
\( G_{j\rho k} \) is the operator of rotation by an angle \( \varphi_{j\rho k} \) and homothety with a coefficient \( \chi_{j\rho k} \) in the \( y' \)-plane so that \( d_{kl} < d_{j\rho} + \varphi_{j\rho k} < d_{kl} \) and \( 0 < \chi_{j\rho k} \) for \( (k, s) \neq (j, 0) \), while \( \varphi_{j\rho 0} = 0 \) and \( \chi_{j\rho 0} = 1 \) (i.e., \( G_{j\rho 0}y' = y' \)); \( v = (v_1, \ldots, v_N) \).

Remark 1.2. If \( g \in \overline{\Gamma_i} \), \( N = N(g) = 1 \) (cf. Remark 1.1), and \( \omega_{is}(g) \neq g \) for all \( s = 1, \ldots, S_i \), then model problem (1.9), (1.10) contains no nonlocal terms due to the fact that the manifolds \( K_{j\rho} \) are mutually disjoint.

Introduce the following spaces of vector-valued functions:
\[
\mathcal{H}^l_\Theta(\Theta) = \prod_{j=1}^{N} \mathcal{H}_a^k(\Theta_j), \quad \mathcal{H}^l_\Theta(\Theta, \Gamma) = \mathcal{H}^l_\Theta(\Theta) \times \prod_{j=1}^{N} \prod_{\rho=1,2} \prod_{\mu=1}^{m} \mathcal{H}_a^{l+2m-m_{j\rho\mu}-1/2}(\Gamma_{j\rho}),
\]
where \( m_{j\rho\mu} \) is the order of the operator \( B_{j\rho k}(x', D_{y'}, D_{z'}) \).
Consider the linear bounded operator \( L_g : \mathcal{H}^{s+2m}_0(\Theta) \to \mathcal{H}^s_0(\Theta, \Gamma) \) given by

\[
(1.11) \quad L_g v = \left\{ A_j(D_{g'}, D_{z'}) v_j(y', z'), \sum_{k=1}^{N} \sum_{s=0}^{N} (B_{j_p k s}(D_{g'}, D_{z'}) v_k)(G_{j_p k s y', z'})|_{\Gamma_{j_p}} \right\},
\]

where \( A_j(D_{g'}, D_{z'}) \) and \( B_{j_p k s}(D_{g'}, D_{z'}) \) are principal homogeneous parts of the operators \( A_j(0, D_{g'}, D_{z'}) \) and \( B_{j_p k s}(0, D_{g'}, D_{z'}) \), respectively. The subscript \( g \) means that the operator \( L_g \) depends on the choice of the point \( g \in K_1 \) (and therefore, it depends on the orbit \( \mathcal{O}(g) \)). Clearly, each of the operators \( A_j(D_{g'}, D_{z'}) \) is properly elliptic, while the system \( \{ B_{j_p k s}(D_{g'}, D_{z'}) \}_{\mu=1}^{m} \) satisfies the Lopatinski condition with respect to \( A_j(D_{g'}, D_{z'}) \) and is normal for all \( j = 1, \ldots, N \) and \( \rho = 1, 2 \).

**Example 1.1.** Let \( Q \subset \mathbb{R}^3 \) be a bounded domain with boundary \( \partial Q \in C^\infty \) that is a surface of revolution about the axis \( x_3 \). Set \( P = \{(0,0,3)\} \cup \{(x : x_3 = 0, \sqrt{x_1^2 + x_2^2} = 3\} \) and \( P^{1/4} = \{x : \text{dist}(x, P) < 1/4\} \). Assume that, outside the set \( P^{1/4} \), the boundary \( \partial Q \) coincides with the boundary of the domain

\[
\left\{ x : x_3 < -3 + \sqrt{x_1^2 + x_2^2} \right\} \cap \left\{ x : x_3 > -3 + \sqrt{x_1^2 + x_2^2} \right\}.
\]

Denote

\[
\Gamma_1 = \{x \in \partial Q : x_3 < 2\}, \quad \Gamma_2 = \{x \in \partial Q : x_3 > 2\}, \quad \Gamma_3 = \partial Q \setminus (\Gamma_1 \cup \Gamma_2).
\]

We consider the following nonlocal boundary-value problem:

\[
(1.12) \quad -\Delta u = f_0(x), \quad x \in Q,
\]

\[
[u(x) + \alpha_j u(x + h_j) + \beta_j u(G_{x} x + h_j)]|_{\Gamma_{j}} = 0, \quad j = 1, 2,
\]

\[
(1.13) \quad u(x)|_{\Gamma_3} = 0,
\]

where \( \alpha_j, \beta_j \in \mathbb{R} \), \( h_j = (-1)^{j+1}(0,0,4) \), \( j = 1, 2 \), and \( G_{x} \) is the operator of rotation by the angle \( \pi \) about the axis \( x_3 \). Clearly, we have (see Figure 1)

\[
K = K_1 = K_{11} \cup K_{12}, \quad K_{1\nu} = \{x \in \partial Q : x_3 = (-1)^{\nu}2\}, \quad \nu = 1, 2.
\]

The orbit of each point \( g \in K_1 \) consists of the four points: \( g_1 = g, g_2 = G_{x} g_1, g_3 = g_1 + h_1, \) and \( g_4 = G_{x} g_1 + h_1 \). Let \( \hat{V}(g_j) = V(g_j) = \{x : |x - g_j| < \varepsilon\} \), where \( \varepsilon \) is sufficiently small, and let \( \text{supp } u \subset \bigcup_j V(g_j) \cap Q \). For \( x \in V(g_j) \), we introduce the new variables \( x' = (y_1', y_2', z') \) by the formulas

\[
y_1' = r - 1, \quad y_2' = x_3 - g_{j3}, \quad z' = \varphi - \varphi_j,
\]

where \( r, \varphi, x_3 \) and \( 1, \varphi_j, g_{j3} \) are the cylindrical coordinates of the points \( x \) and \( g_j \), respectively. Clearly, the transformation \( x \mapsto x'(g, j) \) is nondegenerate for \( x \neq 0 \), and each open set \( V(g_j) \) is taken onto one and the same neighborhood of the origin \( V(0) \) under this transformation. We define the vector-valued function \( v(x') \) such that \( v_j(x') = u_j(x(x')) \) for \( x' \in V(0) \), where \( u_j(x) = u(x) \) for \( x \in V(g_j) \) \( \cap Q \). Denote \( x' = (y_1', y_2', z') \) by \( x = (y_1, y_2, z) \) again. Then the boundary-value problem (1.12), (1.13) takes the form (see Figure 2)

\[
(1.14) \quad -\frac{\partial^2 v_j}{\partial y_1^2} \frac{\partial^2 v_j}{\partial y_2^2} - \frac{1}{(1 + y_1^2)} \frac{\partial^2 v_j}{\partial z^2} - \frac{1}{1 + y_1} \frac{\partial v_j}{\partial y_1} = f_j(x), \quad x \in \Theta_j, \quad j = 1, \ldots, 4,
\]

\[
v_j|_{\Gamma_{1j}} = 0, \quad j = 1, \ldots, 4,
\]

\[
(v_1 + \alpha_1 v_3 + \beta_1 v_4)|_{\Gamma_{12}} = (v_2 + \beta_1 v_3 + \alpha_1 v_4)|_{\Gamma_{22}} = 0,
\]

\[
(v_3 + \alpha_2 v_1 + \beta_2 v_2)|_{\Gamma_{32}} = (v_4 + \beta_2 v_1 + \alpha_2 v_2)|_{\Gamma_{42}} = 0.
\]
Here

\[ \Theta_1 = \Theta_2 = \{ x \in \mathbb{R}^3 : y_2 > y_1 \}, \quad \Theta_3 = \Theta_4 = \{ x \in \mathbb{R}^3 : y_2 < -y_1 \}, \]
\[ \Gamma_{11} = \Gamma_{21} = \{ x \in \mathbb{R}^3 : y_2 = y_1, y_1 > 0 \}, \quad \Gamma_{31} = \Gamma_{41} = \{ x \in \mathbb{R}^3 : y_2 = -y_1, y_1 > 0 \}, \]
\[ \Gamma_{12} = \Gamma_{22} = \{ x \in \mathbb{R}^3 : y_2 = y_1, y_1 < 0 \}, \quad \Gamma_{32} = \Gamma_{42} = \{ x \in \mathbb{R}^3 : y_2 = -y_1, y_1 < 0 \}. \]

Clearly, Conditions 1.1–1.4 hold in this example.
Passing to the principal homogeneous parts in (1.14) and freezing the coefficients at the origin, we obtain

\[-\Delta v_j = f_j(x), \quad x \in \Theta_j, \; j = 1, \ldots, 4.\]

The nonlocal boundary conditions (1.15) do not change.

1.4. Now fix an arbitrary point \( g \in K_2 \). Clearly, \( g \in K_{2\nu} \cap \Gamma_i \) for some \( 1 \leq \nu \leq N_2 \) and \( 1 \leq i \leq N_0 \). By virtue of the smoothness of \( \Gamma_i \) and \( K_{2\nu} \), there exists a \( C^\infty \) diffeomorphism \( x \to x' = x'(g) \) defined on a small neighborhood \( V(g) \) of the point \( g \), such that the images of \( Q \cap V(g) \) and \( K_{2\nu} \cap V(g) \) are the intersection of the half-space \( \mathbb{R}^n_+ = \{ x : |\varphi| < \pi/2, \; z \in \mathbb{R}^{n-2} \} \) with some neighborhood \( V(0) \) and the intersection of the set \( P \) with \( V(0) \), respectively.

Let \( A(D_{y'}, D_{z'}) \) and \( B_{i\mu\nu}(D_{y'}, D_{z'}) \) be the principal homogeneous parts of the operators \( A(g, D_y, D_z) \) and \( B_{i\mu\nu}(g, D_y, D_z) \), respectively, written in the new coordinates \( x' = x'(g) \).

We introduce the linear bounded operator

\[
L_g : H^{l+2m}_a(\mathbb{R}^n_+) \to H^{l+2m}_a(\mathbb{R}^n; \Gamma)
\]

\[
= H^l_a(\mathbb{R}^n_+) \times H^l_a(\mathbb{R}^n_+ - 1/2) \times H^l_a(\mathbb{R}^n_+ - 1/2)
\]

given by

\[
L_g u = (A(D_{y'}, D_{z'}) u(y', z'), \quad \quad B_{i\mu\nu}(D_{y'}, D_{z'}) u(y', z')|_{\varphi = -\pi/2}, \quad B_{i\mu\nu}(D_{y'}, D_{z'}) u(y', z')|_{\varphi = \pi/2}),
\]

where \( \mathbb{R}^{n-1}_+ = \{ x' = (y', z') \in \mathbb{R}^n : \varphi = \pm \pi/2, \; z' \in \mathbb{R}^{n-2} \} \).

2. Nonlocal elliptic problems in dihedral angles

2.1. When studying nonlocal problems in bounded domains, we will represent the nonlocal operators as the sum of three operators. The first operator will correspond to nonlocal terms supported near the set \( K_1 \), the second operator to nonlocal terms supported outside the set \( K_1 \), and the third one to lower-order terms (compact perturbations). In this section, we consider a model operator corresponding to the problem with nonlocal terms supported near the set \( K_1 \).

By using the Fourier transform with respect to \( z \), one can reduce the study of the operator \( L_g \) in dihedral angles to the study of a model operator \( L_\omega \) in plane angles, where \( \omega \) is a parameter belonging to the unit sphere

\[
S^{n-3} = \{ \omega \in \mathbb{R}^2 : |\omega| = 1 \};
\]

see [24, 4]. In this section, we formulate some results (mostly proved in [25, 5]) which we need below and illustrate them by an example. Note that the Fourier transform approach was earlier proposed for the study of local elliptic problems in dihedral angles [20].

To introduce the operator \( L_\omega(\omega) \), we preliminarily consider weighted spaces with nonhomogeneous weight. Denote by \( E^\infty_0(\Omega) \) the completion of the set \( C^\infty_0(\overline{\Omega} \setminus \{ 0 \}) \) with respect to the norm

\[
\| u \|_{E^\infty_0(\Omega)} = \left( \sum_{|\alpha| \leq k} \int_{\Omega} r^{2a(|\alpha| - k) + 1} |D^\alpha_y u(y)|^2 \, dy \right)^{1/2},
\]

where either \( \Omega = \theta = \{ y \in \mathbb{R}^2 : d_1 < \varphi < d_2 \} \) or \( \Omega = \mathbb{R}^2; \; r, \varphi \) are the polar coordinates of the point \( y; \; k \geq 0 \) is an integer. Let \( \gamma \subset \overline{\Omega} \) be a half-line given by \( \gamma = \{ y \in \mathbb{R}^2 : \varphi = \varphi_0 \}, \)
where \( d_1 \leq \varphi_0 \leq d_2 \) for \( \Omega = \Theta \). Denote by \( E^{k-1/2}_a(\gamma) \) \((k \geq 1 \text{ is an integer})\) the space of traces on \( \gamma \) with the norm
\[
\| \psi \|_{E^{k-1/2}_a(\gamma)} = \inf \| v \|_{E^k_a(\Omega)} \quad (v \in E^k_a(\Omega) : v|_\gamma = \psi).
\]

Introduce the following spaces of vector-valued functions:
\[
E^k_a(\theta) = \prod_{j=1}^N E^k_a(\theta_j), \quad E^l_a(\theta, \gamma) = E^l_a(\theta) \times \prod_{j=1}^N \prod_{\mu=1,2} E^{l+2m-2m_j\mu - 1/2}(\gamma_j)^{\mu},
\]
where \( \theta_j = \{ y \in \mathbb{R}^2 : d_{j1} < \varphi_0 < d_{j2} \} \) and \( \gamma_j = \{ y \in \mathbb{R}^2 : \varphi_0 = d_{j\mu} \} \).

For a fixed point \( g \in K_1 \), we consider the linear bounded operator
\[
\mathcal{L}_g(\omega) : E^{l+2m}_a(\theta) \to E^l_a(\theta, \gamma)
\]
given by
\[
(2.1) \quad \mathcal{L}_g(\omega)V = \left\{ A_j(D_y, \omega)V_j(y), \sum_{k,s} (B_{j\rho\mu}(D_y, \omega)V_k)(\mathcal{G}_{j\rho\mu}y)|_{\gamma_{j\mu}} \right\},
\]
where \( \omega \in S^{n-3} \) and \( V = \{ V_1, \ldots, V_N \} \); cf. (1.11).

2.2. We write the operators \( A_j(D_y, 0) \) and \( B_{j\rho\mu}(D_y, 0) \) in polar coordinates:
\[
A_j(D_y, 0) = r^{-2m} \hat{A}_j(\varphi, D\varphi, rD_r), \quad B_{j\rho\mu}(D_y, 0) = r^{-\rho + \rho \mu} \hat{B}_{j\rho\mu}(\varphi, D\varphi, rD_r),
\]
where \( D\varphi = -i\partial/\partial \varphi, \quad D_r = -i\partial/\partial r \).

Introduce the following spaces of vector-valued functions:
\[
W^k(d_1, d_2) = \prod_{j=1}^N W^k(d_{j1}, d_{j2}), \quad W^l[d_1, d_2] = W^l(d_1, d_2) \times \mathbb{C}^{mN} \times \mathbb{C}^{mN}.
\]

Consider the analytic operator-valued function \( \hat{L}_g(\lambda) : W^{l+2m}(d_1, d_2) \to W^l[d_1, d_2] \) given by
\[
(2.2) \quad \hat{L}_g(\lambda)w = \left\{ \hat{A}_j(\varphi, D\varphi, \lambda)w_j, \sum_{k,s} e^{i(\lambda - \mu \rho) \mu \rho \mu}(\hat{B}_{j\rho\mu}(\varphi, D\varphi, \lambda)w_k)(\varphi + \varphi_{\rho\mu})|_{\varphi = d_{j\mu}} \right\},
\]
where \( w = (w_1, \ldots, w_N) \).

By Lemmas 2.1 and 2.2 in [23], there exists a finite-meromorphic operator-valued function \( \hat{R}_g(\lambda) : W^l[d_1, d_2] \to W^{l+2m}(d_1, d_2) \) such that \( \hat{L}_g^{-1}(\lambda) = \hat{R}_g(\lambda) \) for any \( \lambda \) which is not a pole of \( \hat{R}_g(\lambda) \). Moreover, if \( \lambda_0 = \mu_0 + iv_0 \) is a pole of \( \hat{R}_g(\lambda) \), then \( \lambda_0 \) is an eigenvalue of \( \hat{L}_g(\lambda) \), and there exists a number \( \delta > 0 \) such that the set \( \{ \lambda \in \mathbb{C} : 0 < |\text{Im} \lambda - iv_0| < \delta \} \) contains no eigenvalues of \( \hat{L}_g(\lambda) \).

2.3. We give the following definition.

**Definition 2.1.** Let \( H_1 \) and \( H_2 \) denote Hilbert spaces. A linear bounded operator \( L : H_1 \to H_2 \) is said to have the Fredholm property if \( \dim N(L) < \infty, \text{codim} R(L) < \infty \), and \( R(L) \) is closed, where \( N(L) \) and \( R(L) \) are the kernel and the image of the operator \( L \), respectively.

The following theorem shows that spectral properties of the operator-valued function \( \hat{L}_g(\lambda) \) affect whether or not the operator \( \mathcal{L}_g(\omega) \) has the Fredholm property.
Theorem 2.1. Let Conditions 1, 1.1.1, 1.4 hold. If the line $\text{Im} \lambda = a + 1 - l - 2m$ contains no eigenvalues of the operator-valued function $\mathcal{L}_g(\lambda)$, then the operator $\mathcal{L}_g(\omega) : \mathcal{E}_a^{l+2m}(\theta) \to \mathcal{E}_a^{l}(\theta, \gamma)$ has the Fredholm property for all $\omega \in S^{n-3}$.

If the operator $\mathcal{L}_g(\omega)$ has the Fredholm property for a certain $\omega \in S^{n-3}$, then the line $\text{Im} \lambda = a + 1 - l - 2m$ contains no eigenvalues of $\hat{\mathcal{L}}_g(\lambda)$.

Theorem 2.1 was proved in [3]. This result is a generalization of Theorem 3.2 in [25], where one additionally assumes that the line $\text{Im} \lambda = a + 1 - l - 2m$ contains no eigenvalues of the corresponding localized operator with a parameter $\lambda$.

The following theorem results from Theorems 3.9, 9.2, and 9.3 in [5].

Theorem 2.2. Let Conditions 1.1.3 hold. Then the operator $\mathcal{L}_g : \mathcal{H}_a^{l+2m}(\Theta) \to \mathcal{H}_a^l(\Theta, \Gamma)$ is an isomorphism iff the operator $\mathcal{L}_g(\omega) : \mathcal{E}_a^{l+2m}(\theta) \to \mathcal{E}_a^{l}(\theta, \gamma)$ is an isomorphism for each $\omega \in S^{n-3}$.

Denote
\begin{equation}
\mathcal{L}_g'(v) = \left\{ A^0_j(x, D_y, D_z)v_j(y, z), \sum_{k,s} (B^0_{j\rho\mu}(x, D_y, D_z)v_k)(G_{j\rho\mu}(y, z))|_{g_{\rho\mu}} \right\},
\end{equation}
where $A^0_j(x, D_y, D_z)$ and $B^0_{j\rho\mu}(x, D_y, D_z)$ are principal homogeneous parts of the operators $A_j(x, D_y, D_z)$ and $B_{j\rho\mu}(x, D_y, D_z)$, respectively. Note that $A^0_j(0, D_y, D_z) = A_j(D_y, D_z)$ and $B^0_{j\rho\mu}(0, D_y, D_z) = B_{j\rho\mu}(D_y, D_z)$.

Let $B_\varepsilon = \{ x \in \mathbb{R}^n : |x| < \varepsilon \}$, $\varepsilon > 0$, be a ball of radius $\varepsilon$ centered at the origin.

For each $\delta > 0$, we define a function $\eta = \eta_\delta \in C^\infty_0(\mathbb{R}^n)$ such that $\eta(x) = 1$ for $x \in B_\delta$, supp $\eta \subset B_{2\delta}$, and
\begin{equation}
|D^\beta \eta(x)| \leq k_1 \delta^{-|\beta|}, \quad x \in \mathbb{R}^n,
\end{equation}
where $k_1 = k_1(\beta) > 0$ does not depend on $\delta$.

The number $\delta$ will be specified in Secs. 4 and 5, where we prove a priori estimates and construct a right regularizer for the nonlocal problem in a bounded domain.

Introduce the linear bounded operator $\mathcal{L}''_g = \mathcal{H}_a^{l+2m}(\Theta) \to \mathcal{H}_a^l(\Theta, \Gamma)$ by the formula
\begin{equation}
\mathcal{L}''_g v = \mathcal{L}_g v + \eta(\mathcal{L}_g' - \mathcal{L}_g) v.
\end{equation}

Corollary 2.1. Let Conditions 1.1.3 hold. Assume that the line $\text{Im} \lambda = a + 1 - l - 2m$ contains no eigenvalues of $\hat{\mathcal{L}}_g(\lambda)$ and $\dim \mathcal{N}(\mathcal{L}_g(\omega)) = \text{codim} \mathcal{R}(\mathcal{L}_g(\omega)) = 0$ for any $\omega \in S^{n-3}$. Then the operator $\mathcal{L}''_g : \mathcal{H}_a^{l+2m}(\Theta) \to \mathcal{H}_a^l(\Theta, \Gamma)$ is an isomorphism for all sufficiently small $\delta > 0$ and $\| (\mathcal{L}''_g)^{-1} \| \leq c_0$, where $c_0 > 0$ does not depend on $\delta$.

Proof. Let us show that
\begin{equation}
\| \eta(\mathcal{L}_g' - \mathcal{L}_g) \| \to 0 \quad \text{as} \ \delta \to 0.
\end{equation}
To do so, we first prove that
\begin{equation}
\| \eta \left( B^0_{j\rho\mu}(x, D_y, D_z)u - B_{j\rho\mu}(D_y, D_z)u \right) \|_{\mathcal{H}_a^{l+2m-m_{j\rho\mu}(\Theta_k)}} \leq k_2 \delta \| u \|_{\mathcal{H}_a^{l+2m}(\Theta_k)}
\end{equation}
for all $u \in \mathcal{H}_a^{l+2m}(\Theta_k)$, where $\eta_1 = \eta(G_{j\rho\mu}^{-1}(y, z))$, while $k_2 > 0$ does not depend on $u$ and $\delta$.

Let $b\eta_1 D^\beta u$, $|\beta| = m_{j\rho\mu}$,
be an arbitrary term of the expression
\begin{equation}
\eta_1 (B^0_{j\rho\mu}(x, D_y, D_z)u - B_{j\rho\mu}(D_y, D_z)u),
\end{equation}
where \( b \in C^\infty(\mathbb{R}^n) \) and \( b(0) = 0 \). It follows from (2.41) and from the relation \( b(0) = 0 \) that
\[
|r^{|\alpha|} D^\alpha (b\eta)| \leq k_3 \delta, \quad x \in \mathbb{R}^n, \; |\alpha| \leq l + 2m - m_{j\mu_\nu},
\]
where \( k_3 = k_3(\alpha) > 0 \) does not depend on \( \delta \). Using (2.41) and the definition of the weighted spaces, we directly derive (2.6).

Analogous relations for the pairs of the operators \( A_j^0(x, D_y, D_z) \) and \( A_j(D_y, D_z) \) can be proved in the same way. Thus, we have proved (2.5).

It follows from the conditions of this corollary and from Theorem 2.4 that the operator \( L_g(\omega) \) is an isomorphism for any \( \omega \in S^{n-3} \). Therefore, by Theorem 2.2, the operator \( L_g \) is an isomorphism. Combining this fact with relation (2.6), we complete the proof. \( \square \)

2.4. In this subsection, we give an example of an operator which corresponds to a nonlocal elliptic problem in a dihedral angle and is an isomorphism.

**Example 2.1.** Let
\[
\Theta = \{ x = (y, z) \in \mathbb{R}^3 : 0 < \varphi < d, \; 0 < r, \; z \in \mathbb{R} \}
\]
be a three-dimensional dihedral angle, where \( r, \varphi \) are the polar coordinates of the point \( y \). Let
\[
\Gamma_1 = \{ x = (y, z) \in \mathbb{R}^3 : \varphi = 0, \; 0 < r, \; z \in \mathbb{R} \},
\]
\[
\Gamma_2 = \{ x = (y, z) \in \mathbb{R}^3 : \varphi = d, \; 0 < r, \; z \in \mathbb{R} \}
\]
be the sides of the angle \( \Theta \). Consider the nonlocal elliptic problem
\[
-\Delta v(x) = f_0(x), \quad x \in \Theta,
\]
\[
v(\varphi, r, z)|_{\Gamma_1} - \alpha_1 v(\varphi + d/2, r, z)|_{\Gamma_1} = f_1(x), \quad x \in \Gamma_1,
\]
\[
v(\varphi, r, z)|_{\Gamma_2} - \alpha_2 v(\varphi - d/2, r, z)|_{\Gamma_2} = f_2(x), \quad x \in \Gamma_2,
\]
where \( \alpha_1, \alpha_2 \in \mathbb{R} \). Thus, the values of the unknown function \( v \) on the sides \( \Gamma_1 \) and \( \Gamma_2 \) are connected with the values of \( v \) on the half-plane \( \{ x = (y, z) \in \mathbb{R}^3 : \varphi = d/2, \; 0 < r, \; z \in \mathbb{R} \} \) lying strictly inside the angle \( \Theta \). The nonlocal transformations are rotations in the \( y \)-plane only, while transformations with respect to the variables \( r \) and \( z \) are absent.

Introduce the linear bounded operator
\[
L : H^2_a(\Theta) \to H^0_a(\Theta, \Gamma) = H^0_a(\Theta) \times H^{3/2}_a(\Gamma_1) \times H^{3/2}_a(\Gamma_2)
\]
by the formula
\[
L v = (- \Delta v, v(\varphi, r, z)|_{\Gamma_1} - \alpha_1 v(\varphi + d/2, r, z)|_{\Gamma_1}, v(\varphi, r, z)|_{\Gamma_2} - \alpha_2 v(\varphi - d/2, r, z)|_{\Gamma_2});
\]
cf. (1.11). Along with the operator \( L \), we consider the linear bounded operator
\[
L(\omega) : E^2_a(\theta) \to E^0_a(\theta, \gamma) = E^0_a(\theta) \times E^{3/2}_a(\gamma_1) \times E^{3/2}_a(\gamma_2)
\]
given by
\[
L(\omega) V = (- \Delta_y V + V, V(\varphi, r)|_{\gamma_1} - \alpha_1 V(\varphi + d/2, r)|_{\gamma_1}, V(\varphi, r)|_{\gamma_2} - \alpha_2 V(\varphi - d/2, r)|_{\gamma_2}),
\]
where
\[
\theta = \{ y \in \mathbb{R}^2 : 0 < \varphi < d, \; 0 < r \},
\]
\[
\gamma_1 = \{ y \in \mathbb{R}^2 : \varphi = 0, \; 0 < r \}, \quad \gamma_2 = \{ y \in \mathbb{R}^2 : \varphi = d, \; 0 < r \}, \omega = \pm 1; \text{ cf. (2.1)}. \] (Actually, one must write \( -\Delta_y V + \omega^2 V \) instead of \( -\Delta_y V + V \) in the definition of the operator \( L(\omega) \), but \( \omega^2 = 1 \) for \( \omega = \pm 1 \). Thus, the operator \( L(\omega) \) does not depend on \( \omega \) in this example.)
The operator-valued function $\hat{L}(\lambda) : W^2(0, d) \to W^0[0, d] = L_2(0, d) \times \mathbb{C}^2$ corresponding to the operator $L(\omega)$ has the form

$$\hat{L}(\lambda)u = (-u_{\varphi\varphi} + \lambda^2 u, u|_{\varphi=0} - \alpha_1 u|_{\varphi=d/2}, u|_{\varphi=d} - \alpha_2 u|_{\varphi=d/2});$$

cf. (2.7).

We prove that the operator $L(\omega)$ is an isomorphism for $0 \leq a \leq 2$, $0 < |\alpha_1 + \alpha_2| < 2$, and $0 < d < 2 \arctan \sqrt{4(\alpha_1 + \alpha_2)^{-2} - 1}$. In this case, Theorem (2.2) implies that the operator $L$ is also an isomorphism.

The proof comprises three parts.

(1) We prove that the equation

$$(2.10) \quad A_0 w = f_0$$

has a unique solution for any $f_0 \in L_2(\theta)$, where $A_0 : D(A_0) \subset L_2(\theta) \to L_2(\theta)$ is the linear bounded operator given by

$A_0 w = -\Delta w + w, \quad w \in D(A_0) = \{w \in W^1_0(\theta) : -\Delta w + w \in L_2(\theta)\}$,

$W^1_0(\theta) = \{w \in W^1(\theta) : w(\varphi, r)|_{\gamma_1} - \alpha_1 w(\varphi + d/2, r)|_{\gamma_1} = 0,
\quad w(\varphi, r)|_{\gamma_2} - \alpha_2 w(\varphi - d/2, r)|_{\gamma_2} = 0\}.$

To prove the unique solvability of (2.10), we reduce it to an elliptic functional differential equation.

(2) We show that each solution of (2.10) belongs to $H^2(\theta \cap B_R)$ for all $R > 0$.

(3) We prove that the equation

$$(2.11) \quad L(\omega)V = f$$

has a unique solution for any $f = (f_0, f_1, f_2) \in E^0_\alpha(\theta, \gamma)$.

1. Let us prove that (2.10) has a unique solution $w \in D(A_0)$ for any $f_0 \in L_2(\theta)$. To do this, we reduce (2.10) to a functional differential equation.

1a. Consider the functional operator $R : L_2(\mathbb{R}^2) \to L_2(\mathbb{R}^2)$ given by

$Ru = u(\varphi, r) + \alpha_1 u(\varphi + d/2, r) + \alpha_2 u(\varphi - d/2, r)$.

Let $I_0 : L_2(\theta) \to L_2(\mathbb{R}^2)$ denote the operator which extends a function defined on $\theta$ to $\mathbb{R}^2$ by zero and $P_0 : L_2(\mathbb{R}^2) \to L_2(\theta)$ the operator which restricts a function defined on $\mathbb{R}^2$ to $\theta$. Set

$R_\theta = P_0 R I_0$.

We claim that the operator $R_\theta$ has the bounded inverse

$R_\theta^{-1} = P_0 R' I_\theta$,

where

$R'u = (u(\varphi, r) - \alpha_1 u(\varphi + d/2, r) - \alpha_2 u(\varphi - d/2, r))/(1 - \alpha_1 \alpha_2),
$ provided that $\alpha_1 \alpha_2 \neq 1$ (which is true because $|\alpha_1 + \alpha_2| < 2$).

Indeed,

$R_\theta u = u(\varphi, r) + \alpha_1 u(\varphi + d/2, r)$ for $y \in \theta_1 = \{y \in \mathbb{R}^2 : 0 < \varphi < d/2, 0 < r\},
\quad R_\theta u = u(\varphi, r) + \alpha_2 u(\varphi - d/2, r)$ for $y \in \theta_2 = \{y \in \mathbb{R}^2 : d/2 < \varphi < d, 0 < r\}$.

Therefore,

$R_\theta^{-1} R_\theta u = (u(\varphi, r) + \alpha_1 u(\varphi + d/2, r) - \alpha_1 u(\varphi + d/2, r) - \alpha_1 \alpha_2 u(\varphi, r))/(1 - \alpha_1 \alpha_2)
= u(\varphi, r)$ for $y \in \theta_1,
\quad R_\theta^{-1} R_\theta u = (u(\varphi, r) + \alpha_2 u(\varphi - d/2, r) - \alpha_2 u(\varphi - d/2, r) - \alpha_1 \alpha_2 u(\varphi, r))/(1 - \alpha_1 \alpha_2)
= u(\varphi, r)$ for $y \in \theta_2,$
It is clear that equation (2.14) gives the proof here.

The symmetric part of the matrix \( R_\theta \) is isomorphisms for all \( R > 0 \), where

\[
\begin{align*}
\hat{W}^1(\theta) &= \{ u \in W^1(\theta) : u|_{\gamma_1} = 0, u|_{\gamma_2} = 0 \}, \\
\hat{W}^1(\theta \cap B_R) &= \{ u \in \hat{W}^1(\theta \cap B_R) : u|_{\gamma_1} = 0, u|_{\gamma_2} = 0 \}, \\
W^1_\alpha(\theta \cap B_R) &= \{ w \in W^1(\theta \cap B_R) : w(\varphi, r)|_{\gamma_1} - \alpha_1 w(\varphi + d/2, r)|_{\gamma_1} = 0, \\
&\quad w(\varphi, r)|_{\gamma_2} - \alpha_2 w(\varphi - d/2, r)|_{\gamma_2} = 0 \}.
\end{align*}
\]

It follows from what has been proved in part 1a that (2.10) is equivalent to the equation

\[
(2.13) \quad A_\mathcal{R} u = f_0,
\]

where \( A_\mathcal{R} : D(A_\mathcal{R}) \subset L_2(\theta) \to L_2(\theta) \) is the unbounded operator given by

\[
A_\mathcal{R} u = (-\Delta + I) R_\theta u, \quad u \in D(A_\mathcal{R}) = \{ u \in \hat{W}^1(\theta) : (-\Delta + I) R_\theta u \in L_2(\theta) \},
\]

and \( I \) stands for the identity operator in \( L_2(\theta) \).

Similarly to Theorem 10.1 in [28, Chap. 2, Sec. 10], one can show that (2.13) has a unique solution for any \( f_0 \in L_2(\theta) \). However, for the reader’s convenience, we prefer to give the proof here.

Consider the sesquilinear form \( b_\mathcal{R}[u, v] \) with the domain \( D(b_\mathcal{R}) = \hat{W}^1(\theta) \) given by

\[
(2.14) \quad b_\mathcal{R}[u, v] = \int_{\theta} \left( \sum_{i=1,2} (R_\theta u)_y, (\bar{v}_y + R_\theta \bar{v}) \right) dy.
\]

It is clear that

\[
(2.15) \quad R_\theta u_y = (R_\theta u)_y, \quad \text{for } u \in \hat{W}^1(\theta).
\]

It follows from the Schwarz inequality and from (2.15) that

\[
(2.16) \quad |b_\mathcal{R}[u, v]| \leq k_1 \| u \|_{\hat{W}^1(\theta)} \| v \|_{\hat{W}^1(\theta)},
\]

where \( k_1 > 0 \) does not depend on \( u \) and \( v \).

Introduce the isomorphism \( U : L_2(\theta) \to L_2(\theta_1) \times L_2(\theta_1) \) by the formula

\[
(Uu)_i(y) = u(\varphi + (i-1)d/2, r), \quad y \in \theta_i, \ i = 1, 2.
\]

Let \( R_1 = \begin{pmatrix} \alpha_1 & 1 \\ \alpha_2 & 0 \end{pmatrix} \). One can directly verify that

\[
(2.17) \quad R_\theta u = U^{-1} R_1 U u = U^* R_1 U u.
\]

The symmetric part of the matrix \( R_1 \) has the form

\[
(R_1 + R_1^*)/2 = \begin{pmatrix} \alpha_1 + \alpha_2/2 & (\alpha_1 + \alpha_2)/2 \\ (\alpha_1 + \alpha_2)/2 & \alpha_1 + \alpha_2/2 \end{pmatrix}.
\]
Since $|\alpha_1 + \alpha_2| < 2$, it follows that the matrix $(R_1 + R_1^*)/2$ is positive definite. Therefore, using (2.15) and (2.17), we obtain

\begin{equation}
\text{Re} b_R[u, u] = \int_{\theta_1} \sum_i \left\{ \frac{(R_1 + R_1^*)}{2} (u_{u_{y_i}}), u_{u_{y_i}} \right\}_{C^2} + \left( \frac{(R_1 + R_1^*)}{2} u, u \right)_{C^2} \right\} dy \\
\geq k_2 \int_{\theta_1} \left\{ \sum_i (u_{u_{y_i}}), u_{u_{y_i}} \right\}_{C^2} + (u, u)_{C^2} \right\} dy = k_2 \|u\|^2_{W^1(\theta)},
\end{equation}

where $k_2 > 0$ does not depend on $u$.

Inequalities (2.16) and (2.18) imply that $b_R$ is a closed sectorial form on $L_2(\theta)$, with the domain $D(b_R) = W^1(\theta)$ and vertex $k_2 > 0$ (see [13 Chap. 6, Sec. 2]). It follows from the first representation theorem (see [13 Chap. 6, Sec. 2]) that the $m$-sectorial operator $A_R$ associated with the form $b_R$ has a bounded inverse $A_R^{-1} : L_2(\theta) \to W^1(\theta)$.

Thus, we have proved that (2.10) has a unique solution $w = R_{\theta} A_R^{-1} f_0 \in D(A_0)$ for any $f_0 \in L_2(\theta)$.

2. We now prove that, if $w \in D(A_0)$ is a solution of (2.10), then $w \in H_1^2(\theta \cap B_R(0))$ for any $R > 0$.

2a. Denote $\theta^s_j = \theta \cap \{ 2^{-j} < |y| < 2^{s+j} \}$, $\gamma^s_j = \gamma_\rho \cap \{ 2^{-j} < |y| < 2^{s+j} \}$, where $s = 0, \pm 1, \pm 2, \ldots$, $\rho, j = 1, 2, 3$; $\gamma_3 = \{ y \in \mathbb{R}^2 : \varphi = d/2, 0 < r \}$.

We prove that $w \in W^2(\theta^s_j)$ for any $s$. By the theorem on interior smoothness (see, e.g., Theorem 3.2 in [19 Chap. 2, Sec. 3]), we have $w|_{\gamma_3^s} \in W^{3/2}(\gamma_3^s)$. Since

\[ w(\varphi, r)|_{\gamma_1} = \alpha_1 w(\varphi + d/2, r)|_{\gamma_1}, \quad w(\varphi, r)|_{\gamma_2} = \alpha_2 w(\varphi - d/2, r)|_{\gamma_2}, \]

it follows that

\[ w|_{\gamma_1^s} \in W^{3/2}(\gamma_1^s), \quad w|_{\gamma_2^s} \in W^{3/2}(\gamma_2^s). \]

Therefore, using a theorem on smoothness of solutions of local boundary-value problems in bounded domains (see, e.g., Theorem 8.2 in [19 Chap. 2, Sec. 8]), we obtain $w \in W^2(\theta^s_j)$. Since $\theta^s_j = \theta^{s-1,2} \cup \theta^{s+1,2}$, it follows that $w \in W^2(\theta^s_j)$ for any $s$.

2b. Let us prove that

\begin{equation}
\|w\|_{W^2(\theta^{00}_1)} \leq k_3(\| - \Delta w \|_{L_2(\theta^{00}_1)} + \|w\|_{W^1(\theta^{00}_1)}),
\end{equation}

where $k_3, k_4, \ldots > 0$ do not depend on $w$.

To do this, we denote $\theta^{02}_2 = \{ y \in \theta^{02}_2 : d/4 < \varphi < 3d/4 \}$ and consider a function $\xi_0 \in C^\infty_0(\theta^{00}_1)$ such that $\xi_0(y) = 1$ for $y \in \theta^{02}_2$.

Using the a priori estimate for solutions of local elliptic problems (see, e.g., Theorem 8.2 in [19 Chap. 2, Sec. 8] and Theorem 9.1 in [19 Chap. 2, Sec. 9]) and Leibniz’ formula, we have

\begin{equation}
\|w|_{\theta^{02}_2}\|_{L^2(\theta^{00}_1)} \leq \|w\|_{W^2(\theta^{00}_1)} \leq \|\xi_0 w\|_{L^2(\theta^{00}_1)} \leq k_3(\| w \|_{L_2(\theta^{00}_1)} + \|w\|_{W^1(\theta^{00}_1)}).
\end{equation}

Introduce a function $\xi_1(r) \in C^\infty_0(0, +\infty)$ such that $\xi_1(r) = 1$ for $2^{-1} \leq r \leq 2$ and $\text{supp} \xi_1 \subset (2^{-2}, 2^2)$. Applying Theorem 8.2 in [19 Chap. 2, Sec. 8] and Theorem 9.1 in [19 Chap. 2, Sec. 9] again and using (2.20), we obtain

\begin{equation}
\|w\|_{W^2(\theta^{00}_1)} \leq \|\xi_1 w\|_{W^2(\theta^{00}_1)} \leq k_6(\| w \|_{L_2(\theta^{00}_1)} + \sum_{\rho = 1, 2} |\xi_1 w|_{\gamma_3^s}) \|_{W^{3/2}(\gamma_3^s)} \leq k_7(\| w \|_{L_2(\theta^{00}_1)} + \|w\|_{W^1(\theta^{00}_1)}).
\end{equation}

Thus, inequality (2.19) is proved.

2c. Now we prove that $w \in H_1^2(\theta \cap B_R(0))$ for any $R > 0$. It follows from part 2a of the proof that $w \in H_1^2(\theta^s_j)$ (we set $\rho(y) = |y|$ in the definition of the space $H_1^2(\theta^s_j)$). Set
\[ y' = 2^{-s}y. \] Clearly, \( y' \in \Theta^{(s)} \) for \( y \in \Theta^{(s)} \). Therefore, using the fact that \( 2^{s-1} < r < 2^{s+1} \) for \( y \in \Theta^{(s)} \), letting \( w^s(y') = w(2^sy') \) and applying inequality \( (2.19) \), we obtain

\[
\|w\|_{H^2(\Theta^{(s)})} \leq k_8 \sum_{|\alpha| \leq 2} 2^{2s(1+|\alpha|)} \int_{\Theta^{(s)}} \|D_y^\alpha w(y')\|^2 dy'
\]

\[
= k_8 \sum_{|\alpha| \leq 2} \int_{\Theta^{(s)}} \|D_y^\alpha w^s(y')\|^2 dy'
\]

\[
\leq k_9 \left( \| - \Delta y' w^s(y') \|_{L^2(\Theta^{(s)})} + \sum_{|\alpha| \leq 1} \|D_y^\alpha y' w^s(y')\|_{L^2(\Theta^{(s)})} \right)
\]

\[
= k_9 \left( 2^{2s} \| - \Delta w(y) \|_{L^2(\Theta^{(s)})} + \sum_{|\alpha| \leq 1} 2^{2s(0-1+|\alpha|)} \|D_y^\alpha w(y)\|_{L^2(\Theta^{(s)})} \right),
\]

where \( k_7, k_8, \ldots > 0 \) do not depend on \( w \) and \( s \). It follows from \( (2.21) \) that

\[
\|w\|_{H^2(\Theta^{(s)})} \leq k_{10} (\| - \Delta w + w \|_{L^2(\Theta^{(s)})} + \|w\|_{H^1(\Theta^{(s)})})
\]

for \( s \leq [\log_2 R] \). Now we claim that

\[
w \in H^1_0(\Theta \cap B_{8R}).
\]

Indeed,

\[
w \in W^1(\Theta \cap B_{8R})
\]

by assumption. Therefore, \( R^{(-1)}_0 w \in \tilde{W}^1(\Theta \cap B_{8R}) \) because the operator \( R_\theta : \tilde{W}^1(\Theta \cap B_{8R}) \to W^1_1(\Theta \cap B_{8R}) \) is an isomorphism. By Lemma 4.8 in [15], \( \tilde{W}^1(\Theta \cap B_{8R}) \subset H^1_0(\Theta \cap B_{8R}) \), which implies that \( R^{(-1)}_0 w \in H^1_0(\Theta \cap B_{8R}) \). Therefore, using \( (2.12) \), we have

\[
w \in H^1_0(\Theta \cap B_{8R}), \quad w \in H^1_0(\Theta \cap B_{8R}).
\]

Combining these relations with \( (2.24) \) yields \( (2.23) \).

Summing inequalities \( (2.22) \) with respect to \( s \leq [\log_2 R] \) and taking into account relation \( (2.23) \), we obtain

\[
\|w\|_{H^2(\Theta \cap B_{R})} \leq k_{11} (\| - \Delta w + w \|_{L^2(\Theta \cap B_{8R})} + \|w\|_{H^1(\Theta \cap B_{8R})}).
\]

Thus, we have proved that \( w \in H^2(\Theta \cap B_{R}) \).

3. We finally prove that \( (2.11) \) has a unique solution \( V \in E^2_\alpha(\theta) \) for any \( f \in E^0_\alpha(\theta', \gamma) \), where \( 0 \leq a \leq 2 \).

3a. Let \( w \in D(A_\alpha) \) be a solution of \( (2.10) \) with right-hand side \( f_0 \in C^\infty(\Theta \setminus \{0\}) \). It is easy to check that the strip \( -1 \leq \text{Im} \, \lambda \leq 1 \) contains no eigenvalues of the operator-valued function \( \tilde{L}(\lambda) \) for \( 0 < d < 2 \arctan \sqrt{(a_1 + a_2)^{-2} - 1} \) (see [9] Sec. 9.1). On the other hand, \( w \in \tilde{H}^2_\alpha(\theta \cap B_1) \) by the above, and the inequalities \( -1 \leq a + 1 - 2 \leq 1 \) hold. Therefore, by Lemma 3.2 in [24] concerning the asymptotic behavior of solutions of nonlocal elliptic problems in plane angles, we have \( w \in H^2_\alpha(\Theta \cap B_1) \).

3b. Now let us prove that the equation

\[
\mathcal{L}(\omega) w = (F_0, 0, 0)
\]

has a solution \( w \in E^2_\alpha(\theta) \) for any \( F_0 \in E^0_\alpha(\theta) \).

Repeating the arguments from the proof of inequality \( (2.4) \) in [24] Chap. 6, Sec. 2], one can see that a solution \( w \in D(A_\alpha) \) of \( (2.11) \) with right-hand side \( f_0 \in C^\infty(\Theta \setminus \{0\}) \) belongs to \( E^2_\alpha(\theta \cap B_{1/2}) \). Combining this fact with part 3a of our proof yields \( w \in E^2_\alpha(\theta) \). Since the line \( \text{Im} \, \lambda = a + 1 - 2 \) contains no eigenvalues of the operator-valued function \( \tilde{L}(\lambda) \), it follows from Theorem \( (2.1) \) that the set of functions \( F_0 \in E^0_\alpha(\theta) \) for which \( (2.25) \)
has a solution is closed in $E^0_\alpha(\theta)$. On the other hand, the set $C^\omega_0(\overline{\mathcal{G} \setminus \{0\}})$ is dense in $E^0_\alpha(\theta)$. Therefore, (2.25) has a solution $w \in E^2_\alpha(\theta)$ for any $F_0 \in E^0_\alpha(\theta)$.

3c. Let us show that $\mathcal{R}(\mathcal{L}(\omega)) = E^0_\alpha(\theta, \gamma)$. Take functions $U_\rho \in E^2_\alpha(\theta)$ such that $U_\rho|_{\gamma} = f_\rho$, $\rho = 1, 2$. Consider cut-off functions $\eta_\rho(\varphi) \in C^\infty[0, d]$ such that $\eta_\rho(\varphi) = 1$ for $0 \leq \varphi \leq d/4$, $\eta_\rho(\varphi) = 0$ for $d/4 < \varphi \leq d$ and $\eta_\rho(\varphi) = 0$ for $0 < \varphi \leq d/3$. Then (2.14) is equivalent to (2.25), where $F_0 = \Delta U - U + f_0$, $U = \eta_1 U_1 + \eta_2 U_2 \in E^2_\alpha(\theta)$, and $w = V - U$. It is proved in part 3b that (2.25) has a solution $w \in E^2_\alpha(\theta)$ for any $F_0 \in E^0_\alpha(\theta)$. Therefore, (2.11) has a solution $V = w + U \in E^2_\alpha(\theta)$ for any $f \in E^0_\alpha(\theta, \gamma)$.

3d. It remains to prove that $\mathcal{N}(\mathcal{L}(\omega)) = \{0\}$. Let $w \in E^2_\alpha(\theta)$ be a solution of (2.25) with $F_0 = 0$. Using the same arguments as in part 3a of this proof, we have $w \in H^2_0(\theta \cap B_1) \subset W^1(\theta \cap B_1)$. On the other hand, $E^2_\alpha(\theta, \gamma) \cap B^1_{1/2} \subset W^1(\theta \cap B_1)$ because $a \geq 0$. Therefore, $w \in W^1(\theta)$, and $w = 0$ by part 1 of this proof.

Note that Example 2.1 was earlier studied by another method in [5, Sec. 10]. The approach proposed in [5] is based on the Green formulas for nonlocal elliptic problems (see [5]) and on the interrelation between nonlocal elliptic problems and boundary-value problems for functional differential equations (see [23]). Other examples of nonlocal elliptic problems generalizing problem (2.3), (2.9) and being uniquely solvable in dihedral angles are constructed in [23].

2.5. Given a point $g \in K_\gamma$, we consider the linear bounded operator

$$\mathcal{L}_g(\omega) : E^{l+2m}(\mathbb{R}^2_+) \to \mathcal{E}^l_\alpha(\mathbb{R}^2_+, \gamma)$$

given by

$$\mathcal{L}_g(\omega) V = (A(D_g, \omega) V(y), B_{\mu_0}(D_g, \omega) V(y)|_{\mathbb{R}_-}, B_{\mu_0}(D_g, \omega) V(y)|_{\mathbb{R}_+}),$$

where

$$\mathcal{E}^l_\alpha(\mathbb{R}^2_+, \gamma) = E^l_\alpha(\mathbb{R}^2_+) \times E^{l+2m-m_\mu-1/2}(\mathbb{R}_-) \times E^{l+2m-m_\mu-1/2}(\mathbb{R}_+),$$

$$\mathbb{R}^2_+ = \{y \in \mathbb{R}^2 : |\varphi| < \pi/2\}, \mathbb{R}_- = \{y \in \mathbb{R}^2 : \varphi = -\pi/2\}, \omega \in S^{n-3}; \text{ cf. (1.10).}$$

We write the operators $A(D_g, 0)$ and $B_{\mu_0}(D_g, 0)$ in polar coordinates:

$$A(D_g, 0) = r^{-2m} \hat{A}(\varphi, D\varphi, rD\varphi), \quad B_{\mu_0}(D_g, 0) = r^{-m_\mu} \hat{B}_{\mu_0}(\varphi, D\varphi, rD\varphi).$$

Consider the analytic operator-valued function

$$\hat{\mathcal{L}}_g(\lambda) : W^{l+2m}(-\pi/2, \pi/2) \to W^l(-\pi/2, \pi/2)$$

given by

$$\hat{\mathcal{L}}_g(\lambda) w = (\hat{A}(\varphi, D\varphi, \lambda) w, \hat{B}_{\mu_0}(\varphi, D\varphi, \lambda) w|_{\varphi = -\pi/2}, \hat{B}_{\mu_0}(\varphi, D\varphi, \lambda) w|_{\varphi = \pi/2}),$$

where

$$W^{l+2m}(-\pi/2, \pi/2) = W^l(-\pi/2, \pi/2) \times \mathbb{C} \times \mathbb{C}; \text{ cf. (2.2).}$$

It follows from [2, 4] that there exists a finite-meromorphic operator-valued function $\hat{\mathcal{R}}_g(\lambda) : W^{l+2m}(-\pi/2, \pi/2) \to W^l(-\pi/2, \pi/2)$ such that $\hat{\mathcal{L}}_{g_\lambda}(\lambda) = \hat{\mathcal{R}}_g(\lambda)$ for any $\lambda$ that is not a pole of $\hat{\mathcal{R}}_g(\lambda)$. Moreover, if $\lambda_0 = \mu_0 + i\nu_0$ is a pole of $\hat{\mathcal{R}}_g(\lambda)$, then $\lambda_0$ is an eigenvalue of $\hat{\mathcal{L}}_g(\lambda)$, and there exists a $\delta > 0$ such that the set $\{\lambda \in \mathbb{C} : 0 < |\text{Im} \lambda - i\nu_0| < \delta\}$ contains no eigenvalues of $\hat{\mathcal{L}}_g(\lambda)$.

The following theorem establishes a connection between the operators $\mathcal{L}_g$ and $\mathcal{L}_g(\omega)$ (see Theorem 2.1 in [23, Chap. 6, Sec. 2]).

**Theorem 2.3.** Let Conditions (1.1) and (1.2) hold. Assume that the line $\text{Im} \lambda = a+1-l-2m$ contains no eigenvalues of $\hat{\mathcal{L}}_g(\lambda)$ and $\dim \mathcal{N}(\mathcal{L}_g(\omega)) = \text{codim} \mathcal{R}(\mathcal{L}_g(\omega)) = 0$ for any $\omega \in S^{n-3}$. Then the operator $\mathcal{L}_g : \mathcal{H}^{l+2m}_a(\mathbb{R}^n_+) \to \mathcal{H}^l_\alpha(\mathbb{R}^n_+, \Gamma)$ is an isomorphism.
Solvability of Nonlocal Elliptic Problems

3. Local Elliptic Problems in \( \mathbb{R}^n \setminus \mathcal{P} \)

3.1. In Secs. 3.1 and 3.2 we recall some known results on the solvability of elliptic problems in \( \mathbb{R}^2 \setminus \{0\} \). These results are adopted from [24, 6]; they will be applied to the investigation of local elliptic problems in \( \mathbb{R}^n \setminus \mathcal{P}, n \geq 3 \); see Secs. 3.3–3.5.

Let \( A \) be a properly elliptic homogeneous operator with constant complex coefficients given by

\[
A = A(D_y) = \sum_{|\alpha| = 2m} a_{\alpha}D_y^\alpha.
\]

The operator \( A : H^{l+2m}_0(\mathbb{R}^2) \rightarrow H^l_0(\mathbb{R}^2) \) is bounded for any fixed integer \( l \geq 0 \). We consider the equation

\[
(3.1) \quad Av = f_0(y), \quad y \in \mathbb{R}^2 \setminus \{0\},
\]

where \( f_0 \in H^l_0(\mathbb{R}^2) \).

Write the operator \( A(D_y) \) in polar coordinates:

\[
A(D_y) = r^{-2m} \hat{A}(\varphi, D_\varphi, rD_\tau) = r^{-2m} \sum_{\alpha_1 + \alpha_2 \leq 2m} a_{\alpha_1, \alpha_2}(\varphi) D_\varphi^{\alpha_1}(rD_\tau)^{\alpha_2},
\]

where \( a_{\alpha_1, \alpha_2} \in C_2^\infty[0, 2\pi] \), and \( C_2^\infty[0, 2\pi] \) is the set of functions defined on the interval \([0, 2\pi]\) such that their \( 2\pi \)-periodic extensions are infinitely differentiable on \( \mathbb{R} \).

By using the Fourier transform with respect to \( \tau \), we obtain from (3.1) that

\[
(3.2) \quad \hat{A}(\varphi, D_\varphi, rD_\tau)v = \hat{F}_0(\varphi, r), \quad 0 < \varphi < 2\pi, \quad -\infty < \tau < \infty,
\]

\[
(3.3) \quad D_\varphi^j v|_{\varphi=0} = D_\varphi^j v|_{\varphi=2\pi}, \quad -\infty < \tau < \infty, \quad j = 0, \ldots, l + 2m - 1,
\]

where \( D_\varphi = -i\partial/\partial \varphi \), \( F_0(\varphi, r) = e^{-2\pi \varphi} f_0(\varphi, r) \), \( D_\varphi F_0|_{\varphi=0} = D_\varphi F_0|_{\varphi=2\pi} \), \( j = 1, \ldots, l - 1 \).

Denote by \( W_{2n}^k(0, 2\pi) \) the closure of the set \( C_2^\infty[0, 2\pi] \) in the space \( W^k(0, 2\pi) \). Consider the operator-valued function \( \hat{A}(\lambda) : W_{2n}^{l+2m}(0, 2\pi) \rightarrow W_{2n}^l(0, 2\pi) \) given by

\[
\hat{A}(\lambda)w = \hat{A}(\varphi, D_\varphi, \lambda)w(\varphi).
\]

It follows from [24, Sec. 1] that there exists a finite-meromorphic operator-valued function \( \hat{R}(\lambda) : W_{2n}^{1}(0, 2\pi) \rightarrow W_{2n}^{l+2m}(0, 2\pi) \) such that \( \hat{A}^{-1}(\lambda) = \hat{R}(\lambda) \) for any \( \lambda \) that is not a pole of \( \hat{R}(\lambda) \). Moreover, if \( \lambda_0 = \mu_0 + i\nu_0 \) is a pole of \( \hat{R}(\lambda) \), then \( \lambda_0 \) is an eigenvalue of \( \hat{A}(\lambda) \), and there exists a \( \delta > 0 \) such that the set \( \{ \lambda \in \mathbb{C} : 0 < |\Im \lambda - \nu_0| < \delta \} \) contains no eigenvalues of \( \hat{A}(\lambda) \).

The following result is proved in [24, Sec. 1].

**Lemma 3.1.** Assume that the line \( \Im \lambda = a + 1 - l - 2m \) contains no eigenvalues of the operator-valued function \( \hat{A}(\lambda) \). Then (3.1) has a unique solution \( v \in H_{2n}^{l+2m}(\mathbb{R}^2) \) for any \( f_0 \in H_{2n}^l(\mathbb{R}^2) \) and

\[
(3.6) \quad \|v\|_{H_{2n}^{l+2m}(\mathbb{R}^2)} \leq c\|f_0\|_{H_{2n}^l(\mathbb{R}^2)},
\]

where \( c > 0 \) does not depend on \( f_0 \).
3.2. Now we consider the asymptotic behavior of solutions of elliptic problems in $\mathbb{R}^2 \setminus \{0\}$. Let $l_1, l_2 \geq 0$ be integers, and let $a_1, a_2 \in \mathbb{R}$ be such that
$$h_2 = a_2 + 1 - l_2 - 2m < a_1 + 1 - l_1 - 2m = h_1.$$ By the above properties of the operator-valued function $\hat{A}(\lambda)$, the strip $h_2 < \text{Im} \lambda < h_1$ contains finitely many eigenvalues $\lambda_j, j = 1, \ldots, J$, of $\hat{A}(\lambda)$. Let $q_j$ be the geometrical multiplicity of the eigenvalue $\lambda_j$. Denote by
$$\{\psi_j^{0,q}(\varphi), \ldots, \psi_j^{p_j-1,q}(\varphi)\}, \quad q = 1, \ldots, q_j,$$
a canonical system of Jordan chains corresponding to the eigenvalue $\lambda_j$, where $p_j \geq p_{j-1} \geq \cdots \geq p_{j-2}$ are the ranks of the eigenvectors $\psi_j^{0,1}(\varphi), \ldots, \psi_j^{0,q_j}(\varphi)$, respectively; see [4, Sec. 1]. It is known that the Jordan chain $\{\psi_j^{0,q}(\varphi)\}$ satisfies the equations
$$v(y) = \sum_{j=1}^{J} \sum_{q=1}^{p_j} \sum_{k=0}^{p_j-1} \alpha_j^{kq} \psi_j^{kq}(y) + w(y), \quad y \in \mathbb{R}^2 \setminus \{0\};$$
where
$$\psi_j^{kq}(y) = r^{i\lambda_j} \sum_{n=0}^{k} \frac{1}{n!} (i \ln r)^{n} \psi_j^{k-n,q}(\varphi),$$
$$\alpha_j^{kq} = \alpha_j^{kq}(f_0)$$
are linear bounded functionals on $H_a^{l_1}(\mathbb{R}^2) \cap H_{a_2}^{l_2}(\mathbb{R}^2)$, the function $w \in H_a^{l_2+2m}(\mathbb{R}^2)$ satisfies the equation $Aw = f_0$ and the inequality
$$\|w\|_{H_a^{l_2+2m}(\mathbb{R}^2)} \leq c\|f_0\|_{H_{a_2}^{l_2}(\mathbb{R}^2)},$$
where $c > 0$ does not depend on $f_0$.

This lemma was obtained in [24, Sec. 3] in a slightly different form. Its proof is similar to that of Theorem 1.4 in [22, Chap. 3, Sec. 1]; see also [6, Sec. 5], where the coefficients $\alpha_j^{kq}$ are explicitly calculated.

Remark 3.1. It is easy to see that $\psi_j^{s,q} \in C_{2\pi}^{\infty}[0, 2\pi], j = 1, \ldots, J; q = 1, \ldots, q_j; s = 0, \ldots, p_{j-1}$.

Remark 3.2. Lemma 3.2 is also valid for $h_2 \geq h_1$.

Using the same arguments as in [22, Chap. 3, Sec. 1], one can obtain the following corollaries from Lemma 3.2 (see also [6, Sec. 5]).

Corollary 3.1. Let the conditions of Lemma 3.2 hold, and let the strip $h_2 < \text{Im} \lambda < h_1$ contain no eigenvalues of $\hat{A}(\lambda)$. Then $v \in H_a^{l_2+2m}(\mathbb{R}^2)$.

Corollary 3.2. Let the line $\text{Im} \lambda = a + 1 - l - 2m$ contain an eigenvalue of $\hat{A}(\lambda)$. Then the kernel of the operator $A : H_a^{l_2+2m}(\mathbb{R}^2) \to H_a^l(\mathbb{R}^2)$ is trivial, while the image of $A$ is not closed in $H_a^l(\mathbb{R}^2)$. 

Example 3.1. We consider the equation
\begin{equation}
-\Delta v(y) = f_0(y), \quad y \in \mathbb{R}^2 \setminus \{0\}.
\end{equation}
Introduce the operator \( A : H^2_0(\mathbb{R}^2) \to H^0_0(\mathbb{R}^2) \) by the formula \( Av = -\Delta v \).

Passing to the variables \( \tau, \varphi \) and using the Fourier transform with respect to \( \tau \), we have
\begin{equation}
\hat{\phi}_{\varphi}(\varphi, \lambda) + \lambda^2 \hat{v}(\varphi, \lambda) = \hat{F}_0(\varphi, \lambda), \quad 0 < \varphi < 2\pi,
\end{equation}
\begin{equation}
\hat{v}|_{\varphi=0} = \hat{v}|_{\varphi=2\pi}, \quad \hat{v}_{\varphi}|_{\varphi=0} = \hat{v}_{\varphi}|_{\varphi=2\pi},
\end{equation}
where \( F_0(\varphi, \tau) = e^{2\pi f_0(\varphi, \tau)} \); cf. (3.4), (3.5).

Let us study the eigenvalue problem for the corresponding operator-valued function
\[ A(\lambda) : W^2_0(0, 2\pi) \to L^2(0, 2\pi) \] given by
\[ A(\lambda) \hat{v} = -\hat{\phi}_{\varphi} + \lambda^2 \hat{v}. \]
The general solution of the equation
\begin{equation}
-\hat{\phi}_{\varphi} + \lambda^2 \hat{v} = 0
\end{equation}
for \( \lambda \neq 0 \) has the form
\begin{equation}
\hat{v}(\varphi) = c_1 e^{\lambda \varphi} + c_2 e^{-\lambda \varphi}.
\end{equation}
Substituting this solution into (3.14), we have
\[ c_1(1 - e^{2\lambda \varphi}) + c_2(1 - e^{-2\lambda \varphi}) = 0, \]
\[ c_1\lambda(1 - e^{2\lambda \varphi}) - c_2\lambda(1 - e^{-2\lambda \varphi}) = 0. \]
Therefore, the set of nonzero eigenvalues of \( A(\lambda) \) coincides with the set of nonzero roots of the equation
\[ e^{\lambda 2\pi} = 1. \]
The nonzero roots of this equation have the form
\begin{equation}
\lambda_k = ik, \quad k = \pm 1, \pm 2, \ldots.
\end{equation}
It is evident that \( \lambda_0 = 0 \) is also an eigenvalue of \( A(\lambda) \).

1. Let us first consider the eigenvalue \( \lambda_0 = 0 \). The corresponding eigenvector has the form \( \psi^{0,1}_0(\varphi) = 1 \) (up to a factor). The geometric multiplicity of \( \lambda_0 = 0 \) is equal to 1.

Due to (3.8), an associated vector \( \psi^{1,1}_0(\varphi) \) must satisfy the equation
\[ \hat{A}(0)\psi^{1,1}_0 + \partial_\lambda \hat{A}(0)\psi^{0,1}_0 = 0, \]
which is equivalent to the following problem:
\[ (\psi^{1,1}_0)_{\varphi=0} = 0, \quad 0 < \varphi < 2\pi, \quad (\psi^{1,1}_0)_{\varphi=2\pi} = (\psi^{1,1}_0)_{\varphi=0}. \]
Hence, \( \psi^{1,1}_0 = 0 \) (note that an associated vector of an operator-valued function, unlike an eigenvector, can be equal to zero).

Due to (3.8), the second associated vector \( \psi^{2,1}_0(\varphi) \) must satisfy the equation
\[ \hat{A}(0)\psi^{2,1}_0 + \partial_\lambda \hat{A}(0)\psi^{1,1}_0 + \frac{1}{2} \partial^2_\lambda \hat{A}(0)\psi^{0,1}_0 = 0, \]
which is equivalent to the following problem:
\begin{equation}
(\psi^{2,1}_0)_{\varphi=1} = 1, \quad 0 < \varphi < 2\pi,
\end{equation}
\begin{equation}
\psi^{2,1}_0|_{\varphi=0} = \psi^{2,1}_0|_{\varphi=2\pi}, \quad (\psi^{2,1}_0)_{\varphi=0} = (\psi^{2,1}_0)_{\varphi=2\pi}. \]
Substituting the general solution $\psi_0^{2,1}(\varphi) = c_0 + c_1 \varphi + \varphi^2/2$ of (3.18) into (3.19), we obtain
\[
2\pi c_1 + 4\pi^2/2 = 0, \quad 2\pi = 0.
\]
This system is incompatible, and hence there does not exist a second associated vector for $\lambda_0 = 0$.

2. Consider the eigenvalue $\lambda_k = ik$, $k = \pm 1, \pm 2, \ldots$. There are two linearly independent eigenvectors corresponding to $\lambda_k$,
\[
\psi_k^{0,1} = \sin k\varphi, \quad \psi_k^{0,2} = \cos k\varphi
\]
(up to a factor). Hence, the geometric multiplicity of $\lambda_k$ equals 2.

Due to (3.8), an associated vector $\psi_k^{1,j}(\varphi)$ ($j = 1, 2$) must satisfy the equation
\[
\hat{A}(ik)\psi_k^{1,j} + \partial_\varphi \hat{A}(ik)\psi_k^{0,j} = 0,
\]
which is equivalent to the following problem:

\[
(\psi_k^{1,j})\varphi + k^2 \psi_k^{1,j} = i2k\psi_k^{0,j}, \quad 0 < \varphi < 2\pi,
\]
\[
\psi_k^{1,j}|_{\varphi=0} = \psi_k^{1,j}|_{\varphi=2\pi}, \quad (\psi_k^{1,j})|_{\varphi=0} = (\psi_k^{1,j})|_{\varphi=2\pi}.
\]

Substituting the general solution
\[
\psi_k^{1,1}(\varphi) = a_1^k \cos k\varphi + b_1^k \sin k\varphi - i\varphi \cos k\varphi \quad \text{for } j = 1,
\]
\[
\psi_k^{1,2}(\varphi) = a_2^k \cos k\varphi + b_2^k \sin k\varphi + i\varphi \sin k\varphi \quad \text{for } j = 2
\]
of (3.20) into (3.21), we have
\[
0 = -i2\pi, \quad 0 = 0 \quad \text{for } j = 1,
\]
\[
0 = 0, \quad 0 = i2\pi k \quad \text{for } j = 2.
\]
These systems are incompatible for $k = \pm 1, \pm 2, \ldots$, and hence there do not exist associated vectors for $\lambda_k = ik$, $k = \pm 1, \pm 2, \ldots$.

**Example 3.2.** Let $v \in H^1_\varepsilon(\mathbb{R}^2)$ be a solution of (3.12) with right-hand side $f_0 \in H^1_\varepsilon(\mathbb{R}^2) \cap H^0_{-\varepsilon}(\mathbb{R}^2)$, where $0 < \varepsilon < 1$. We study the asymptotic behavior of the solution $v$. Using the results of Example 3.1 and Lemma 3.2 for $a_1 = 1, l_1 = 0, h_1 = 0$ and $a_2 = -\varepsilon, l_2 = 0, h_2 = -1 - \varepsilon$, we obtain
\[
v(y) = (\alpha_{1}^{0,1} \sin \varphi + \alpha_{1}^{0,2} \cos \varphi)r + w(y) = \alpha_{1}^{0,1} y_2 + \alpha_{1}^{0,2} y_1 + w(y), \quad y \in \mathbb{R}^2 \setminus \{0\},
\]
where $w \in H^2_{-\varepsilon}(\mathbb{R}^2)$, while $\alpha_{1}^{0,j} = \alpha_{0,j}(f_0)$ are linear bounded functionals on $H^1_\varepsilon(\mathbb{R}^2) \cap H^0_{-\varepsilon}(\mathbb{R}^2)$. Note that these functionals can be found in an explicit form (see [6, Sec. 5]).

3.3. We now proceed with the study of elliptic problems in $\mathbb{R}^n \setminus \mathcal{P}$ for $n \geq 3$, where
\[
\mathcal{P} = \{ x = (y, z) \in \mathbb{R}^n : y = 0, \ z \in \mathbb{R}^{n-2} \}.
\]
Let
\[
A = A(D_y, D_z) = \sum_{|\alpha|+|\beta|=2m} a_{\alpha\beta} D_\alpha y D_\beta z
\]
be a homogeneous properly elliptic operator with constant complex coefficients. We consider the equation
\[
Av = f_0(x), \quad x \in \mathbb{R}^n \setminus \mathcal{P},
\]
where $f_0 \in H^1_\varepsilon(\mathbb{R}^n)$. It is easy to see that the operator $A : H^l_{a+2m}(\mathbb{R}^n) \rightarrow H^l_\varepsilon(\mathbb{R}^n)$ is bounded for any $a \in \mathbb{R}$ and any integer $l \geq 0$.

The main result of this section is as follows.
Theorem 3.1. Suppose $a \in \mathbb{R}$, and let $l \geq 0$ be an integer. Then the operator $A : H^{l+2m}_a(\mathbb{R}^n) \to H^l_a(\mathbb{R}^n)$ is not an isomorphism.

To prove Theorem 3.1 we first apply the Fourier transform $F_{z \to \eta}$ with respect to $z \in \mathbb{R}^{n-2}$. Then (3.24) takes the form:

\[
A(D_y, \eta)\tilde{v}(y, \eta) = \tilde{f}_0(y, \eta), \quad y \in \mathbb{R}^2 \setminus \{0\}, \ \eta \in \mathbb{R}^{n-2},
\]

where

\[
\tilde{v}(y, \eta) = F_{z \to \eta}v = (2\pi)^{-(n-2)/2} \int_{\mathbb{R}^{n-2}} v(y, z)e^{-i(y, z)z}dz.
\]

Denote $Y = |\eta|y$, $\omega = \eta/|\eta|$, $V(Y, \eta) = |\eta|^{2m} \tilde{v}(y, \eta)$, $F_0(Y, \eta) = \tilde{f}_0(y, \eta)$. Then (3.24) takes the following form:

\[
A(D_Y, \omega)V(Y, \eta) = F_0(Y, \eta), \quad y \in \mathbb{R}^2 \setminus \{0\}, \ \omega \in S^{n-3}.
\]

Consider the linear bounded operator $A(\omega) : E^{l+2m}_a(\mathbb{R}^2) \to E^l_a(\mathbb{R}^2)$ given by

\[
A(\omega)V = A(D_Y, \omega)V(Y), \quad \omega \in S^{n-3}.
\]

Denote by $A(0) : H^{l+2m}_a(\mathbb{R}^2) \to H^l_a(\mathbb{R}^2)$ the linear bounded operator given by

\[
A(0)v = A(D_y, 0)v(y).
\]

Clearly, the operator $A(0)$ is properly elliptic. Write the operator $A(0)$ in polar coordinates as

\[
A(0) = r^{-2m} \hat{A}(\varphi, D_\varphi, rD_r).
\]

Consider the operator-valued function $\hat{A}(\lambda) : W^{l+2m}_{2\pi}((0, 2\pi)) \to W^l_{2\pi}(0, 2\pi)$ given by

\[
\hat{A}(\lambda)w = \hat{A}(\varphi, D_\varphi, \lambda)w(\varphi).
\]

Spectral properties of the operator-valued function $\hat{A}(\lambda)$ are described in Sec. 4.1.

The proof of the following lemma is similar to that of Theorem 2.3 in [22] Chap. 6, Sec. 2 (see also Theorem 4.2 in [25]).

Lemma 3.3. The operator $A(\omega) : E^{l+2m}_a(\mathbb{R}^2) \to E^l_a(\mathbb{R}^2)$ has the Fredholm property for each $\omega \in S^{n-3}$ iff the line $\text{Im} \lambda = a + 1 - l - 2m$ contains no eigenvalues of the operator-valued function $\hat{A}(\lambda)$.

However, we prove below (see Lemma 3.10) that the operator $A(\omega) : E^{l+2m}_a(\mathbb{R}^2) \to E^l_a(\mathbb{R}^2)$ is not an isomorphism for $a \in \mathbb{R}$, $l \geq 0$, and $\omega \in S^{n-3}$.

The following result is valid (see [25]).

Lemma 3.4. The operator $A : H^{l+2m}_a(\mathbb{R}^n) \to H^l_a(\mathbb{R}^n)$ is an isomorphism iff the operator $A(\omega) : E^{l+2m}_a(\mathbb{R}^2) \to E^l_a(\mathbb{R}^2)$ is an isomorphism.

Combining Lemma 3.4 with the fact that $A(\omega)$ is not an isomorphism allows us to prove Theorem 3.1. Thus, it remains to show that the operator $A(\omega)$ is not an isomorphism for $a \in \mathbb{R}$, $l \geq 0$, and $\omega \in S^{n-3}$. To do so, we preliminarily establish a priori estimates for solutions of (3.25) and study the adjoint operators.

The proof of a priori estimates in the spaces $E^l_a(\mathbb{R}^2)$ is based on the well-known a priori estimate in Sobolev spaces (see, e.g., Theorem 15.3 in [1] and the comment following it).

Lemma 3.5. Let $Q_1, Q_2 \subset \mathbb{R}^n$ be bounded domains such that $\overline{Q_1} \subset Q_2$. Assume that an operator

\[
A = \sum_{|\alpha| \leq 2m} a_\alpha(x)D_x^\alpha
\]
with infinitely differentiable coefficients $a_\alpha(x)$ is properly elliptic on $Q_2$. Then the following estimate holds for all $u \in W^{l+2m}(Q_2)$:

$$
(3.27) \quad \|u\|_{W^{l+2m}(Q_2)} \leq c(\|Au\|_{W^l(Q_2)} + \|u\|_{L^2(Q_2)}),
$$

where $c > 0$ depends on $Q_1, Q_2$, and $M$,

$$
M = \max_{|\beta| \leq l_0} \max_{|\alpha| \leq 2m} |D^\beta a_\alpha(x)|, \quad l_0 = \max(l, 1),
$$

and does not depend on $u$.

Remark 3.3. Theorem 3.1 in [19, Chap. 2, Sec. 3] ensures the validity of estimate (3.27) with the term $\|u\|_{W^{l+2m-1}(Q_2)}$ instead of $\|u\|_{L^2(Q_2)}$ on the right-hand side. To obtain estimate (3.27), one must additionally apply the technique close to that in [21, Chap. 5].

Denote by $W^k_0(R^2 \setminus \{0\})$ the space of distributions $v$ on $R^2 \setminus \{0\}$ such that $\psi v \in W^k(R^2)$ for all $\psi \in C_0^\infty (R^2 \setminus \{0\})$.

Lemma 3.6. Let $v \in W^{l+2m}_0(R^2 \setminus \{0\}) \cap \mathcal{E}^0_{\alpha-l-2m}(\{|y| < 1\})$ and $A(\omega)v \in \mathcal{E}^0_{\omega}(R^2)$ for some $\omega$ in $S^{n-3}$. Then $v \in \mathcal{E}^0_{\alpha+2m}(R^2)$ and

$$
(3.28) \quad \|v\|_{\mathcal{E}^0_{\alpha+2m}(R^2)} \leq c(\|A(\omega)v\|_{\mathcal{E}^0_{\omega}(R^2)} + \|v\|_{\mathcal{E}^0_{\alpha-l-2m}(\{|y| < R\})},
$$

where $R, c > 0$ do not depend on $v$ and $\omega$.

Proof. 1. Denote $Q^*_1 = \{y \in R^2 : 2^s < |y| < 2^{s+1}\}$ and $Q_2^* = \{y \in R^2 : 2^{s-1} < |y| < 2^{s+2}\}$, $s = 0, \pm 1, \pm 2, \ldots$. Evidently, $Q^*_1 \subset Q^*_2$. It follows from the inclusion $v \in W^{l+2m}_0(R^2 \setminus \{0\})$ that $v \in H^{l+2m}_0(Q^*_1) \cap \mathcal{E}^0_{\alpha+2m}(Q^*_2)$ for any $s$ (we set $\rho(y) = |y|$ in the definition of the spaces $H^{l+2m}_0(Q_1^*)$ and $\mathcal{E}^0_{\alpha+2m}(Q^*_2)$). First, we prove that

$$
(3.29) \quad \|v\|_{\mathcal{E}^0_{\alpha+2m}(Q^*_1)}^2 \leq k_1 (\|A(\omega)v\|_{\mathcal{E}^0_{\omega}(Q^*_1)}^2 + \|v\|_{\mathcal{E}^0_{\alpha-l-2m}(Q^*_1)}^2), \quad s \leq 0,
$$

where $k_1, k_2, \ldots > 0$ do not depend on $v, \omega$, and $s$.

Set $y' = 2^{-s}y$. Clearly, $y' \in Q^*_j$ for $y \in Q^*_1$, $j = 1, 2$; $s = 0, \pm 1, \pm 2, \ldots$. Therefore, setting $v^s(y') = v(2^sy')$ and applying Lemma 3.5 we obtain, for $s \leq 0$,

$$
\|v\|_{H^{l+2m}_0(Q^*_1)}^2 \leq k_2 \sum_{|\alpha| \leq l+2m} 2^{2s(a-1-2m+|\alpha|)} \|D^\alpha v(y')\|_{L^2(Q^*_1)}^2
\leq k_2 \sum_{|\alpha| \leq l+2m} 2^{2s(a-1-2m+|\alpha|)} \|D^\alpha v^s(y')\|_{L^2(Q^*_1)}^2
\leq k_3 2^{2s(a-1-2m)} \left( \sum_{|\alpha| \leq l} \|D^\alpha A(y', 2^s\omega)v^s(y')\|_{L^2(Q^*_1)}^2 + \|v^s(y')\|_{L^2(Q^*_1)}^2 \right)
\leq k_3 \left( \sum_{|\alpha| \leq l} 2^{2s(a-1+|\alpha|)} \|D^\alpha A(y', \omega)v(y')\|_{L^2(Q^*_1)}^2 + 2^{2s(a-1-2m)} \|v(y')\|_{L^2(Q^*_1)}^2 \right)
\leq k_4 (\|A(y', \omega)v\|_{H^{l+2m}_0(Q^*_1)}^2 + \|v\|_{H^{l+2m}_0(Q^*_1)}^2).
$$

The latter estimate is equivalent to (3.29).

2. To complete the proof, it remains to show that the estimate in (3.29) is also valid for $s > 0$. To do so, we apply Lemma 3.5 for $A = A(D^{y'}, D_z)$, $u(y', z) = \exp(i2^s(\omega, z))v^s(y')$, and

$$
Q_j = Q^*_j \times \{z \in R^{n-2} : |z_k| < j, k = 1, \ldots, n-2\}, \quad j = 1, 2.
$$
Then we obtain
\[ (3.30) \sum_{\nu=0}^{l+2m} 2^{2s\nu} \|v^{*}(y^{\nu})\|^{2}_{W^{l+2m-\nu}(Q_{1}^{s})} \]
\[ \leq k_{5} \left( \sum_{\nu=0}^{l} 2^{2s\nu} \|A(D_{y^{\nu}}, 2^{s}\omega) v^{*}(y^{\nu})\|^{2}_{W^{l-\nu}(Q_{2}^{s})} + \|v^{*}(y^{\nu})\|^{2}_{L^{s}L_{2}(Q_{2}^{s})} \right). \]

Since $s > 0$, it follows that inequality (3.30) is equivalent to the following:
\[ 2^{2s(l+2m-1)} \|v(y)\|^{2}_{W^{l+2m}(Q_{1}^{s})} \]
\[ \leq k_{6} \left( 2^{2s(l+2m-1)} \|A(D_{y}, \omega)v(y)\|^{2}_{W^{l-1}(Q_{2}^{s})} + 2^{-2s} \|v(y)\|^{2}_{L^{s}L_{2}(Q_{2}^{s})} \right). \]

Multiplying both sides of this inequality by $2^{2s(a-l-2m+1)}$ yields
\[ (3.31) \|v\|^{2}_{E_{a}^{l+2m}(Q_{1}^{s})} \leq k_{1} (\|A(\omega)v\|^{2}_{E_{a}^{l}(Q_{2}^{s})} + 2^{2s(a-l-2m)} \|v\|^{2}_{L^{s}L_{2}(Q_{2}^{s})}), \quad s > 0. \]

Summing (3.30) and (3.31) with respect to $s = 0, -1, -2, \ldots$ and $s = 1, 2, \ldots$, respectively, and choosing a sufficiently large $R > 0$, we obtain (3.28).

Using Lemmas 3.2 and 3.6, we can prove the following result on regularity of solutions of the equation
\[ (3.32) A(\omega)v = f_{0}, \quad \omega \in S^{n-3}. \]

**Lemma 3.7.** Let the closed strip bounded by the lines $\text{Im} \lambda = a_{1} + 1 - l_{2} - 2m$ and $\text{Im} \lambda = a_{2} + 1 - l_{2} - 2m$ contain no eigenvalues of the operator-valued function $A(\lambda)$.

Suppose that $v \in E_{a_{1}}^{l+2m}(R^{2})$ is a solution of (3.32) for some $\omega \in S^{n-3}$, with right-hand side $f_{0} \in E_{a_{1}}^{l}(R^{2}) \cap E_{a_{2}}^{l}(R^{2})$.

Then $v \in E_{a_{2}}^{l+2m}(R^{2})$.

**Proof.**

1. Consider a function $\eta \in C_{c}^{\infty}(R)$ such that $\eta(r) = 0$ for $r \leq 1$ and $\eta(r) = 1$ for $r \geq 2$. Denote by $[A(\omega), \eta]$ the commutator of $A(\omega)$ and $\eta$. It is clear that $\text{supp } [A(\omega), \eta]v \subset \{y \in R^{2} : 1 \leq |y| \leq 2\}$. Therefore,
\[ (3.33) A(\omega)(\eta v) = \eta f_{0} + [A(\omega), \eta]v \in E_{a_{1}}^{l}(R^{2}) \cap E_{a_{2}}^{l}(R^{2}) \]

because $v \in W^{l+2m}(R^{2} \setminus \{0\})$, where $l = \max(l_{1}, l_{2})$, due to Theorem 3.2 in [19] Chap. 2, Sec. 3.

On the other hand, $\eta v$ vanishes near the origin, and hence $\eta v \in E_{a_{2}}^{l}(R^{2}) \cap E_{a_{2}}^{l}(R^{2})$ for any $R > 0$. Using this fact, relation (3.33), and Lemma 3.6, we conclude that $\eta v \in E_{a_{2}}^{l+2m}(R^{2})$.

2. Since $\text{supp } A(\omega)((1 - \eta)v) \subset \{y \in R^{2} : |y| \leq 2\}$, we obtain (similarly to (3.33)) that
\[ (3.34) A(\omega)((1 - \eta)v) \in H_{a_{1}}^{l}(R^{2}) \cap H_{a_{2}}^{l}(R^{2}). \]

Therefore, using Lemma 3.2 and Remark 3.2, we conclude that $(1 - \eta)v \in H_{a_{2}}^{l+2m}(R^{2})$, and hence $(1 - \eta)v \in E_{a_{2}}^{l+2m}(R^{2})$.

Thus, $v \in E_{a_{2}}^{l+2m}(R^{2}).$ \qed
3.4. In this subsection, we consider adjoint operators. Introduce the operator
\[ A'(\omega) = A'(D_y, \omega) = \sum_{|\alpha|+|\beta|=2m} \alpha_\beta \omega^\beta D^\alpha_y. \]
The operator \( A'(D_y, \omega) \) is formally adjoint to \( A(D_y, \omega) \) with respect to the Green formula, i.e.,
\[ \int_{\mathbb{R}^2} A(D_y, \omega)u v \, dy = \int_{\mathbb{R}^2} u A'(D_y, \omega)v \, dy, \quad \omega \in \mathbb{R}^{n-2}, \]
for all \( u, v \in C_0^\infty (\mathbb{R}^2 \setminus \{0\}). \)

Consider the unbounded operators
\[ A(\omega) : D(\omega) \subset E^0_b(\mathbb{R}^2) \to E^0_b(\mathbb{R}^2), \]
\[ A(\omega)v = A(D_y, \omega)v, \quad v \in D(\omega) = E_b^{2m}(\mathbb{R}^2) \]
and
\[ A'(\omega) : D(A'(\omega)) \subset E^{0}_{-b}(\mathbb{R}^2) \to E^{0}_{2m-b}(\mathbb{R}^2), \]
\[ A'(\omega)v = A'(D_y, \omega)v, \quad v \in D(A'(\omega)) = E^{2m}_{2m-b}(\mathbb{R}^2). \]

**Lemma 3.8.** The operator \( A'(\omega) \) is adjoint to \( A(\omega) \) with respect to the inner product in \( L_2(\mathbb{R}^2) \) for any \( \omega \in S^{n-3}. \)

**Proof.** Denote by \( A^*(\omega) \) the adjoint operator for \( A(\omega) \). Since \( C_0^\infty (\mathbb{R}^2 \setminus \{0\}) \) is dense in the spaces \( E^m_b(\mathbb{R}^2) \) and \( E^{2m}_{2m-b}(\mathbb{R}^2) \), it follows that identity \((3.35)\) is valid for all \( u \in E^m_b(\mathbb{R}^2) \) and \( v \in E^{2m}_{2m-b}(\mathbb{R}^2) \). Therefore, \( A'(\omega) \subset A^*(\omega) \).

It remains to prove the inverse inclusion. Let \( v \in D(\omega^*(\omega)) \subset E^0_{-b}(\mathbb{R}^2) \). Since \( A^*(\omega)v \in E^0_{-b}(\mathbb{R}^2) \subset L_{2,loc}(\mathbb{R}^2 \setminus \{0\}) \), it follows from Theorem 3.2 in [19, Chap. 2, Sec. 3] that \( v \in W_{2,loc}^{2m}(\mathbb{R}^2 \setminus \{0\}) \). Therefore, by Lemma 3.4, \( v \in E^{2m}_{2m-b}(\mathbb{R}^2) \), and hence \( A^*(\omega) \subset A'(\omega) \). \qed

Consider the identity \((3.35)\) for \( \omega = 0 \), substitute \( u = u_1 \) and \( v = r^{2m-2}v_1 \) into it, and set \( \tau = \ln r \). Then we have
\[ \int_{-\infty}^{\infty} d\tau \int_0^{2\pi} \left( \hat{A}(\varphi, D_\varphi, D_\tau) u_1 \hat{v}_1 - u_1 \hat{A}'(\varphi, D_\varphi, D_\tau - 2i(m-1)) v_1 \right) d\varphi = 0 \]
for all \( u_1, v_1 \in \{ u \in C_0^\infty ([0,2\pi] \times \mathbb{R}) : D^j_\varphi u|_{\varphi=0} = D^j_\varphi u|_{\varphi=2\pi}, \; j = 0, 1, \ldots \} \), where \( \hat{A}'(\varphi, D_\varphi, D_\tau) \) is defined similarly to \( \hat{A}(\varphi, D_\varphi, D_\tau) \).

Consider functions \( \psi, \hat{\psi} \in C_0^\infty (\mathbb{R}) \) such that
\[ \psi(\tau) = 0 \quad \text{for } |\tau| > 1, \quad \int_{-\infty}^{\infty} \psi(\tau) d\tau = 1, \]
\[ \hat{\psi}(\tau) = 1 \quad \text{for } |\tau| < 1, \quad \hat{\psi}(\tau) = 0 \quad \text{for } |\tau| > 2. \]
Substituting \( u_1 = e^{i\lambda \tau} \psi(\tau) u_2(\varphi) \) and \( v_1 = e^{i\lambda \tau} \hat{\psi}(\tau) v_2(\varphi) \) into \((3.36)\), we obtain
\[ \int_0^{2\pi} \left( \hat{A}(\varphi, D_\varphi, \lambda) u_2 \hat{v}_2 - u_2 \hat{A}'(\varphi, D_\varphi, \lambda - 2i(m-1)) v_2 \right) d\varphi = 0 \]
for all \( u_2, v_2 \in C_0^\infty [0,2\pi] \) and \( \lambda \in \mathbb{C} \).

Along with \( \hat{A}(\lambda) \), we consider the operator-valued function \( \hat{A}'(\lambda) : W_2^{2m}(0,2\pi) \to L_2(0,2\pi) \) given by
\[ \hat{A}'(\lambda) w = \hat{A}'(\varphi, D_\varphi, \lambda) w. \]
We also introduce the unbounded operators
\[ \hat{A}(\lambda), \hat{A}'(\lambda) : D(\hat{A}(\lambda)) = D(\hat{A}'(\lambda)) \subset L_2(0,2\pi) \to L_2(0,2\pi) \]
given by
\[ \tilde{A}(\lambda)w = \tilde{A}(\varphi, D\varphi, \lambda)w, \quad w \in D(\tilde{A}(\lambda)) = W^{2m}_{2\pi}(0, 2\pi), \]
\[ \tilde{A}'(\lambda)w = \tilde{A}'(\varphi, D\varphi, \lambda)w, \quad w \in D(\tilde{A}'(\lambda)). \]

Similarly to Lemma 3.8 we conclude from (3.37) that the operator \( \tilde{A}(\mathbb{R} - 2i(m-1)) \) is adjoint to \( \tilde{A}(\lambda) \) with respect to the inner product in \( L_2(0, 2\pi) \) for any \( \lambda \in \mathbb{C} \). This fact and the fact that \( \tilde{A}(\lambda) \) is a Fredholm operator with \( \text{ind} \)(\( \tilde{A}(\lambda) \)) = 0 imply:

**Lemma 3.9.** A number \( \lambda \) is an eigenvalue of \( \tilde{A}(\lambda) \) iff \( \mathbb{R} - 2i(m-1) \) is an eigenvalue of \( \tilde{A}'(\lambda) \).

3.5. In this subsection, using the results of Secs. 3.1–3.4, we prove the following result.

**Lemma 3.10.** Let \( a \in \mathbb{R}, \ l \geq 0 \) be an integer, and \( \omega \in S^{n-3} \). Then the operator \( A(\omega) : E(a+2m)(\mathbb{R}^2) \to E(a)(\mathbb{R}^2) \) is not an isomorphism.

We preliminarily prove two lemmas on the conditions for the operator \( A(\omega) \) to be an isomorphism. These lemmas, together with properties of the adjoint operator, will enable us to prove Lemma 3.10 and hence Theorem 3.1.

**Lemma 3.11.** Assume that the strip \( a_2 + 1 - l - 2m < \text{Im} \lambda < a_1 + 1 - l - 2m \) contains no eigenvalues of the operator-valued function \( \tilde{A}(\lambda) \). If the operator \( A(\omega) \), \( \omega \in S^{n-3} \), is an isomorphism for some \( a = a_0 \in (a_2, a_1) \), then it is an isomorphism for all \( a \in (a_2, a_1) \).

**Proof.** 1. It suffices to prove that \( \mathcal{N}(A(\omega)) = \{0\} \) and \( \mathcal{R}(A(\omega)) = E_{b}(\mathbb{R}^2) \) for each \( a = b \in (a_2, a_1) \). It follows from Lemma 3.7 that, if \( a = b, a_2 < b < a_1 \), then \( v \in \mathcal{N}(A(\omega)) \) for \( a = a_0 \). Hence \( v = 0 \), i.e., \( \mathcal{N}(A(\omega)) = \{0\} \) for \( a = b \).

2. Consider (3.32) for \( f_0 \in C_0(\mathbb{R}^2 \setminus \{0\}) \) and \( a = a_0 \). By assumption, this equation has a unique solution \( v \in E^{l+2m}_{a_0}(\mathbb{R}^2) \). By virtue of Lemma 3.7 \( v \in E^{l+2m}_{b}(\mathbb{R}^2) \). Lemma 3.3 implies that \( \mathcal{R}(A(\omega)) \) for \( a = b \) is closed in \( E_{b}(\mathbb{R}^2) \). Combining this with the fact that \( C^\infty(\mathbb{R}^2 \setminus \{0\}) \) is dense in \( E_{b}(\mathbb{R}^2) \) yields \( \mathcal{R}(A(\omega)) = E_{b}(\mathbb{R}^2) \). \( \square \)

**Lemma 3.12.** Assume that each of the lines \( \text{Im} \lambda = a_2 + 1 - l - 2m \) and \( \text{Im} \lambda = a_1 + 1 - l - 2m \) contains an eigenvalue of the operator-valued function \( \tilde{A}(\lambda) \), and let the strip \( a_2 + 1 - l - 2m < \text{Im} \lambda < a_1 + 1 - l - 2m \) contain no eigenvalues of the operator-valued function \( \tilde{A}(\lambda) \). If the operator \( A(\omega) \), \( \omega \in S^{n-3} \), is an isomorphism for some \( a = a_0 \in (a_2, a_1) \), then it is not an isomorphism for \( a \notin (a_2, a_1) \).

**Proof.** 1. Let \( u \) be a solution of \( \mathcal{N}(A(\omega)) = \{0\} \) for \( a > a_1 \). Set
\[ u = r^{i\lambda_0} \psi(\varphi), \]
where \( \lambda_0 \) is an eigenvalue of the operator-valued function \( \tilde{A}(\lambda) \) such that \( \text{Im} \lambda_0 = a_1 + 1 - l - 2m \) and \( \psi(\varphi) \) is the corresponding eigenvector. In this case,
\begin{equation}
(3.38)
A(0)u = 0.
\end{equation}
Therefore,
\begin{equation}
(3.39)
A(\omega)((1 - \eta)u) = [A(0), (1 - \eta)]u + (A(\omega) - A(0))(1 - \eta)u \equiv F,
\end{equation}
where \( \eta \) is the same function as in the proof of Lemma 3.7.

Note that
\begin{equation}
(3.40)
(1 - \eta)u \notin E^{l+2m}_{b}(\mathbb{R}^2) \quad \text{for any } b \leq a_1,
\end{equation}
\begin{equation}
(3.41)
(1 - \eta)u \in E^{l+2m}_{a}(\mathbb{R}^2) \quad \text{for any } a > a_1.
\end{equation}
Clearly,
\begin{equation}
F \in E_b^l(\mathbb{R}^2) \quad \text{for any } b \in (a_1 - 1, +\infty).
\end{equation}

By Lemma 3.11 and 3.32 with the right-hand side \( f_0 = F \) has a unique solution \( v \in E_b^{l+2m}(\mathbb{R}^2) \), where \( b \in (a_2, a_1) \cap (a_1 - 1, +\infty) \). In particular, this implies that \( w = (1 - \eta)u - v \) is not the zero function due to (3.33).

Further, using the relation \( v \in E_1^{l+2m}(\mathbb{R}^2) \subset E_0^b(\mathbb{R}^2) \) and taking (3.41) into account, we deduce from Lemma 3.7 that \( v \in E_1^{l+2m}(\mathbb{R}^2) \). Repeating these arguments finitely many times, we obtain that \( v \in E_1^{l+2m}(\mathbb{R}^2) \) for any \( a > a_1 \). Combining this relation with (3.40), we see that \( w \in E_1^{l+2m}(\mathbb{R}^2) \) for \( a > a_1 \), and hence \( w \in \mathcal{N}(A(\omega)) \) for \( a > a_1 \).

2. Now let \( a < a_2 \). If the line \( \text{Im} \lambda = a + 1 - l - 2m \) contains an eigenvalue of \( A(\lambda) \), then the conclusion of this lemma follows from Lemma 3.3. Therefore, we assume that the line \( \text{Im} \lambda = a + 1 - l - 2m \) contains no eigenvalues of \( A(\lambda) \). In this case, the set \( \mathcal{R}(A(\omega)) \) is closed both for \( A(\omega) : E_2^m(\mathbb{R}^2) \to E_0^a(\mathbb{R}^2) \) and for \( A(\omega) : E_2^{l+2m}(\mathbb{R}^2) \to E_0^a(\mathbb{R}^2) \).

2a. First, we prove that \( d = \dim \mathcal{R}(A(\omega)) \parallel 1 \) for

\[ A(\omega) : E_2^m(\mathbb{R}^2) \to E_0^{a-l}(\mathbb{R}^2). \]

By virtue of Lemma 3.3 the lines \( \text{Im} \lambda = l + 2m - a_1 + 1 - 2m \) and \( \text{Im} \lambda = l + 2m - a_1 + 1 - 2m \) contain eigenvalues of \( A(\lambda) \), while the strip \( l + 2m - a_1 + 1 - 2m \subset \text{Im} \lambda \subset l + 2m - a_1 + 2 - 2m \) contains no eigenvalues of \( A(\lambda) \). By assumption, the operator \( A(\omega) : E_2^{l+2m}(\mathbb{R}^2) \to E_0^{a-l}(\mathbb{R}^2) \), \( \omega \in S^{n-3} \), is an isomorphism. Therefore, by Lemmas 3.6 and 3.3 the operator \( A(\omega) : E_2^{l+2m}(\mathbb{R}^2) \to E_0^{a-l}(\mathbb{R}^2) \) is also an isomorphism. Now it follows from Lemma 3.3 that the operator

\[ A'(\omega) : E_2^{l+2m-a_0}(\mathbb{R}^2) \to E_0^{l+2m-a_0}(\mathbb{R}^2) \]

is an isomorphism. Applying part 1 of this proof to the operator \( A'(\omega) \), we conclude that \( \dim \mathcal{N}(A'(\omega)) \parallel 1 \) for \( A'(\omega) : E_2^m(\mathbb{R}^2) \to E_0^a(\mathbb{R}^2) \), where \( b > l + 2m - a_2 \). Therefore, by virtue of Lemma 3.3 \( d \parallel 1 \) for \( A(\omega) : E_2^{l+2m-a_0}(\mathbb{R}^2) \to E_0^{a-l}(\mathbb{R}^2) \), where \( 2m - (a - l) > l + 2m - a_2 \), i.e., \( a < a_2 \).

2b. It remains to prove that \( \dim \mathcal{R}(A(\omega)) \parallel = d \) for

\[ A(\omega) : E_2^{l+2m}(\mathbb{R}^2) \to E_0^a(\mathbb{R}^2). \]

Due to part 1b of the proof, (3.32) with right-hand side \( f_0 \in E_0^{a-l}(\mathbb{R}^2) \) has a solution \( v \in E_2^{a-l}(\mathbb{R}^2) \) iff
\begin{equation}
(f_0, f_j)_{E_0^{a-l}(\mathbb{R}^2)} = 0, \quad j = 1, \ldots, d,
\end{equation}

where \( f_1, \ldots, f_d \in E_0^{a-l}(\mathbb{R}^2) \) are linearly independent functions. It follows from Lemma 3.3 that conditions (3.32) are necessary and sufficient for (3.32) with right-hand side \( f_0 \in E_0^a(\mathbb{R}^2) \) to have a solution \( v \in E_2^{l+2m}(\mathbb{R}^2) \). It follows from the Schwarz inequality and from the boundedness of the embedding \( E_0^a(\mathbb{R}^2) \subset E_0^{a-l}(\mathbb{R}^2) \) that

\[ |(f_0, f_j)_{E_0^{a-l}(\mathbb{R}^2)}| \leq \|f_0\|_{E_0^{a-l}(\mathbb{R}^2)} \|f_j\|_{E_0^{a-l}(\mathbb{R}^2)} \leq c \|f_0\|_{E_0^a(\mathbb{R}^2)} \|f_j\|_{E_0^{a-l}(\mathbb{R}^2)}, \]

where \( c > 0 \) does not depend on \( f_0 \). Hence, by Riesz’ theorem, there are functions \( F_j \in E_0^a(\mathbb{R}^2) \), \( j = 1, \ldots, d \), such that

\[ (f_0, f_j)_{E_0^{a-l}(\mathbb{R}^2)} = (f_0, F_j)_{E_0^a(\mathbb{R}^2)} \quad \text{for all } f_0 \in E_0^a(\mathbb{R}^2), \]

and the functions \( F_j \) are linearly independent. Thus, \( \dim \mathcal{R}(A(\omega)) \parallel \) in \( E_0^a(\mathbb{R}^2) \) is equal to \( d \).

\[ \square \]
Proof of Lemma 3.10. 1. First, we show that the operator
\[ A(\omega) : E_{l+m}^{l+2m}(\mathbb{R}^2) \to E_{l+m}^l(\mathbb{R}^2) \]
is not an isomorphism for any \( l \geq 0 \). To do so, we prove that \( \lambda_0 = i(1 - m) \) is an eigenvalue of \( \hat{A}(\lambda) \). Consider a homogeneous polynomial \( q(y) \) of order \( m - 1 \) and write it in polar coordinates as \( q(y) = r^{m-1}\tilde{q}(\varphi) \), where \( \tilde{q} \in C^\infty_{2\pi}[0, 2\pi] \). We have
\[ 0 = A(D_y, 0)q(y) = r^{-2m}\hat{A}(\varphi, D_\varphi, rD_r)(r^{m-1}\tilde{q}(\varphi)) = r^{-m-1}\hat{A}(\varphi, D_\varphi, i(1 - m))\tilde{q}(\varphi). \]
Hence, \( \lambda_0 = i(1 - m) \) is an eigenvalue and \( \tilde{q}(\varphi) \) is the corresponding eigenvector. Since the line \( \text{Im} \lambda = 1 - m = m + 1 - 2m \) contains the eigenvalue \( \lambda_0 \), it follows from Lemma 3.8 that the operator \( A(\omega) : E_{l+m}^{l+2m}(\mathbb{R}^2) \to E_{l+m}^l(\mathbb{R}^2) \) does not have the Fredholm property. Therefore, it is not an isomorphism.

2. Now we prove that the operator \( A(\omega) : E_a^{l+2m}(\mathbb{R}^2) \to E_a^0(\mathbb{R}^2) \) is not an isomorphism for any \( a, a \neq m \). Assume, to the contrary, that \( A(\omega) \) is an isomorphism for some \( a \neq m \). Then, by Lemma 3.8
\[ (3.43) \quad \text{the operator } A(\omega) : E_a^{l+2m}(\mathbb{R}^2) \to E_a^0(\mathbb{R}^2) \text{ is an isomorphism.} \]

Note that
\[ A(D_y, \omega)u(y) = [A(D_y', \omega)u(y')]|_{y'=-y}, \]
where \( u(y') = u(-y') \). It follows from this relation and from (3.43) that the operator \( A(\omega) : E_a^{l+2m}(\mathbb{R}^2) \to E_a^0(\mathbb{R}^2) \) is also an isomorphism. This contradicts Lemma 3.12 because the strip bounded by the lines \( \text{Im} \lambda = a + 1 - 2m \) and \( \text{Im} \lambda = (2m - a) + 1 - 2m \) contains the eigenvalue \( \lambda_0 = i(1 - m) \) of the operator-valued function \( \hat{A}(\lambda) \).

3. Finally, we prove that the operator \( A(\omega) : E_a^{l+2m}(\mathbb{R}^2) \to E_a^0(\mathbb{R}^2) \) is not an isomorphism for all \( \omega \in S^{n-3}, l > 0 \), and \( a \neq l + m \). Assume, to the contrary, that it is an isomorphism for some \( \omega \in S^{n-3}, l > 0 \), and \( a \neq l + m \). Then, by Lemma 5.8 the line \( \text{Im} \lambda = a + 1 - l - 2m \) contains no eigenvalues of the operator-valued function \( \hat{A}(\lambda) \). Therefore, according to part 2 of this proof, either \( \dim \mathcal{N}(A(\omega)) > 0 \) or \( \dim \mathcal{R}(A(\omega)) \perp 0 \) for the operator \( A(\omega) : E_a^{l+2m}(\mathbb{R}^2) \to E_a^{l+2m}(\mathbb{R}^2) \).

Let \( \dim \mathcal{N}(A(\omega)) > 0 \) for the above operator \( A(\omega) \). Hence, there exists a function \( v \in E_a^{l+2m}(\mathbb{R}^2) \) such that \( v \neq 0 \) and \( A(\omega)v = 0 \). By Lemma 5.6 \( v \in E_a^{l+2m}(\mathbb{R}^2) \), and hence \( \dim \mathcal{N}(A(\omega)) > 0 \) for \( A(\omega) : E_a^{l+2m}(\mathbb{R}^2) \to E_a^{l+2m}(\mathbb{R}^2) \). This contradicts our assumption.

Let \( \dim \mathcal{R}(A(\omega)) \perp 0 \) for \( A(\omega) : E_a^{l+2m}(\mathbb{R}^2) \to E_a^{l+2m}(\mathbb{R}^2) \). Since \( A(\omega) : E_a^{l+2m}(\mathbb{R}^2) \to E_a^{l+2m}(\mathbb{R}^2) \) is an isomorphism, it follows that the equation
\[ A(\omega)v = f_0 \]
has a solution \( v \in E_a^{l+2m}(\mathbb{R}^2) \subseteq E_a^{l+2m}(\mathbb{R}^2) \) for each \( f_0 \in E_a^l(\mathbb{R}^2) \). On the other hand, \( E_a^l(\mathbb{R}^2) \) is dense in \( E_a^{l+2m}(\mathbb{R}^2) \), while \( \mathcal{R}(A(\omega)) \) is closed in \( E_a^{l+2m}(\mathbb{R}^2) \) for \( A(\omega) : E_a^{l+2m}(\mathbb{R}^2) \to E_a^{l+2m}(\mathbb{R}^2) \). Therefore, \( \mathcal{R}(A(\omega)) = E_a^{l+2m}(\mathbb{R}^2) \), which contradicts the assumption that \( \dim \mathcal{R}(A(\omega)) \perp 0 \). \( \square \)

Theorem 3.11 follows from Lemmas 3.4 and 3.10.

4. A priori estimates of solutions in bounded domains

4.1. In this section, we obtain a priori estimates for solutions of nonlocal elliptic problems in weighted spaces. Combining these estimates with the existence of a right regularizer, which we construct in the next section, we prove the Fredholm property for the corresponding nonlocal operator. Let us discuss the choice of weighted spaces. For each set \( K_j, j = 1, 2, 3 \), we may assume that either the set \( K \) in the definition of the spaces \( H_a^{k}(Q) = H_a^{k}(Q, K) \) and \( H_a^{k-1/2}(\Gamma) = H_a^{k-1/2}(\Gamma, K) \) contains the set \( K_j \) or it does not.
This is equivalent to whether or not the right-hand sides and solutions of nonlocal problems in bounded domains have singularities near the set $K_j$. If $K_j \subset K$, then the model operators corresponding to the points of the set $K_j$ and playing a fundamental role in obtaining a priori estimates and constructing a right regularizer must be considered in weighted spaces (otherwise, in Sobolev spaces).

Consider the set $K_1 = \partial Q \setminus \bigcup_i \Gamma_i$ of conjugation points. It is shown in [24] (see also [19]) that generalized solutions of nonlocal problems can have power-law singularities near the set $K_1$. Therefore, we always assume that $K_1 \subset K$, while the corresponding model operators act on weighted spaces in dihedral angles.

Consider the set $K_2 \subset Q$. It follows from Theorem 3.1 that the model operator on weighted spaces in $\mathbb{R}^n$ is not an isomorphism (moreover, one can show that it does not even have the Fredholm property on weighted spaces; cf. Remark 2.2 in [22], Chap. 6, Sec. 2). Therefore, we assume that the right-hand sides and solutions of nonlocal problems in bounded domains have no singularities inside the domain $Q$, while the corresponding model operators act on Sobolev spaces. If $K_3 = \emptyset$, this assumption leads to no difficulties. However, if $K_3 \neq \emptyset$, the following difficulty arises. Take a point $g \in \Gamma_{1i} \cap K$ such that $\omega_{i\alpha}(g) \in K_3$, and let a function $u$ belong to the weighted space $H^{l+2m}_a$ near the point $g$ and to the Sobolev space $W^{l+2m}$ near the point $\omega_{i\alpha}(g)$. Since $\omega_{i\alpha}$ is a smooth nondegenerate transformation, it follows that the function $(u_{\omega_{i\alpha}(x)}(D)u)(\omega_{i\alpha}(x))|_{\Gamma_{1i}}$ occurring in nonlocal conditions of (3.3) belongs to $W^{l+2m-m_{i\beta}}_{a} - 1/2$ near the point $g$; however, in general, it does not belong to $H^{l+2m-m_{i\beta}}_{a} - 1/2$ near the point $g$. Therefore, the corresponding nonlocal operator appears to be unbounded on weighted spaces. To eliminate this obstacle, we additionally assume that $a > l + 2m - 1$ in the case $K_3 \neq \emptyset$, which ensures the inclusion $W^{l+2m-m_{i\beta}}_{a} - 1/2 \subset H^{l+2m-m_{i\beta}}_{a} - 1/2$ in a neighborhood of $g \in \Gamma_{1i} \cap K$ (cf. Lemma 4.5 below).

Consider the set $K_2 \subset \bigcup_i \Gamma_i$. We may either include or not include the set $K_2$ in the set $K$. In the first case, we consider model local operators on weighted spaces. In the second case, we consider model local operators on Sobolev spaces. The advantage of the “weighted case” is that we solve a nonlocal problem in the whole scale of spaces (depending on the weight parameter $a \in \mathbb{R}$). However, the disadvantage is that we must impose some assumptions on the location of the eigenvalues of an auxiliary problem with the parameter $\lambda$ and require that an auxiliary operator with the parameter $\omega \in S^{n-3}$ be an isomorphism (the latter is often hard to verify); see Theorem 2.3. The advantage of the case of Sobolev spaces is that the model operators are isomorphisms without any additional assumptions. The disadvantage is that, if $K_2 \neq \emptyset$, we must suppose $a > l + 2m - 1$ even if $K_3 = \emptyset$ (the reason is similar to that in the above case $K_3 \neq \emptyset$).

The following consistency condition integrates all the above cases.

**Condition 4.1** (Consistency condition).

1. If $K_3 = \emptyset$, then either
   (a) $a \in \mathbb{R}$ and $K = K_1 \cup K_2$, or
   (b) $a > l + 2m - 1$ and $K = K_1$.
2. If $K_3 \neq \emptyset$, then $a > l + 2m - 1$ and either
   (a) $K = K_1 \cup K_2$, or
   (b) $K = K_1$.

To conclude this subsection, we prove two auxiliary results. Denote

$$\mathcal{M}^\delta = \{x \in \mathbb{R}^n : \text{dist}(x, \mathcal{M}) < \delta\}$$

for any set $\mathcal{M} \subset \mathbb{R}^n$ and $\delta > 0$. 
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Lemma 4.1. Let $\zeta \in C^\infty(\mathbb{R}^n)$ be a function such that $\zeta(x) = 0$ for $x \in \mathcal{K}_1$. Then
\begin{equation}
\|\zeta v\|_{H^l_1(Q)} \leq c\delta\|v\|_{H^l_1(Q)}
\end{equation}
for all $v \in H^l_0(Q)$ such that $\text{supp } v \subset \overline{Q} \cap \mathcal{K}_1^\delta$, where $c > 0$ does not depend on $\delta$ and $v$.

Proof. Since $\zeta(x) = 0$ for $x \in \mathcal{K}_1$, it follows from the Taylor formula that
\begin{equation}
|\zeta(x)| \leq k_1\delta, \quad x \in \mathcal{K}_1^\delta.
\end{equation}
Therefore, using (4.2), we obtain
\begin{align*}
\|\zeta v\|_{H^l_1(Q)}^2 &= \sum_{|\beta| \leq l} \int_{Q \cap \mathcal{K}_1^\delta} \rho^{2(a-l+|\beta|)}|\zeta D^\beta v|^2 dx \\
&\quad + \sum_{|\alpha|=1} \sum_{|\beta| \leq l-|\alpha|} \int_{Q \cap \mathcal{K}_1^\delta} \rho^{2|\alpha|} \rho^{2(a-l+|\beta|)}|D^\alpha \zeta D^\beta v|^2 dx \\
&\leq \sum_{|\beta| \leq l} k_1^2\delta^2 \int_{Q \cap \mathcal{K}_1^\delta} \rho^{2(a-l+|\beta|)}|D^\beta v|^2 dx \\
&\quad + \sum_{|\alpha|=1} \sum_{|\beta| \leq l-|\alpha|} k_2 \delta^2|\alpha| \int_{Q \cap \mathcal{K}_1^\delta} \rho^{2(a-l+|\beta|)}|D^\beta v|^2 dx,
\end{align*}
which implies (4.1). \hfill \Box

Lemma 4.2. Let $\zeta_\delta \in C^\infty(\mathbb{R}^n)$ be a family of functions such that $\text{supp } \zeta_\delta \subset \mathcal{K}_1^\delta$ and
\begin{equation}
|D^\beta \zeta_\delta(x)| \leq c_1\delta^{-|\beta|}, \quad x \in Q, \quad |\beta| \leq l,
\end{equation}
where $c_1 > 0$ does not depend on $\delta$. Then
\begin{equation}
\|\zeta_\delta u\|_{H^l_1(Q)} \leq c_2\|u\|_{H^l_1(Q)}
\end{equation}
for all $u \in H^l_0(Q)$, where $c_2 > 0$ does not depend on $\delta$ and $u$.

Proof. Using (4.3), we obtain
\begin{align*}
\|\zeta_\delta u\|_{H^l_1(Q)}^2 &= \sum_{|\alpha|+|\beta| \leq l} \int_{Q \cap \mathcal{K}_1^\delta} \rho^{2|\alpha|} \rho^{2(a-l+|\beta|)}|D^\alpha \zeta_\delta D^\beta u|^2 dx \\
&\leq k \sum_{|\beta| \leq l} \int_{Q \cap \mathcal{K}_1^\delta} \rho^{2(a-l+|\beta|)}|D^\beta u|^2 dx,
\end{align*}
which implies (4.4). \hfill \Box

Remark 4.1. Lemmas 4.1 and 4.2 are true for the spaces $H^l_0(Q)$ replaced by $H^{l-1/2}_0(\Gamma)$, where $\Gamma$ is a smooth $(n-1)$-dimensional manifold such that $\overline{\Gamma} \subset \overline{Q}$ and $l - 1/2 \geq 1/2$. To prove this, it suffices to use the corresponding bounded operator of extension acting from $H^{l-1/2}_0(\Gamma)$ to $H^l_0(Q)$.

4.2. We introduce the linear operator
\begin{equation}
\mathbf{L} = \{A, B_{\mu}\}
\end{equation}
corresponding to problem (1.3), (1.4). It follows from Lemma 4.6 (see below) that the operator $\mathbf{L} : H^{l+2m}_0(Q) \to H^l_0(Q, \Gamma)$ is bounded.

The main result of this section is as follows.
Theorem 4.1. Let Conditions 12.1, 12.2, and 12.3 hold. Assume that the line \( \text{Im} \lambda = a + 1 - l - 2m \) contains no eigenvalues of \( \mathcal{L}_g(\lambda) \) for any \( g \in K \) and \( \dim N(\mathcal{L}_g(\omega)) = \text{codim} \mathcal{R}(\mathcal{L}_g(\omega)) = 0 \) for any \( g \in K \) and \( \omega \in S^{n-3} \). Then the following estimate holds for all \( u \in H_a^{l+2m}(Q) \):

\[
\|u\|_{H_a^{l+2m}(Q)} \leq c(\|Lu\|_{\mathcal{H}_a^{l}(Q, \Gamma)} + \|u\|_{H_a^{l+2m-1}(Q)}),
\]

where \( c > 0 \) does not depend on \( u \).

Let \( A_0 \) and \( B_{i\mu s}^0 \) denote the principal homogeneous parts of the operators \( A(x, D) \) and \( B_{i\mu s}(x, D) \), respectively. Set

\[
B_{i\mu s}^0 u = B_{i\mu 0}^0 u|_{\Gamma_i}.
\]

For each \( \varepsilon > 0 \), we introduce a function \( \xi = \xi_\varepsilon \in C_c^\infty(\mathbb{R}^n) \) such that \( \xi(x) = 1 \) for \( x \in K_\varepsilon^1/2 \), \( \text{supp} \xi(x) \subset K_\varepsilon^1 \), and

\[
|D^\beta \xi(x)| \leq k_1 \varepsilon^{-|\beta|}, \quad x \in Q,
\]

where \( k_1 = k_1(\beta) > 0 \) does not depend on \( \varepsilon \). Since \( \omega_{is} \) are \( C^\infty \) diffeomorphisms, it follows that

\[
\text{supp} \xi(\omega_{is}(x)) \subset K_{\varepsilon''}^1,
\]

where \( \varepsilon'' = \varepsilon''(i, s, \varepsilon) \to 0 \) as \( \varepsilon \to 0 \) (\( i = 1, \ldots, N_1; \ s = 0, \ldots, S_i \)).

We assume that \( \varepsilon > 0 \) is so small that

\[
0 < \varepsilon'' < \text{dist}(K_1, K_2 \cup K_3)/4.
\]

Later on, we will make additional assumptions concerning \( \varepsilon \) (see the proofs of Lemmas 4.3 and 5.2).

Consider the operators

\[
B_{i\mu s}^1 u = \sum_{s=1}^{S_i} (B_{i\mu s}^0 (x, D)(\xi u)(\omega_{is}(x))|_{\Gamma_i},
\]

\[
B_{i\mu s}^2 u = \sum_{s=1}^{S_i} (B_{i\mu s}^0 (x, D)((1-\xi)u)(\omega_{is}(x))|_{\Gamma_i},
\]

\[
B_{i\mu s}^3 = B_{i\mu} - B_{i\mu s}^1 - B_{i\mu s}^2, \quad A^1 = A - A^0.
\]

The operators \( B_{i\mu s}^1 \) correspond to nonlocal terms supported near the set \( K_1 \) and the operators \( B_{i\mu s}^2 \) to nonlocal terms supported outside the set \( K_1 \), while \( B_{i\mu s}^3 \) and \( A^1 \) correspond to lower-order terms (compact perturbations).

Denote \( B^k = \{B_{i\mu s}^k\}_{i, s, k = 0, \ldots, 3} \), \( B = B^0 + \cdots + B^3 \), and \( C = B^0 + B^1 \).

Along with the operator \( L = (A, B) \) we consider the bounded operators

\[
L^0 = (A^0, B^0) : H_a^{l+2m}(Q) \to \mathcal{H}_a^l(Q, \Gamma), \quad L^1 = (A^0, C) : H_a^{l+2m}(Q) \to \mathcal{H}_a^l(Q, \Gamma).
\]

We first obtain an a priori estimate (similar to (4.5)) for the operator \( L^1 \) with sufficiently small \( \varepsilon \). Then we prove a fundamental property of the operators \( B_{i\mu s}^2 \) related to the fact that the operators \( B_{i\mu s}^2 \) correspond to nonlocal terms supported outside the set \( K_1 \). Combining these results will allow us to prove Theorem 4.1.

Lemma 4.3. Let the conditions of Theorem 4.1 be fulfilled. Then there is an \( \varepsilon > 0 \) such that the following estimate holds for all \( u \in H_a^{l+2m}(Q) \):

\[
\|u\|_{H_a^{l+2m}(Q)} \leq c(\|L^1 u\|_{\mathcal{H}_a^l(Q, \Gamma)} + \|u\|_{H_a^{l+2m-1}(Q)}),
\]

where \( c > 0 \) does not depend on \( u \).
Proof. 1. For any point \( g \in K_1 \), denote by \( O(g) \) the orbit of \( g \); see Sec. 1.1. By Condition 1.3 each orbit \( O(g) \) consists of finitely many points \( g_j, j = 1, \ldots, N(g) \). Set
\[
\chi_m = \chi_m(g) = \min_{j, k, s} \chi_{jps}, \quad (j, k = 1, \ldots, N(g); \; \rho = 1, 2; \; s = 0, 1, \ldots, S_{jps}).
\]
Clearly, \( \chi_m \leq 1 \). Let \( x' \rightarrow x(g, j) \) be the change of variables inverse to the change of variables \( x \rightarrow x(g, j) \) from Sec. 1.1. The transformation \( x' \rightarrow x(g, j) \) takes each ball \( B_{x, \delta} \) onto some neighborhood \( \hat{B}_x(g_j) \) of the point \( g_j \) in such a way that the diameter of \( \hat{B}_x(g_j) \) tends to zero as \( \delta \rightarrow 0 \). (Note that \( \hat{B}_x(g_j) \) need not be a ball.) For each orbit \( O(g) \), we take a sufficiently small number \( \delta = \delta(g) > 0 \) such that \( \hat{B}_x(g_j) \subset V(g_j), j = 1, \ldots, N(g) \), and the operator \( L'_y \) has a bounded inverse for \( \delta = \delta(g) \) (see Corollary 2.1).

It is clear that the union
\[
\bigcup_{g \in K_1} \bigcup_{j=1}^{N(g)} \hat{B}_x(g_j)
\]
covers the set \( K_1 \). We choose finitely many points \( g^t \in K_1, t = 1, \ldots, T \), such that
\[
K_1 \subset \bigcup_{t,j} \hat{B}_x(g^t_j). \tag{4.13}
\]

Let functions \( \varphi^t_j \in C_0^\infty(\mathbb{R}^n) \) form a partition of unity for the set \( K_1 \) subordinate to the covering \( \{ \hat{B}_x(g^t_j) \} \). Now we will pass from the partition of unity \( \{ \varphi^t_j \} \) to another partition of unity \( \{ \xi^t_j \} \) such that each function \( \xi^t_j \), being written in the local coordinates \( x' = (y', z') \), does not depend on \( y' \) in a neighborhood of the edge \( \mathcal{P} \). To do so, we denote the function \( \varphi^t_j(x) \) written in the variables \( x' = (y', z') \) by \( \varphi^t_j(y', z') \). Clearly, there is a number \( a' < \chi_m \delta(g^t) \) such that
\[
\varphi^t_j(0, z') = 0
\]
for \( a' < |z'| < \chi_m \delta(g^t) \). We can assume without loss of generality that the function \( \varphi^t_j(0, z') \) is extended by zero for \( |z'| \geq \chi_m \delta(g^t) \), and it remains infinitely differentiable.

Denote by \( \psi^t \in C_0^\infty(\mathbb{R}^2) \) a function such that \( \psi^t(y') = 1 \) for \( |y'| < \varepsilon^1_t \) and \( \psi^t(y') = 0 \) for \( |y'| > 2 \varepsilon^1_t \), where \( \varepsilon^1_t > 0 \) is so small that
\[
\left( (2 \varepsilon^1_t)^2 + (a')^2 \right)^{1/2} < \chi_m \delta(g^t), \tag{4.10}
\]
and \( \varepsilon^1_t \) does not depend on \( \varepsilon \).

Set
\[
\xi^t_j(y', z') = \psi^t(y') \varphi^t_j(0, z'). \tag{4.11}
\]

By virtue of (4.10), we have
\[
\supp \xi^t_j(y', z') \subset B_{x, \delta(g^t)}. \tag{4.12}
\]

It is also clear that
\[
\xi^t_j(y', z') = \varphi^t_j(0, z'), \quad |y'| < \varepsilon^1_t. \tag{4.13}
\]

Denote by \( \xi^t_j(x) \) the functions \( \xi^t_j(y', z') \) written in the variables \( x = x(g^t, j) \). Since \( \supp \xi^t_j(x) \subset B_{x, \delta(g^t)}(g^t_j) \), we can extend each function \( \xi^t_j(x) \) by zero outside the neighborhood \( B_{x, \delta(g^t)}(g^t_j) \) to obtain the function infinitely differentiable on \( \mathbb{R}^n \).

Obviously, we have
\[
\sum_{j,t} \xi^t_j(x) = \sum_{j,t} \varphi^t_j(x) = 1, \quad x \in K_1. \tag{4.13}
\]

2. Take an arbitrary function \( u \in H^{l+2m}_0(Q) \). If \( g^t_j \in \overline{V} \) and \( x \in \hat{V}(g^t_j) \), then it follows from Condition 1.3 that \( \omega_{is}(x) \in V(g^t_j) \) for some \( 1 \leq p \leq N(g^t) \). Denote \( u^t_k(x) = u(x) \)
for \( x \in Q \cap V(g^t_k) \). Then \( u^t_x(\omega_i(x)) = u(\omega_i(x)) \) for \( x \in Q \cap V(g^t_{j\rho}) \). Let \( x \to x'(g^t_{j\rho}) \) be the change of variables from Sec. 1.1 corresponding to the orbit \( \mathcal{O}(g^t_{j\rho}) \). Denote the functions \( \xi^t_{ij} \) and \( u^t_{ij} \) written in the new variables \( x' \) by the same symbols (which leads to no confusion) and let \( u' = (u^t_1, \ldots, u^t_{N(g^t)}) \). Applying Corollary 2.1 we obtain

\[
\|\xi^t_{ij}u\|_{H^{l+2m}(Q)} \leq k_1 \|\xi^t_{ijk}u\|_{H^{l+2m}(\Theta)} \leq k_1 \|\xi^t_{ij}u\|_{H^{l+2m}(\Theta)} \leq k_2 \|\xi^t_{ij}u\|_{H^{l+2m}(\Theta)},
\]

where \( q = 1, \ldots, N(g^t_k) \), while \( k_1, k_2, \ldots, > 0 \) do not depend on \( u \).

It follows from (4.11) that \( \xi^t_{ij}(G_{jk}(y'), z') = 0, \) \( |x'| > \delta(g^t_{j\rho}) \).

Therefore, \( L^2_{g'}(\xi^t_{ij}u) = L^2_{g'}(\xi^t_{ij}u) \), and, by using Leibniz’ formula, we have

\[
\|\xi^t_{ij}u\|_{H^{l+2m}(Q)} \leq k_2 \|\xi^t_{ij}u\|_{H^{l+2m}(Q)} \|\xi^t_{ij}u\|_{H^{l+2m-1}(Q)} \leq k_3 \left( \sum_{j=1,2, j\rho, \mu} \sum_{k=0}^{m} \|\xi^t_{ij}u\|_{H^{l+2m-m_{j\rho}}, m_{j\mu}, m_{j\rho}, m_{j\mu'}, m_{j\rho'}, m_{j\mu}, m_{j\rho}, m_{j\mu'}} \right),
\]

where

\[
\Psi_{j\rho, \mu, \kappa}(x) = (B^0_{j\rho, \mu, \kappa}(x', D_{j\rho}, D_{j\mu})(1 - \xi)\xi^t_{ij}u_k),
\]

Denote by \( \xi^t_{ij}(y', z') \) the function \( \xi^t_{ij}(y', z') \) written in the variables \( x = x(g^t_{j\rho}, k) \), clearly, sup \( \xi^t_{ij}(y', z') \subset \hat{B}_{g^t_{j\rho}, k}(g^t_{j\rho}) \). Passing to the variables \( \hat{\omega}_i(x) \), we estimate the norm of \( \Psi_{j\rho, \mu, \kappa}(x, \partial \Omega) \) in the following way:

\[
\|\Psi_{j\rho, \mu, \kappa}(x, \partial \Omega)\|_{H^{l+2m-m_{j\rho}, m_{j\mu}, m_{j\rho'}, m_{j\mu'}, m_{j\rho}, m_{j\mu}, m_{j\rho}, m_{j\mu'}}(\omega_i, \partial \Omega')} \leq k_4 \|\xi^t_{ij}u\|_{H^{l+2m-m_{j\rho}, m_{j\mu}, m_{j\rho'}, m_{j\mu'}, m_{j\rho}, m_{j\mu}, m_{j\rho}, m_{j\mu'}}(\omega_i, \partial \Omega')}.
\]

Denote

\[
Q_b = \{ x \in Q : \text{dist}(x, \partial Q) > b \},
\]

where \( b > 0 \). Since \( \hat{B}_{g^t_{j\rho}, k}(g^t_{j\rho}) \subset \hat{V}(g^t_{j\rho}) \), it follows from Condition 1.3 that the set

\[
\Omega_0 = (\omega_i, \partial \Omega) \cap \hat{B}_{g^t_{j\rho}, k}(g^t_{j\rho}) \setminus K_{1/2}^e
\]

intersects neither \( K_1 \) nor \( K_2 \). Therefore, there exists a number \( b = b(\varepsilon) > 0 \) such that \( \Omega_0 \subset Q_b \). Since

\[
\supp \left( (1 - \xi)\xi^t_{ij} \right) \subset \Omega_0 \subset Q_b,
\]

using the last inequality, the equivalence of the norms in the spaces \( H^{l+2m}(Q_b) \) and \( W^{l+2m}(Q_b) \), and Lemma 1.5, we obtain

\[
\|\Psi_{j\rho, \mu, \kappa}(x, \partial \Omega)\|_{H^{l+2m-m_{j\rho}, m_{j\mu}, m_{j\rho'}, m_{j\mu'}, m_{j\rho}, m_{j\mu}, m_{j\rho}, m_{j\mu'}}(\omega_i, \partial \Omega')} \leq k_5 \|u\|_{H^{l+2m}(Q_b)} \leq k_6 \|u\|_{W^{l+2m}(Q_b)} \leq k_7 \|A^0 u\|_{W^{l+2m}(Q_b)} + \|u\|_{L_2(Q_b)} \leq k_8 \|A^0 u\|_{H^{l+2m}(Q)} + \|u\|_{H^{l+2m-1}(Q)}.
\]

Now let us estimate the norm of \( \Psi_{j\rho, \mu, \kappa}(x, \partial \Omega) \). By virtue of (4.12),

\[
\xi^t_{ij}(G_{jk}(y', z') - \xi^t_{ij}(y', z')) = 0, \quad |y'| < \varepsilon_1/\max(1, \chi_{j\rho, \mu, \kappa}).
\]

Therefore, similarly to (4.15), we obtain

\[
\|\Psi_{j\rho, \mu, \kappa}(x, \partial \Omega)\|_{H^{l+2m-m_{j\rho}, m_{j\mu}, m_{j\rho'}, m_{j\mu'}, m_{j\rho}, m_{j\mu}, m_{j\rho}, m_{j\mu'}}(\omega_i, \partial \Omega')} \leq k_9 \|A^0 u\|_{H^{l+2m}(Q)} + \|u\|_{H^{l+2m-1}(Q)}.
\]
It follows from (4.14), (4.15), and (4.16) that
\begin{equation}
\|e^\xi u\|_{H^{l+2m}_0(Q)} \leq k_{10}(\|L^1 u\|_{H^1_0(Q, \Gamma)} + \|u\|_{H^{l+2m-1}_0(Q)}).
\end{equation}

Setting
\begin{equation}
\xi_0(x) = \sum_{\ell, q} \xi^\ell_q(x)
\end{equation}
and using inequality (4.18), we have
\begin{equation}
\|\xi_0 u\|_{H^{l+2m}_0(Q)} \leq k_{11}(\|L^1 u\|_{H^1_0(Q, \Gamma)} + \|u\|_{H^{l+2m-1}_0(Q)})
\end{equation}
(note that \(k_{11}\) depends on \(\varepsilon\)).

3. Using a partition of unity, Theorem 2.3, Leibniz’ formula, and a priori estimates of solutions for elliptic problems in the interior of \(Q\) and near a smooth part of the boundary, we obtain
\begin{equation}
\|(1 - \xi_0)u\|_{H^{l+2m}_0(Q)} \leq c_1(\|(1 - \xi_0)L^1 u\|_{H^1_0(Q, \Gamma)} + \|u\|_{H^{l+2m-1}_0(Q)})
\end{equation}
\begin{equation}
\leq c_2\left(\|(1 - \xi_0)L^1 u\|_{H^1_0(Q, \Gamma)} + \sum_{\ell, \mu} \|(1 - \xi_0)B^1_{i\mu} u\|_{H^{l+2m-m_{\mu}-1/2}_0(\Gamma_i)} + \|u\|_{H^{l+2m-1}_0(Q)}\right),
\end{equation}
where \(c_1, c_2, \ldots > 0\) do not depend on \(u\) and \(\varepsilon\) (we recall that the function \(\xi_0\) does not depend on \(\varepsilon\)).

It follows from (4.13) and (4.18) that \(1 - \xi_0(x) = 0\) for \(x \in K_1\). On the other hand, \(\text{supp}(\omega_{i\mu}(x)) \subset K''_1\) due to (4.7). Therefore, applying Lemma 4.1 and Remark 4.1 and taking into account that \(\omega_{i\mu}\) are \(C^\infty\) diffeomorphisms, we have
\begin{equation}
\|(1 - \xi_0)B^1_{i\mu} u\|_{H^{l+2m-m_{\mu}-1/2}_0(\Gamma_i)} \leq c_3\varepsilon'' \|B^1_{i\mu} u\|_{H^{l+2m-m_{\mu}-1/2}_0(\Gamma_i)} \leq c_4\varepsilon''\|\xi u\|_{H^{l+2m}_0(Q)}.
\end{equation}
Further, using the relation \(\xi \subset K''_1\), inequalities (4.16), and Lemma 4.2, we obtain from the last estimate that
\begin{equation}
\|(1 - \xi_0)B^1_{i\mu} u\|_{H^{l+2m-m_{\mu}-1/2}_0(\Gamma_i)} \leq c_5\varepsilon''\|u\|_{H^{l+2m}_0(Q)}.
\end{equation}
Combining this estimate with (4.20) yields
\begin{equation}
\|(1 - \xi_0)u\|_{H^{l+2m}_0(Q)} \leq c_6(\|L^1 u\|_{H^1_0(Q, \Gamma)} + \varepsilon''\|u\|_{H^{l+2m}_0(Q)} + \|u\|_{H^{l+2m-1}_0(Q)}).
\end{equation}
Choosing \(\varepsilon\) in the definition of the function \(\xi\) so small that \(c_6\varepsilon'' = 1/2\) and using inequalities (4.19) and (4.21), we complete the proof. \(\square\)

4.3. In this subsection, we prove Theorem 4.1. First, we formulate some results on properties of weighted spaces, which are needed below.

**Lemma 4.4.** Let \(Q_1 \subset \mathbb{R}^n\) be a bounded domain such that \(\overline{Q} \subset Q_1\). Assume that the set \(K_1\) in the definition of the space \(H^k_0(Q_1) = H^k_0(Q_1, K_1)\) coincides with the set \(K\) in the definition of the space \(H^k_0(Q) = H^k_0(Q, K)\). Then, for any function \(v \in H^k_0(Q)\), there exists a function \(v_1 \in H^k_0(Q_1)\) such that \(v_1(x) = v(x)\) for \(x \in Q\) and
\begin{equation}
\|v_1\|_{H^k_0(Q_1)} \leq c\|v\|_{H^k_0(Q)},
\end{equation}
where \(c > 0\) does not depend on \(v\).

Lemma 4.4 is proved in [27] Sec. 3.

**Lemma 4.5.** Let \(\alpha > l + 2m - 1\). Assume that \(\delta > 0\) satisfies the following conditions:

1. \(K_1 \cap (K_2 \cup K_3) = \emptyset\) if \(K_2 \cup K_3 \neq \emptyset\),
\( K_2 \cap (K \setminus K_2) = \emptyset \) if \( K_2 \neq \emptyset \),

(3) \( K_3 \subset Q \) and \( K_3 \cap (K \setminus K_3) = \emptyset \) if \( K_3 \neq \emptyset \),

(4) \( \delta > 0 \) is arbitrary if \( K_2 \cup K_3 = \emptyset \).

Then
\[
\|u\|_{H^{1+2m}(K_2 \cap Q)} \leq c_1 \|u\|_{W^{1+2m}(K_2 \cap Q)}
\]
for all \( u \in W^{1+2m}(K_2 \cap Q) \) if \( K_j \neq \emptyset \) \( (j = 1, 2) \) and
\[
\|u\|_{H^{1+2m}(K_3 \cap Q)} \leq c_2 \|u\|_{W^{1+2m}(K_3 \cap Q)}
\]
for all \( u \in W^{1+2m}(K_3 \cap Q) \) if \( K_3 \neq \emptyset \), where \( c_1, c_2 > 0 \) do not depend on \( u \).

Lemma 4.5 is proved in \[27\] (see also Lemma 5.2 in \[17\]).

The following result is also obtained in \[27, \text{Sec. 3}\]. It means that the operators \( B^2_{\mu} \)
correspond to nonlocal terms supported outside the set \( K_1 \). For the reader’s convenience,
we give the proof of this result.

**Lemma 4.6.** Let Condition 4.1 hold. Then there exists a number \( \varkappa = \varkappa(\varepsilon) > 0 \) such that

\[
\|B^2_{\mu}u\|_{H^{1+2m-m_{\mu}-1/2}(\Gamma_1)} \leq c_1 \|u\|_{H^{1+2m}(Q \setminus K_1^2)}
\]
for all \( u \in H^{1+2m}(Q \setminus K_1^2) \); furthermore, there exists a number \( \sigma = \sigma(\varkappa) \) such that

\[
\|B^2_{\mu}u\|_{H^{1+2m-m_{\mu}-1/2}(\Gamma_1, Q^2)} \leq c_2 \|u\|_{H^{1+2m}(Q_\sigma)}
\]
for all \( u \in H^{1+2m}(Q_\sigma) \); here \( i = 1, \ldots, N_0; \mu = 1, \ldots, m; c_1, c_2 > 0 \) do not depend on \( u \).

**Proof.** 1. It suffices to show that inequalities (4.24) and (4.25) are valid for the function
\[
\varphi_{\mu i} = (B^0_{\mu i}(x, D)((1 - \xi)u))|_{\Gamma_1}
\]
substituted for \( B^2_{\mu i} u \).

2. Let \( \omega_{\mu i}((\Gamma_1) \cap K_2 \neq \emptyset \). We assume without loss of generality that \( \omega_{\mu i}((\Gamma_1) \cap K_2 = \omega_{\mu i}((\Gamma_1) \cap K_2 \cap Q \cup \omega_{\mu i}(\Omega_1)) \cap K_2 \); see Figure 3. Let \( U \) be an extension of the function \((1 - \xi)u \) to \( Q \cup \omega_{\mu i}(\Omega_1) \),
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defined by Lemma 4.4 and satisfying the inequality

\[
\|U\|_{H^{1+2m}(Q \cup \omega_{\mu i}(\Omega_1))} \leq k_1 \|(1 - \xi)u\|_{H^{1+2m}(Q)},
\]
where \( k_1, k_2, \ldots > 0 \) do not depend on \( u \). Set

\[
\Phi_{i\mu s}(x) = (B_{i\mu s}(x, D)U)(\omega_{i s}(x)), \quad x \in \Omega.
\]

Clearly,

\[
\varphi_{i\mu s} = \Phi_{i\mu s}|_{\Gamma_i}.
\]

Introducing the new variable \( \hat{x} = \omega_{i s}(x) \), applying Lemma 4.3 if \( K_j \neq \emptyset \) and \( K_j \not\subset K \), \( j = 2, 3 \), and using inequality (4.29), we obtain

\[
\|\varphi_{i\mu s}\|_{H^{l+2m-m\mu-1/2}_a(\Gamma_i)} \leq \|\Phi_{i\mu s}\|_{H^{l+2m-m\mu}_a(\Omega_i)} \leq k_2\|B_{i\mu s}(\hat{x}, D)U(\hat{x})\|_{H^{l+2m-m\mu}(\omega_{i s}(\Omega_i))} \leq k_3\|1 - \xi\|_{H^{l+2m}_a(Q)}.
\]

Thus, setting \( 2\kappa = \varepsilon/2 \), we see that \((4.27)\) implies \((4.24)\).

Since the transformation \( \omega_{i s} \) is continuous and \( \omega_{i s}(\Gamma_i) \subset Q \), it follows that \( \omega_{i s}(\Gamma_i \setminus \tilde{K}^\varepsilon_i) \subset Q_{2\varepsilon} \) for sufficiently small \( \sigma > 0 \). Introduce a function \( \eta \in C^\infty_0(\mathbb{R}^n) \) such that

\[
\eta(x) = 1 \quad \text{for} \quad x \in Q_{2\varepsilon} \quad \text{and} \quad \eta(x) = 0 \quad \text{for} \quad x \notin Q_{\varepsilon}.
\]

Suppose that the function \( \eta \) is extended by zero outside \( Q \). Set

\[
\Psi_{i\mu s}(x) = (B_{i\mu s}(x, D)(\eta(1 - \xi)u)(\omega_{i s}(x)), \quad x \in \Omega_i.
\]

It is clear that

\[
\varphi_{i\mu s}|_{\Gamma_i \setminus \tilde{K}^\varepsilon_i} = \Psi|_{\Gamma_i \setminus \tilde{K}^\varepsilon_i}.
\]

Hence, applying Lemma 4.3 if \( K_j \neq \emptyset \) and \( K_j \not\subset K \), \( j = 2, 3 \), we obtain

\[
\|\varphi_{i\mu s}\|_{H^{l+2m-m\mu-1/2}_a(\Gamma_i \setminus \tilde{K}^\varepsilon_i)} \leq \|\Psi_{i\mu s}\|_{H^{l+2m-m\mu}_a(\Omega_i)} \leq k_4\|B_{i\mu s}(\hat{x}, D)(\eta(1 - \xi)u)(\hat{x})\|_{H^{l+2m-m\mu}(\omega_{i s}(\Omega_i))} \leq k_5\|u\|_{H^{l+2m}_a(Q_\varepsilon)}.
\]

3. If \( \omega_{i s}(\Gamma_i \setminus K_i) = \emptyset \), then \( \omega_{i s}(\Gamma_i \setminus \tilde{K}^\varepsilon_i) \subset Q_{2\varepsilon} \). Therefore, similarly to the above, we obtain

\[
\|\varphi_{i\mu s}\|_{H^{l+2m-m\mu-1/2}_a(\Gamma_i)} \leq k_5\|u\|_{H^{l+2m}_a(Q_\varepsilon)}.
\]

This proves inequalities (4.24) and (4.25). \( \square \)

**Proof of Theorem 4.1.** 1. Take an arbitrary function \( u \in H^{l+2m}_a(Q) \). It follows from Lemma 4.3 that

\[
\|u\|_{H^{l+2m}_a(Q)} \leq k_1 \left( \|Lu\|_{H^{l}_a(Q, r)} + \|A^1 u\|_{H^{l}_a(Q)} + \sum_{i, \mu} \sum_{k=2, 3} \|B_{i\mu s}^k u\|_{H^{l+2m-m\mu-1/2}_a(\Gamma_i)} \right),
\]

where \( k_1, k_2, \ldots > 0 \) do not depend on \( u \).

It follows from the boundedness of the domain \( Q \) and from Lemma 4.3 that

\[
\|A^1 u\|_{H^{l}_a(Q)} + \sum_{i, \mu} \|B_{i\mu s}^3 u\|_{H^{l+2m-m\mu-1/2}_a(\Gamma_i)} \leq k_2\|u\|_{H^{l+2m}_a(Q)}.
\]

2. Consider a function \( \eta \in C^\infty(\mathbb{R}^n) \) such that

\[
\eta(x) = 1 \quad \text{for} \quad x \in \mathbb{R}^n \setminus \tilde{K}^\varepsilon, \quad \eta(x) = 0 \quad \text{for} \quad x \in \tilde{K}^\varepsilon,
\]

where \( \varepsilon > 0 \) is the constant occurring in Lemma 4.3.

It follows from inequality (4.24), from Lemma 4.3 and from Leibniz’ formula that

\[
\|B_{i\mu s}^k u\|_{H^{l+2m-m\mu-1/2}_a(\Gamma_i)} \leq k_3\|\eta u\|_{H^{l+2m}_a(Q)}
\]

\[
\leq k_4 \left( \|\eta L u\|_{H^{l}_a(Q, r)} + \|u\|_{H^{l+2m-1}_a(Q)} + \sum_{i, \mu} \sum_{s=0} \|\Phi_{i\mu s}\|_{H^{l+2m-m\mu-1/2}_a(\omega_{i s}(\Gamma_i))} \right),
\]

where \( k_4 \) is a constant independent of \( u \) and \( \eta \).
where
\[ \Psi_{\mu s} = (\eta(x) - \eta(\omega_{is}^{-1}(x))) (B_{\mu s}^0(x, D)(\xi(x))(x)|_{\omega_{is}(\Gamma_t)}). \]

It is clear that, if \( \omega_{is}(\Gamma_t) \cap \mathcal{K}_i^\nu = \emptyset \), then \( \Psi_{\mu s} = 0 \). Let \( \omega_{is}(\Gamma_t) \cap \mathcal{K}_i^\nu \neq \emptyset \). We claim that
\[ \text{supp} \Psi_{\mu s} \subset Q_b \]
for some \( b > 0 \). Indeed,
\[ \omega_{is}(\Gamma_t) \subset Q \quad \text{and} \quad \text{supp} \xi \subset \mathcal{K}_i^\nu. \]

Therefore, by virtue of \( (4.8) \), it suffices to show that \( \Psi_{\mu s}(x) = 0 \) for \( x \) in some neighborhood of \( \mathcal{K}_i \). Since
\[ \eta(x) = 0, \quad x \in \overline{\omega_{is}(\Gamma_t)} \cap \mathcal{K}_i^\nu, \]
it remains to prove that
\[ \eta(\omega_{is}^{-1}(x)) = 0, \quad x \in \overline{\omega_{is}(\Gamma_t)} \cap \mathcal{K}_i^\nu, \]
for a sufficiently small \( d > 0 \). Note that, if \( \omega_{is}(\Gamma_t) \cap \mathcal{K}_i = \emptyset \), then \( (4.31) \) follows from \( (4.8) \) and \( (4.32) \). If \( \omega_{is}(\Gamma_t) \cap \mathcal{K}_i \neq \emptyset \) for some \( i \) and \( s \), then \( \mathcal{K}_i^{\nu'} \subset \omega_{is}(\Gamma_t) \) for some \( \nu' \) and \( \omega_{is}^{-1}(\mathcal{K}_i^{\nu'}) \subset \mathcal{K}_i^{\nu} \). Hence, there exists a sufficiently small \( d > 0 \) such that \( \mathcal{K}_i^{\nu} \subset \omega_{is}(\Omega_t) \) and \( \omega_{is}^{-1}(\mathcal{K}_i^{\nu'}) \subset \mathcal{K}_i^{\nu} \) (because the transformations \( \omega_{is}^{-1} \) are smooth). Clearly, \( (4.34) \) holds in this case. Thus, we obtain \( (4.31) \).

It follows from \( (4.31) \) and Lemma 3.5 that
\[ \| \Psi_{\mu s} \|_{H^{l_2+2m-m_s-1/2}(\omega_{is}(\Gamma_t))} \leq k_5 (\| Au \|_{H^{l_2}_a(Q)} + \| u \|_{H^{l_2+2m-1}_a(Q)}). \]

Using this inequality, we infer from \( (4.30) \) that
\[ (4.35) \quad \| B_{\mu s}^2 u \|_{H^{l_2+2m-m_s-1/2}(\Gamma_t)} \]
\[ \leq k_6 (\| Lu \|_{H^{l_2}_a(Q, \Gamma)} + \| u \|_{H^{l_2+2m-1}_a(Q)} + \sum_{i, \mu} \| B_{\mu s}^2 u \|_{H^{l_2+2m-m_s-1/2}(\Gamma_t)}). \]

By virtue of \( (4.26) \), Lemma 3.5 and Leibniz’ formula, we have
\[ (4.36) \quad \| B_{\mu s}^2 u \|_{H^{l_2+2m-m_s-1/2}(\Gamma_t)} \leq k_7 \| u \|_{H^{l_2+2m}(Q)}, \]
\[ \leq k_8 (\| Au \|_{H^{l_2}_a(Q)} + \| u \|_{H^{l_2+2m-1}_a(Q)}). \]

Combining estimates \( (4.28) \), \( (4.29) \), \( (4.35) \), and \( (4.36) \), we obtain the desired estimate \( (4.34) \).

5. The Fredholm property of nonlocal elliptic problems

5.1 In this section, we prove the main result of the paper concerning the Fredholm property of nonlocal elliptic problems in weighted spaces. This result can be formulated as follows.

**Theorem 5.1.** Let Conditions \( (1.1) \), \( (1.3) \), and \( (4.1) \) hold. Assume that the line \( \mathrm{Im} \lambda = a + 1 - l - 2m \) contains no eigenvalues of \( \mathcal{L}(\omega) \) for any \( g \in K \) and \( \dim \mathcal{N}(\mathcal{L}(\omega)) = \text{codim} \mathcal{R}(\mathcal{L}(\omega)) = 0 \) for any \( g \in K \) and \( \omega \in \mathbb{S}^{n-3} \). Then the operator \( L : H^{l_2+2m}_a(Q) \to H^{l_2}_a(Q, \Gamma) \) has the Fredholm property.

Due to Theorem 16.4 in \( [18] \) (concerning compact perturbations of Fredholm operators), it suffices to prove Theorem 5.1, and the other assertions of this section for \( A^1 = 0 \) and \( B^3 = 0 \). Therefore, we assume that \( A^1 = 0 \) and \( B^3 = 0 \) throughout this section.

**Corollary 5.1.** Let the conditions of Theorem 5.1 be fulfilled. Then \( \text{ind } L = \text{ind } L^3 \).
Proof. We introduce the operator
\[ L_t u = \{ A^0 u, \ C u + (1 - t)B^2 u \} . \]
We have \( L_0 = L \) (because \( A^1 = 0 \) and \( B^3 = 0 \)) and \( L_1 = L^1 \).

By Theorem 5.1, the operators \( L_t \) have the Fredholm property for all \( t \). Furthermore, for any \( t_0 \) and \( t \), the following estimate holds:
\[ \| L_t u - L_{t_0} u \|_{\mathcal{H}_u^t (Q, \Gamma)} \leq k_{t_0} |t - t_0| \cdot \| u \|_{\mathcal{H}_u^{l+2m} (Q)} , \]
where \( k_{t_0} > 0 \) does not depend on \( t \). Therefore, by Theorem 16.2 in [18], we have \( \text{ind} L_t = \text{ind} L_{t_0} \) for any \( t \) in a sufficiently small neighborhood of the point \( t_0 \). Since \( t_0 \) is arbitrary, these neighborhoods cover the segment \([0,1]\). Choosing a finite subcovering, we obtain the relations \( \text{ind} L = \text{ind} L_0 = \text{ind} L_1 = \text{ind} L^1 \).

The proof of Theorem 5.1 is based on the existence of a right regularizer for the operator \( L \).

**Theorem 5.2.** Let the conditions of Theorem 5.1 be fulfilled. Then there exists a linear bounded operator \( R : \mathcal{H}_u^t (Q, \Gamma) \rightarrow \mathcal{H}_u^{l+2m} (Q) \) such that
\[ LR = I + T \]
where \( I \) and \( T \) are the identity operator and a compact operator on \( \mathcal{H}_u^t (Q, \Gamma) \), respectively.

**Proof of Theorem 5.1.** Assume that Theorem 5.2 is true. By Lemma 3.5 in [15], the embedding of \( \mathcal{H}_u^{l+2m} (Q) \) into \( \mathcal{H}_u^{l+2m-1} (Q) \) is compact. Therefore, by Theorem 7.1 in [18] and Theorem 4.1, \( \text{dim} \mathcal{N} (L) < \infty \) and the range \( \mathcal{R} (L) \) is closed in \( \mathcal{H}_u^t (Q, \Gamma) \). On the other hand, Theorem 15.2 in [18] and Theorem 5.2 imply that \( \text{codim} \mathcal{R} (L) < \infty \).

Thus, it remains to prove Theorem 5.2.

5.2. First, we prove the following auxiliary result.

**Lemma 5.1.** Let \( H \) be a Hilbert space and \( I \) the identity operator on \( H \). Let \( M_\varepsilon \) and \( S_\varepsilon \), \( \varepsilon > 0 \), be families of bounded operators on \( H \) such that
\[ \| M_\varepsilon \| \leq c_1 \varepsilon , \quad \| S_\varepsilon \| \leq c_2 , \]
where \( c_1, c_2 > 0 \) do not depend on \( \varepsilon \), and the operators \( S_\varepsilon^2 \) are compact. Then the operators
\[ L_\varepsilon = I + M_\varepsilon + S_\varepsilon \]
have the Fredholm property for sufficiently small \( \varepsilon > 0 \).

**Proof.** To prove the lemma, we will construct a right and a left regularizer for \( L_\varepsilon \). We have
\[ L_\varepsilon (I - (M_\varepsilon + S_\varepsilon)) = I - M_\varepsilon^2 - M_\varepsilon S_\varepsilon - S_\varepsilon M_\varepsilon - S_\varepsilon^2 . \]
It follows from (5.1) that
\[ \| M_\varepsilon^2 + M_\varepsilon S_\varepsilon + S_\varepsilon M_\varepsilon \| \leq c_3 \varepsilon , \]
where \( c_3 > 0 \) does not depend on \( \varepsilon \). Therefore, the operators \( I - M_\varepsilon^2 - M_\varepsilon S_\varepsilon - S_\varepsilon M_\varepsilon \) have the Fredholm property by Theorem 16.2 in [18], provided that \( \varepsilon > 0 \) is sufficiently small. Further, using the fact that the operators \( S_\varepsilon^2 \) are compact and applying Theorem 16.4 in [18], we see that the operators \( L_\varepsilon (I - (M_\varepsilon + S_\varepsilon)) \) also have the Fredholm property. Now it follows from Theorem 15.2 in [18] that there exist bounded operators \( R_\varepsilon \) and compact operators \( T_{1\varepsilon} \) such that
\[ L_\varepsilon (I - (M_\varepsilon + S_\varepsilon)) R_{1\varepsilon} = I + T_{1\varepsilon} . \]
Similarly, one can prove that there exist bounded operators $R_{2x}$ and compact operators $T_{2x}$ such that

$$ R_{2x}(I - (M_e + S_e))L_e = I + T_{2x}. $$

The conclusion of the lemma follows from relations (5.2) and (5.3) and from Theorems 15.2 and 14.3 in [18].

To prove Theorem 5.1 we preliminarily consider the operator $L^1$, i.e., assume that nonlocal terms are supported near the set $K_1$.

**Lemma 5.2.** Let the conditions of Theorem 5.1 be fulfilled and the number $\varepsilon$ be sufficiently small. Then there exist a linear bounded operator $R_1: \mathcal{H}_n^1(Q, \Gamma) \to H_n^{l+2m}(Q)$ and a compact operator $T_1: \mathcal{H}_n^1(Q, \Gamma) \to \mathcal{H}_n^1(Q, \Gamma)$ such that

$$ L^1R_1 = I + T_1. $$

**Proof.** 1. To construct a right regularizer, we consider a partition of unity $\{\xi_j^1\}$ different from that in the proof of Lemma 4.3.

For each orbit $O(y)$, $g \in K_1$, we denote by $\check{B}_\delta(g)\psi$ the same neighborhoods as in the proof of Lemma 4.3 and we let $\{\varphi_j^1\}$ be the same partition of unity for $K_1$. We denote the function $\varphi_j^1(x)$ written in the variables $x' = (y', z')$ by $\varphi_j^1(y', z')$. Clearly, there is a number $\lambda' < \chi_m\delta(g')$ such that

$$ \varphi_j^1(0, z') = 0 $$

for $\lambda' < \lambda' < \chi_m\delta(g')$. As before, we assume that $\varphi_j^1(0, z')$ is extended by zero for $|z'| \geq \chi_m\delta(g')$, and it remains infinitely differentiable.

Let $\hat{\varphi}' \in C_0^\infty(\mathbb{R}^{n-2})$ be a function such that

$$ \hat{\varphi}'(z') = \begin{cases} 1, & |z'| < \lambda', \\ 0, & |z'| > \hat{\lambda}', \end{cases} $$

where $\lambda' < \hat{\lambda}' < \chi_m\delta(g')$.

Denote by $\psi^t, \hat{\psi}^t \in C_0^\infty(\mathbb{R}^2)$ functions such that $\psi^t(y') = 1$ for $|y'| \leq \varepsilon_1^t$ and $\psi^t(y') = 0$ for $|y'| \geq 3\varepsilon_1^t/2$, $\hat{\psi}^t(y') = 1$ for $|y'| \leq 3\varepsilon_1^t/2$, and $\hat{\psi}^t(y') = 0$ for $|y'| \geq 2\varepsilon_1^t$, where $\varepsilon_1^t > 0$ is so small that

$$ \{(2\varepsilon_1^t)^2 + (\hat{\lambda}')^2\}^{1/2} < \chi_m\delta(g'), $$

and $\varepsilon_1^t$ does not depend on $\varepsilon$.

Set

$$ \xi_j^1(y', z') = \psi^t(y')\varphi_j^1(0, z'), \quad \hat{\xi}_j^1(y', z') = \hat{\psi}^t(y')\hat{\varphi}(z'). $$

By virtue of (5.4), we have

$$ \text{supp } \xi_j^1(y', z') \subset B_{\chi_m\delta(g')}, \quad \text{supp } \hat{\xi}_j^1(y', z') \subset B_{\chi_m\delta(g')}.$$

It is also clear that

$$ \xi_j^1(y', z') = \varphi_j^1(0, z'), \quad \hat{\xi}_j^1(y', z') = \hat{\varphi}(z'), \quad |y'| < \varepsilon_1^t, $$

$$ \hat{\xi}_j^1(y', z')\xi_j^1(y', z') = \xi_j^1(y', z'), \quad (y', z') \in \mathbb{R}^n.$$

Denote by $\xi_j^1(x)$ and $\hat{\xi}_j^1(x)$ the functions $\xi_j^1(y', z')$ and $\hat{\xi}_j^1(y', z')$, respectively, written in the variables $x = x(y', z')$. Since supp $\xi_j^1(x) \subset \check{B}_{\delta(g')}\psi_j^1$ and supp $\hat{\xi}_j^1(x) \subset \check{B}_{\delta(g')}\psi_j^1$, we can extend these functions by zero outside the neighborhood $\check{B}_{\delta(g')}\psi_j^1$ to obtain the functions infinitely differentiable on $\mathbb{R}^n$. 
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Obviously, we have
\begin{equation}
\sum_{j,t} \xi_j^t(x) = \sum_{j,t} \varphi_j^t(x) = 1, \quad x \in K_1.
\end{equation}

2. We set
\[ M_H^t = \left\{ u \in H^{l+2m}_a(Q) : \text{supp } u \subset \bigcup_{j=1}^{N(g')} V(g'_j) \right\}, \]
\[ M_H^{t'} = \{ v \in H^{l+2m}_a(\Theta) : \text{supp } v \subset V(0) \}. \]
For all \( u \in M_H^t \), denote \( u'_j(x) = u(x), x \in V(g'_j) \). We define the isomorphism \( U^t : M_H^t \to M_H^{t'} \) by the formulas
\[ (U^t u)_j(x') = u'_j(x(x')), \quad x' \in \Theta_j \cap V(0); \quad (U^t u)_j(x') = 0, \quad x' \in \Theta_j \setminus V(0); \]
\[ j = 1, \ldots, N(g'). \]
We set
\[ G_H^t = \left\{ f \in H^{l}_a(Q) : \text{supp } f \subset \bigcup_{j=1}^{N(g')} V(g'_j) \right\}, \]
\[ G_H^{t'} = \{ \Phi \in H^{l}_a(\Theta) : \text{supp } \Phi \subset V(0) \}. \]
If \( f = \{ f_0, f_{j,\rho} \} \in G_H^t \), then we denote by \( f'_j(x) \) and \( f'_{j,\rho}(x) \) the functions \( f_0(x) \) and \( f_{j,\rho}(x) \) for \( x \in V(g'_j) \) and \( x \in \Gamma_i \cap V(g'_j) \), respectively, where \( \rho \) and \( j \) are such that the transformation \( x \mapsto x'(g'_j,j) \) maps \( \Gamma_i \cap V(g'_j) \) onto \( \Gamma_{j,\rho} \cap V(0) \). Further, we define the isomorphism \( F^t : G_H^t \to G_H^{t'} \) by the formula
\[ (F^t f)(x') = \{(F^t f)_j(x'), (F^t f)_{j,\rho}(x')\}. \]
Here
\[ (F^t f)_j(x') = f'_j(x(x')), \quad x' \in \Theta_j \cap V(0); \quad (F^t f)_j(x') = 0, \quad x' \in \Theta_j \setminus V(0); \]
\[ (F^t f)_{j,\rho}(x') = f'_{j,\rho}(x(x')), \quad x' \in \Gamma_{j,\rho} \cap V(0); \quad (F^t f)_{j,\rho}(x') = 0, \quad x' \in \Gamma_{j,\rho} \setminus V(0); \]
\[ j = 1, \ldots, N(g'); \quad \rho = 1, 2; \quad \mu = 1, \ldots, m. \]
3. We set
\begin{equation}
R_{K_1} f = \sum_{t} (U^t)^{-1} \left( \hat{\xi}^t (L_{q^t})^{-1} F^t \left( \sum_{q} \xi_q^t f \right) \right).
\end{equation}
Since the functions \( \hat{\xi}^t \) and \( \xi_q^t \) do not depend on \( \varepsilon \), it follows from Corollary 2.1 that
\begin{equation}
\| R_{K_1} f \|_{H^{l+2m}_a(Q)} \leq c_1 \| f \|_{\mathcal{H}_a(Q, \Gamma)},
\end{equation}
where \( c_1, c_2, \ldots > 0 \) do not depend neither on \( \varepsilon \) nor on a function occurring on the right-hand side.

Clearly, we have
\begin{equation}
L^t R_{K_1} f = LR_{K_1} f + T_1 f,
\end{equation}
where \( T_1 : \mathcal{H}_a(Q, \Gamma) \to \mathcal{H}_a(Q, \Gamma) \) is a linear bounded operator given by
\[ T_1 f = \left\{ 0, - \sum_{\varepsilon = 1}^{S_i} (B^0_{\varepsilon})_{(1 - \xi) R_{K_1} f}((\omega_{\varepsilon}(x))^1_{\gamma_1}) \right\}, \]
(recall that \( A^1 = 0 \) and \( B^3 = 0 \)). Moreover, using Lemmas 4.6 and 4.2 and estimate (5.10), we have
\begin{equation}
\| T_1 f \|_{\mathcal{H}_a(Q, \Gamma)} \leq c_2 \| R_{K_1} f \|_{H^{l+2m}_a(Q)} + \| \xi R_{K_1} f \|_{H^{l+2m}_a(Q)} \leq c_3 \| f \|_{\mathcal{H}_a(Q, \Gamma)}.
\end{equation}
Further, by virtue of \( \text{supp} \tilde{\xi} = \{ \tilde{\xi}(y',z') \subset B_{\delta(g')} \} \).

Therefore,
\[
(5.13) \quad \tilde{\xi}^* L_{g^*} v = \tilde{\xi}^* L_{g^*}'' v, \quad v \in H_{a}^{l+2m}(\Theta).
\]

It follows from Leibniz’ formula that
\[
(5.14) \quad L_{g^*} (\tilde{\xi}^* v) = \tilde{\xi}^* L_{g^*} v + \tilde{\xi}^* L_{g^*} v + \{ 0, T_{j;\rho}^l v \},
\]
where \( \tilde{\xi}^* : H_{a}^{l+2m-1}(\Theta) \rightarrow H_{a}^{l}(\Theta, \Gamma) \) is a bounded operator such that \( \text{supp} \tilde{\xi}^* v \subset B_{\delta(g')} \), while
\[
T_{j;\rho}^l = \sum_{(k,s) \neq (j,0)} (\tilde{\xi}^* (G_{jkps} y', z') - \tilde{\xi}^* (y', z')) (\hat{P}^0_{jkps} (x', D) v_k) (G_{jkps} y', z') |_{r_{j;\rho}}
\]
and \( \text{supp} T_{j;\rho}^l v \subset B_{\delta(g')} \). Clearly,
\[
T_{j;\rho}^l : H_{a}^{l+2m}(\Theta) \rightarrow H_{a}^{l+2m-m,j;\rho-1/2}(\Gamma_{j;\rho})
\]
is a bounded operator. Moreover, since the operator \( \tilde{\xi}^* \) does not depend on \( \varepsilon \), it follows that
\[
(5.15) \quad \| \tilde{\xi}^* v \|_{H_{a}^{l}(\Theta, \Gamma)} \leq c_4 \| v \|_{H_{a}^{l+2m-1}(\Theta)},
\]
\[
(5.16) \quad \| T_{j;\rho}^l v \|_{H_{a}^{l+2m-m,j;\rho-1/2}(\Gamma_{j;\rho})} \leq c_5 \| v \|_{H_{a}^{l+2m}(\Theta)}.
\]

Using definition \( (5.9) \) of the operator \( R_{k_1} \), the isomorphisms \( U^t \) and \( F^t \), and relations \( (5.14), (5.15), \) and \( (5.16) \), we obtain
\[
LR_{K_1} f = \sum_t (F^t)^{-1} L_{g^*}^t (L_{g^*}''^t)^{-1} F^t \left( \sum_q \xi_q^t f \right)
\]
\[
= \sum_t (F^t)^{-1} \tilde{\xi}^t F^t \left( \sum_q \xi_q^t f \right) + T_2 f + T_3 f
\]
\[
= \sum_t (F^t)^{-1} F^t \left( \sum_q \xi_q^t t_{q} f \right) + T_2 f + T_3 f
\]
\[
= \sum_t \xi_q^t f + T_2 f + T_3 f,
\]
where
\[
T_2 f = \sum_t (F^t)^{-1} \hat{L}_{g^*}^t (L_{g^*}''^t)^{-1} F^t \left( \sum_q \xi_q^t f \right),
\]
\[
T_3 f = \sum_t (F^t)^{-1} \left\{ 0, T_{j;\rho}^l (L_{g^*}''^t)^{-1} F^t \left( \sum q \xi_q^t f \right) \right\}.
\]

Since the operator \( \hat{L}_{g^*} : H_{a}^{l+2m-1}(\Theta) \rightarrow H_{a}^{l}(\Theta, \Gamma) \) is bounded, \( \text{supp} \hat{L}_{g^*} v \subset B_{\delta(g')} \), and \( H_{a}^{l+2m}(\Theta \cap B_{\delta(g')}) \) is compactly embedded into \( H_{a}^{l+2m-1}(\Theta \cap B_{\delta(g')}) \), it follows that the operator
\[
T_2 : H_{a}^{l}(Q, \Gamma) \rightarrow H_{a}^{l}(Q, \Gamma)
\]
is compact. Furthermore, by \( (5.15), (5.16), \) and Corollary \( 2.1 \), we have
\[
(5.18) \quad \| T_i f \|_{H_{a}^{l}(Q, \Gamma)} \leq c_6 \| f \|_{H_{a}^{l}(Q, \Gamma)}, \quad i = 2,3
\]
(we have also used the fact that the operator \( L_{g^*}'' \) and the functions \( \xi_q^t \) do not depend on \( \varepsilon \)).
Now let us prove that the square of the operator $T_3$ is compact. Indeed,
\begin{equation}
\|(T_3)^2\|_{H_a^1(Q,\Gamma)} \leq c_7 \sum_{t,j,\rho,k} \left\| T_{j\rho}^t (\mathcal{L}''_{t})^{-1} F^t \left( \sum_q \xi_q T_3 f \right) \right\|_{H_a^{l+2m-m_{j\rho\mu}-1/2}(\Gamma_{j\rho})}.
\end{equation}

It follows from (5.5) and (5.6) that
\[\text{supp} \left( \xi^t (G_{j\rho k} y', z') - \xi^t (y', z') \right) \subset B_{\delta(g')},\]
and
\[\xi^t (G_{j\rho k} y', z') - \xi^t (y', z') = 0\]
for $|y'| \leq \varepsilon_1 / \chi_M$, where $\chi_M = \max_{j,\rho,k} \chi_{j\rho k}$. Therefore, the condition $d_{k1} < d_{j\rho} + \varphi_{j\rho k} < d_{k2}$ for $(k, s) \neq (j, 0)$ implies that
\begin{equation}
\left\| T_{j\rho}^t v \right\|_{H_a^{l+2m-m_{j\rho\mu}-1/2}(\Gamma_{j\rho})} \leq c_8 \sum_{k=1}^{N(g')} \left\| v_k \right\|_{H_a^{l+2m}(\Omega^k)},
\end{equation}
where
\[\Omega^k = \{ x' = (y', z') : d_{k1} + d_0 < \varphi < d_{k2} - d_0, |y'| > \varepsilon_1 / \chi_M, |x'| < \delta(g') \}\]
and
\begin{equation}
d_0 = \min_{j,\rho,k,s} \left( d_{j\rho} + \varphi_{j\rho k} - d_{k1}, d_{k2} - (d_{j\rho} + \varphi_{j\rho k}) / 2 \right) \quad ((k, s) \neq (j, 0)).
\end{equation}

Using inequality (5.20), Lemma 3.5 and the equivalence of the norms in subspaces of the spaces $H_a^0(\Theta_k)$ and $W^l(\Theta_k)$ consisting of compactly supported functions vanishing near the edge $\mathcal{P}$, we obtain
\[\left\| T_{j\rho}^t (\mathcal{L}''_{t})^{-1} F^t \left( \sum_q \xi_q T_3 f \right) \right\|_{H_a^{l+2m-m_{j\rho\mu}-1/2}(\Gamma_{j\rho})} \leq c_9 \sum_k \left( \left\| A_k'' \left[ (\mathcal{L}''_{t})^{-1} F^t \left( \sum_q \xi_q T_3 f \right) \right] \right\|_{H_a^0(\Theta_k)} + \left\| \left[ (\mathcal{L}''_{t})^{-1} F^t \left( \sum_q \xi_q T_3 f \right) \right] \right\|_{H_a^0(\Theta_k \cap B_{2\delta(g')})} \right),\]
where
\[A_k'' = A_k(D_{x'}) + \eta(A_k''(x', D_{x'}) - A_k(D_{x'})).\]

However, the first $N(g')$ components of the vector $F^t \left( \sum_q \xi_q T_3 f \right)$ are equal to zero. Therefore,
\begin{equation}
A_k'' \left[ (\mathcal{L}''_{t})^{-1} F^t \left( \sum_q \xi_q T_3 f \right) \right] = 0, \quad k = 1, \ldots, N(g'),
\end{equation}
and hence
\begin{equation}
\left\| T_{j\rho}^t (\mathcal{L}''_{t})^{-1} F^t \left( \sum_q \xi_q T_3 f \right) \right\|_{H_a^{l+2m-m_{j\rho\mu}-1/2}(\Gamma_{j\rho})} \leq c_9 \sum_k \left\| \left[ (\mathcal{L}''_{t})^{-1} F^t \left( \sum_q \xi_q T_3 f \right) \right] \right\|_{H_a^0(\Theta_k \cap B_{2\delta(g')})}.
\end{equation}

Inequalities (5.19) and (5.23) and the compactness of the embedding $H_a^{l+2m}(\Theta_k) \subset H_a^0(\Theta_k \cap B_{2\delta(g')})$ imply that the operator $T_3$ has a compact square.
Similarly, one can show that the operator \( T_1 \) has a compact square. To this end, one must use the relation

\[
\left. \omega_{is}(T_1) \cap \left( \bigcup_{t,j} B_{\delta(g^j)}(g^j) \right) \right| \setminus \mathcal{K}_1^{2 \varepsilon} \subset Q_b, \quad i = 1, \ldots, N_0, \quad s = 1, \ldots, S_i,
\]

which holds for some \( b > 0 \).

Thus, it follows from (5.11) and (5.17) that

\[
(5.24) \quad L^1 R_{\mathcal{K}_1} f = \xi_0 f + T_{\mathcal{K}_1} f,
\]

where

\[
(5.25) \quad \xi_0(x) = \sum_{t,q} \xi_t^q(x)
\]

and \( T_{\mathcal{K}_1} : \mathcal{H}_a^1(Q, \Gamma) \to \mathcal{H}_a^1(Q, \Gamma) \) is a bounded operator with compact square. Moreover, inequalities (5.12) and (5.18) imply that

\[
(5.26) \quad \| T_{\mathcal{K}_1} f \|_{\mathcal{H}_a^1(Q, \Gamma)} \leq c_{10} \| f \|_{\mathcal{H}_a^1(Q, \Gamma)}.
\]

4. Take a number \( \varepsilon \) in the definition of the function \( \xi \) so small that

\[
\mathcal{K}_1^{\varepsilon} \subset \bigcup_{t,j} \bar{B}_{\delta(g^j)}(g^j)
\]

and

\[
\xi_0(x) \geq 1/2, \quad x \in \mathcal{K}_1^{\varepsilon}
\]

(the existence of such an \( \varepsilon \) follows from (5.8) and (5.24)). Later on, we will impose some additional conditions on \( \varepsilon \).

For each \( \varepsilon \), we consider a function \( \zeta_0 \in C_0^\infty(\mathbb{R}^n) \) depending on \( \varepsilon \), such that

\[
(5.27) \quad \text{supp } \zeta_0 \subset \mathcal{K}_1^{2 \varepsilon}; \quad \zeta_0(x) = 1, \quad x \in \mathcal{K}_1^{2 \varepsilon}; \quad |D^\alpha \zeta_0(x)| \leq c_1 \varepsilon^{-|\alpha|}.
\]

For each point \( g \in \mathcal{T} \setminus \mathcal{K}_1^{2 \varepsilon} \), we consider its \( (\varepsilon/2) \)-neighborhood \( B_{\varepsilon/2}(g) \). All these neighborhoods cover \( \mathcal{T} \setminus \mathcal{K}_1^{2 \varepsilon} \). Choose a finite subcovering \( \{ B_{\varepsilon/2}(h^\tau) \}_{\tau = 1}^{\tau_1} \), where \( \tau_1 = \tau_1(\varepsilon) \). Let functions \( \zeta^\tau \in C_0^\infty(\mathbb{R}^n) \) form a partition of unity for \( \mathcal{T} \setminus \mathcal{K}_1^{2 \varepsilon} \), subordinate to the covering \( \{ B_{\varepsilon/2}(h^\tau) \}_{\tau = 1}^{\tau_1} \). Then the functions

\[
(5.28) \quad \zeta = \zeta_0 + \zeta_0(1 - \zeta_0), \quad \zeta^\tau = (1 - \zeta) \zeta^\tau, \quad \tau = 1, \ldots, \tau_1,
\]

form a partition of unity for \( \mathcal{T} \), subordinate to the covering by the sets \( \bigcup_{t,j} \bar{B}_{\delta(g^j)}(g^j) \) and \( B_{\varepsilon/2}(h^\tau) \), \( \tau = 1, \ldots, \tau_1 \).

Due to Theorem 2.3 and to the general theory of elliptic boundary-value problems in the interior of a domain and near a smooth part of the boundary (see, e.g., [31]), there exist bounded operators

\[
R_{\tau_0} : \{ f \in \mathcal{H}_a^1(Q, \Gamma) : \text{supp } f \subset B_{\varepsilon/2}(h^\tau) \} \to \{ u \in H_a^{l+2m}(Q) : \text{supp } u \subset B_{\varepsilon}(h^\tau) \}
\]

and compact operators

\[
T_{\tau_0} : \{ f \in \mathcal{H}_a^1(Q, \Gamma) : \text{supp } f \subset B_{\varepsilon/2}(h^\tau) \} \to \{ f \in \mathcal{H}_a^1(Q, \Gamma) : \text{supp } f \subset B_{\varepsilon}(h^\tau) \}
\]

such that

\[
(5.29) \quad L^0 R_{\tau_0} f = f + T_{\tau_0} f.
\]

For any \( f \in \mathcal{H}_a^1(Q, \Gamma) \), we set

\[
(5.30) \quad R f = R_{\mathcal{K}_1} f + R_{\mathcal{K}_1}(\eta f) + \sum_{\tau} R_{\tau_0}(\zeta^\tau f),
\]
where \( \eta(x) = \zeta_0(x)(1 - \xi_0(x))/\partial Q, 0 = 0 \) for \( x \notin \mathcal{K}_1^{2\varepsilon} \). Note that \( \text{supp} \zeta_0 \subset \mathcal{K}_1^{2\varepsilon} \) and \( \xi_0(x) \geq 1/2 \) for \( x \in \mathcal{K}_1^{2\varepsilon} \); hence, the function \( \eta \) is supported on \( \mathcal{K}_1^{2\varepsilon} \) and infinitely differentiable on \( \mathbb{R}^n \). We have

\[
(5.31) \quad \mathbf{L}^1 R f = \mathbf{L}^1 R_{K_1} f + \mathbf{L}^1 R_{K_1}(\eta f) + \sum_{\tau} \mathbf{L}^0 R_{\tau}(\zeta^\tau f) + \sum_{\tau} \{0, B_{i\mu} R_{\tau}(\zeta^\tau f)\}.
\]

Since \( \zeta(x) = 1 \) for \( x \in \mathcal{K}_1^{2\varepsilon} \), it follows that \( \text{supp} \zeta^\tau f \subset \overline{Q} \setminus \mathcal{K}_1^{2\varepsilon} \). Thus, we see that \( \text{supp} R_{\tau}(\zeta^\tau f) \subset \overline{Q} \setminus \mathcal{K}_1^{2\varepsilon} \), while \( \text{supp} \xi \subset \mathcal{K}_1^{2\varepsilon} \). Therefore,

\[
B_{i\mu} R_{\tau}(\zeta^\tau f) = 0.
\]

Combining this relation with equalities (5.24), (5.29), and (5.31), we obtain

\[
(5.32) \quad \mathbf{L}^1 R f = \xi_0 f + T_{K_1} f + \xi_0(1 - \xi_0) f + T_{K_1}(\eta f) + \sum_{\tau} \zeta^\tau f + T f = f + T_{K_1} f + M f + T f,
\]

where 

\[
M f = T_{K_1}(\eta f),
\]

while \( T : \mathcal{H}_a^1(Q, \Gamma) \to \mathcal{H}_a^1(Q, \Gamma) \) is a compact operator (whose norm may increase as \( \varepsilon \to 0 \)). By (5.26), we have

\[
||M f||_{\mathcal{H}_a^1(Q, \Gamma)} \leq c_{10} ||\eta f||_{\mathcal{H}_a^1(Q, \Gamma)}.
\]

However, \( (1 - \xi_0(x))/\xi_0(x) = 0 \) for \( x \in K_1 \) and the function \( \zeta_0 \) is supported in \( \mathcal{K}_1^{2\varepsilon} \) and satisfies the inequality in (5.27). Therefore, it follows from the last estimate, from Lemmas 4.1 and 4.2 and from Remark 4.4 that

\[
(5.33) \quad ||M f||_{\mathcal{H}_a^1(Q, \Gamma)} \leq c_{11} ||f||_{\mathcal{H}_a^1(Q, \Gamma)}.
\]

It follows from (5.26), (5.33), and from Lemma 4.1 that the operator \( I + T_{K_1} + M \) has the Fredholm property, provided that \( \varepsilon > 0 \) is sufficiently small. Applying Theorem 16.4 in [13], we see that the operator

\[
\mathbf{L}^1 R = I + T_{K_1} + M + T
\]

also has the Fredholm property. Therefore, by Theorem 15.2 in [13], there exist a bounded operator \( \mathbf{R}' : \mathcal{H}_a^1(Q, \Gamma) \to \mathcal{H}_a^1(Q, \Gamma) \) and a compact operator \( \mathbf{T}_1 : \mathcal{H}_a^1(Q, \Gamma) \to \mathcal{H}_a^1(Q, \Gamma) \) such that

\[
\mathbf{L}^1 R \mathbf{R}' = I + \mathbf{T}_1.
\]

Setting \( \mathbf{R}_1 = \mathbf{R}' \), we complete the proof. \( \Box \)

Set \( \mathcal{H}_a^1(\partial Q) = \prod_{i=1}^n H_a^{1+2m - |\mu|} - 1/2(\Gamma_i) \).

To construct a right regularizer for the operator \( \mathbf{L} \), we also need to prove the existence of a “right regularizer” \( \mathbf{R}'_1 \) for the operator \( \mathbf{L}_1 \), which is defined on the functions \( f' \in \mathcal{H}_a^1(\partial Q) \) and possesses the following properties: \( \mathbf{R}'_1 f' \) is supported near the boundary \( \partial Q \) for all \( f' \) and \( \mathbf{R}'_1 f' \) is supported near the set \( K_1 \) for \( f' \) supported near \( K_1 \).

**Lemma 5.3.** Let the conditions of Theorem 5.1 be fulfilled. Then there exist a linear bounded operator \( \mathbf{R}'_1 : \mathcal{H}_a^1(\partial Q) \to H_a^{1+2m}(Q) \) and a compact operator \( \mathbf{T}_1 : \mathcal{H}_a^1(\partial Q) \to \mathcal{H}_a^1(Q, \Gamma) \) such that

\[
(5.34) \quad \mathbf{L}^1 \mathbf{R}'_1 f' = \{0, f'\} + \mathbf{T}'_1 f',
\]

\[
(5.35) \quad \text{supp} \mathbf{R}'_1 f' \subset \overline{Q} \setminus Q_\sigma
\]

for any \( f' \in \mathcal{H}_a^1(\partial Q) \), and

\[
\text{supp} \mathbf{R}'_1 f' \subset \mathcal{K}_1^{\varepsilon}
\]

for \( f' \in \mathcal{H}_a^1(\partial Q) \), supp \( f' \subset \mathcal{K}_1^{\varepsilon} \), where \( \varepsilon, \sigma > 0 \) are the constants from Lemma 4.6.
Lemma 5.2, we can construct functions \( \hat{\zeta}, \hat{\zeta}^\tau \in C_0^\infty(\mathbb{R}^n) \), \( \tau = 1, \ldots, \hat{\tau}_1, \hat{\tau}_1 = \hat{\tau}_1(\hat{\varepsilon}) \), which form a partition of unity for \( Q \), subordinate to the covering by the sets \( \mathcal{K}_1^{2\hat{\varepsilon}} \) and \( B_{\hat{\varepsilon}/2}(h^\tau) \), \( \tau = 1, \ldots, \hat{\tau}_1 \), where \( h^\tau \in \overline{Q} \setminus \mathcal{K}_1^{2\hat{\varepsilon}} \). In particular, the function \( \hat{\zeta} \) can be chosen in such a way that
\[
(5.37) \quad \hat{\zeta}(x) = 1, \quad x \in \mathcal{K}_1^\hat{\varepsilon}.
\]

2. Due to Theorem 2.3 and to the general theory of elliptic boundary-value problems near a smooth part of the boundary (see, e.g., [31]), there exist bounded operators \( R_{\tau 0} : \{ f' \in \mathcal{H}_a(Q) : \text{supp} f' \subset B_{\hat{\varepsilon}/2}(h^\tau) \} \rightarrow \{ u \in H^{l+2m}_a(Q) : \text{supp} u \subset B_{\hat{\varepsilon}}(h^\tau) \} \) and compact operators \( T_{\tau 0} : \{ f' \in \mathcal{H}_a(Q) : \text{supp} f' \subset B_{\hat{\varepsilon}/2}(h^\tau) \} \rightarrow \{ f \in \mathcal{H}_a Q, \Gamma \} : \text{supp} f \subset B_{\hat{\varepsilon}}(h^\tau) \} \) such that
\[
(5.38) \quad L^0 R_{\tau 0} f' = \{ 0, f' \} + T_{\tau 0} f'.
\]

For any \( f' \in \mathcal{H}_a(Q) \), we set
\[
(5.39) \quad R^\tau_1 f' = \hat{\zeta} u + \sum_{\tau} u^\tau,
\]
where
\[
u = R_1 \{ 0, f' \}, \quad u^\tau = R_{\tau 0} \{ \hat{\zeta} \{ 0, f' \} \}.
\]

Clearly, property (5.35) holds for \( 2\hat{\varepsilon} < \sigma \), while property (5.36) holds for \( 2\hat{\varepsilon} < 2\sigma \) and \( \sigma + \hat{\varepsilon}/2 < 2\sigma \). Let us prove relation (5.34).

Using (5.39) and Leibniz’ formula, we have
\[
(5.40) \quad L^1 R^\tau_1 f' = \hat{\zeta} L^1 u + \left\{ 0, \sum_{s=1}^{S_i} T_{\tau s} f' \right\} + T u + \sum_{\tau} L^0 u^\tau + \left\{ 0, B_{\tau s} u^\tau \right\},
\]
where
\[
(5.41) \quad T_{\tau s} f' = \left( \hat{\zeta}(\omega_{1s}(x)) - \hat{\zeta}(x) \right) \left( B_{\tau s}^0(x, D_x)(\xi u) \right) \left( \omega_{1s}(x) \right) \big|_{\Gamma_i},
\]
while \( T : H^{l+2m-1}(Q) \rightarrow H^{l+2m}_a(Q, \Gamma) \) is a bounded operator. By virtue of the compactness of the embedding \( H^{l+2m}_a(Q) \subset H^{l+2m-1}(Q) \), the operator \( T : H^{l+2m}_a(Q) \rightarrow H^{l+2m}_a(Q, \Gamma) \) is compact.

Now it follows from Lemma 5.2 from (5.38), and from (5.30) that
\[
(5.42) \quad L^1 R^\tau_1 f' = \{ 0, f' \} + T' f' + \left\{ 0, \sum_{s=1}^{S_i} T_{\tau s} f' \right\} + \left\{ 0, B_{\tau s} u^\tau \right\},
\]
where \( T' : \mathcal{H}_a(Q) \rightarrow \mathcal{H}_a(Q, \Gamma) \) is a compact operator.

3. Let us prove that the operator \( T_{\tau s} : \mathcal{H}_a(Q) \rightarrow H^{l+2m-1/2}_a(\Gamma_i) \) is compact. Since \( \omega_{1s} \) are \( C^\infty \) diffeomorphisms, it follows from Lemma 4.3 that
\[
(5.43) \quad \| T_{\tau s} f' \|_{H^{l+2m-1/2}_a(\Gamma_i)} \leq k_1 \| (\hat{\zeta}(x) - \hat{\zeta}(\omega^{-1}_{1s}(x))) \left( B_{\tau s}^0(x, D_x)(\xi u) \right) \|_{\omega_{1s}(\Gamma_i)} \|_{H^{l+2m-1/2}_a(\omega_{1s}(\Gamma_i))},
\]
where \( k_1, k_2, \ldots > 0 \) do not depend on \( f' \).

Denote \( M_{1s} = \omega_{1s}(\Gamma_i) \setminus \omega_{1s}(\Gamma_i) \). For every \( x \in M_{1s} \), we have either \( x \in K_1 \), or \( x \in K_2 \), or \( x \in K_3 \). If \( x \in M_{1s} \cap K_1 \), then both \( x \) and \( \omega^{-1}_{1s}(x) \) belong to \( K_3 \). Therefore,
\[
\hat{\zeta}(x) - \hat{\zeta}(\omega^{-1}_{1s}(x)) = 0, \quad x \in (M_{1s} \cap K_1)^d,
\]
where \((M_{is} \cap K_1)^d\) is the \(d\)-neighborhood of the set \(M_{is} \cap K_1\) and \(d > 0\) is sufficiently small.

If \(M_{is} \cap (K_2 \cup K_3) \neq \emptyset\), then
\[
\xi(x) = 0, \quad x \in (M_{is} \cap (K_2 \cup K_3))^d,
\]
where \((M_{is} \cap (K_2 \cup K_3))^d\) is the \(d\)-neighborhood of the set \(M_{is} \cap (K_2 \cup K_3)\) and \(d > 0\) is sufficiently small.

In all these cases, we see that
\[
\text{supp} \left( \hat{\zeta}(x) - \hat{\zeta}(\omega_{is}^{-1}(x)) \right) \left( B_{i\mu s}^0(x, D_x)(\xi u) \right) \big|_{\omega_{is}(\Gamma_1)} < Q_b,
\]
where \(b > 0\) is sufficiently small.

Using estimate (5.43), Lemma 3.5 and the equivalence of the norms in \(H^s(Q_b)\) and \(W^l(Q_b)\), we obtain
\[
\|T_{i\mu s} f'\|_{H_{a+2m-m_{i\mu}}^{-1/2}(\Gamma_1)} \leq k_2 \|u\|_{W^{l+2m}(Q_b)} \leq k_3(\|A^0 u\|_{H^s(Q_b)} + \|u\|_{H^s_0(Q_b)}).
\]
By Lemma 5.2, \(A^0 u = A^0 \mathbf{R}_1 \{0, f'\} = T_{11} f'\), where \(T_{11} : H^s_0(\partial Q) \to H^s_0(Q)\) is a compact operator. Hence, inequality (5.44) takes the form
\[
\|T_{i\mu s} f'\|_{H_{a+2m-m_{i\mu}}^{-1/2}(\Gamma_1)} \leq k_3(\|T_{11} f'\|_{H^s_0(Q)} + \|\mathbf{R}^1 \{0, f'\}\|_{H^s_0(Q)}),
\]
which implies that \(T_{i\mu s}\) is a compact operator (because \(T_{11}\) is compact and \(H_{a+2m}^s(Q)\) is compactly embedded into \(H^s_0(Q)\)).

4. The expression \(B_{i\mu s}^0 u^s\) consists of the terms
\[
(B_{i\mu s}^0(x, D_x)(\xi R_{\tau_0}^s(\hat{\zeta}^s \{0, f'\}))(\omega_{is}(x))|_{\Gamma_1}, \quad s = 1, \ldots, S_i.
\]
Since \(\text{supp} R_{\tau_0}^s(\hat{\zeta}^s \{0, f'\}) \subseteq B_{\delta}(h^s)\), where \(h^s \in \overline{Q} \setminus K_2^s\), it follows that
\[
\text{supp} R_{\tau_0}^s(\hat{\zeta}^s \{0, f'\}) \subseteq \overline{Q} \setminus K_1^s.
\]
On the other hand, \(\text{supp} \xi \subseteq K_1^s\). Hence,
\[
\text{supp} B_{i\mu s}^0(x, D_x)(\xi R_{\tau_0}^s(\hat{\zeta}^s \{0, f'\}))|_{\omega_{is}(\Gamma_1)} < Q_b,
\]
where \(b > 0\) is sufficiently small. Therefore, applying Lemma 3.5 and equality (5.38), we can show similarly to the above that each of the operators in (5.45) is compact. Thus, we see that (5.42) is equivalent to (5.31).

Now we can prove Theorem 5.2.

**Proof of Theorem 5.2.**

1. We set
\[
\Phi = B^2 \mathbf{R}_1 f, \quad f = \{f_0, f'\} \in H^s_0(Q, \Gamma).
\]
Introduce the bounded operator \(\mathbf{R} : H^s_0(Q, \Gamma) \to H_{a+2m}^s(Q)\) by the formula
\[
\mathbf{R} f = \mathbf{R}_1 f - \mathbf{R}_1^f \Phi + \mathbf{R}_1^f B^2 \mathbf{R}_1^f \Phi,
\]
where \(\mathbf{R}_1\) and \(\mathbf{R}_1^f\) are the operators occurring in Lemmas 5.2 and 5.3 respectively. Let us show that \(\mathbf{R}\) is the desired operator.

For simplicity, we denote diverse compact operators by the same letter \(T\).

It follows from Lemmas 5.2 and 5.3 that
\[
A \mathbf{R} f = A^0 \mathbf{R}_1 f = A^0 \mathbf{R}_1 f - A^0 \mathbf{R}_1^f (\Phi - B^2 \mathbf{R}_1^f \Phi) = f_0 + T f
\]
(recall that $A^1 = 0$) and
\begin{equation}
CRf = CR_1f - CR_1'\Phi + CR_1'B^2R_1'\Phi
= (f' + Tf) - (\Phi + T\Phi) + (B^2R_1'\Phi + TB^2R_1'\Phi)
= f' - \Phi + B^2R_1'\Phi + Tf.
\end{equation}
Applying the operator $B^2$ to the function $Rf$ and using (5.46), we obtain
\begin{equation}
B^2Rf = \Phi - B^2R_1'\Phi + B^2R_1'B^2R_1'\Phi.
\end{equation}
Summing relations (5.48) and (5.49) and recalling that $B^3 = 0$, we obtain
\begin{equation}
BRf = f' + Tf + B^2R_1'B^2R_1'\Phi.
\end{equation}

2. Let us show that
\begin{equation}
B^2R_1'B^2R_1'\Phi = 0.
\end{equation}
It follows from relation (5.35) in Lemma 5.3 that
\[\text{supp } R_1'\Phi \subset Q \setminus Q_0.\]
Therefore, estimate (4.26) implies that
\[\text{supp } B^2R_1' \Phi \subset \bar{Q}.\]
Furthermore, it follows from relation (5.39) in Lemma 5.3 that
\[\text{supp } R_1'B^2R_1' \Phi \subset \bar{K_1}.\]
Combining this fact with inequality (4.24) yields (5.51).
Relations (5.50), (5.51), and (5.52) prove the theorem. \hfill \Box

Remark 5.1. Using the results in [7], one can show that Theorem 5.1 remains true for the case in which the transformations $\omega_{is}$ are nonlinear near the set $K_1$, while their linear parts at the points of the set $K_1$ satisfy Condition 1.1. Moreover, the index of the problem with nonlinear transformations $\omega_{is}$ is equal to the index of the corresponding problem with transformations linearized near the set $K_1$.

6. Some generalizations

6.1. In this section, we generalize the results of Secs. 4 and 5 to the case where the diffeomorphisms $\omega_{is}$ are defined only on some neighborhood of the set $K_1$, the operators $B^2_{is}$ are abstract nonlocal operators supported outside the set $K_1$, and $A^1$ and $B^3_{is}$ are compact perturbations on the corresponding weighted spaces.

Consider the differential operators
\begin{equation}
A^0 \equiv A^0(x, D) = \sum_{|\alpha| = 2m} a_\alpha(x)D^\alpha,
B^0_{is} \equiv B^0_{is}(x, D) = \sum_{|\alpha| = m_{is}} b_{is,\alpha}(x)D^\alpha,
\end{equation}
where $a_\alpha, b_{is,\alpha} \in C^\infty(\mathbb{R}^n)$ are complex-valued functions ($i = 1, \ldots, N_0; \mu = 1, \ldots, m; s = 0, \ldots, S_i$), $m_{is} \leq 2m - 1$.

Let a domain $Q \subset \mathbb{R}^n$ satisfy the assumptions of Sec. 4. As in Sec. 4 we denote
\[K_1 = \bigcup_{\nu=1}^{N_1} K_{1\nu} = \partial Q \setminus \bigcup_i \Gamma_i,
\]
where $K_{1\nu}$ are mutually disjoint $(n - 2)$-dimensional connected $C^\infty$ manifolds without a boundary.

Let $\omega_{is} (i = 1, \ldots, N_0; s = 1, \ldots, S_i)$ denote a $C^\infty$ diffeomorphism mapping $(\Gamma_i \setminus \Gamma_i')^{\varepsilon_0}$ onto the set $\omega_{is}(\Gamma_i \setminus \Gamma_i')^{\varepsilon_0}$, where $\varepsilon_0 > 0$ is some number, in such a way that
(1) \( \omega_{is}(\Gamma_i \cap K_1^{\nu}) \subset Q \),
(2) if \( \eta (1 \leq \eta \leq N_1) \) and \( i (1 \leq i \leq N_0) \) are such that \( K_{1\eta} \subset \Gamma_i \setminus \Gamma_i \), then, for every 
\( s (1 \leq s \leq S_i) \), there is a \( \nu (1 \leq \nu \leq N_1) \) such that \( \omega_{is}(K_{1\eta}) = K_{1\nu} \).

Along with the set \( K_1 \), we introduce the set

\[ K_2 = \bigcup_{\nu=1}^{N_2} K_{2\nu} \subset \bigcup_{i} \Gamma_i, \]

where \( K_{2\nu} \) are mutually disjoint connected \( C^\infty \) manifolds without a boundary. In particular, the set \( K_2 \) can be empty. We use either the set 

\[ K = K_1 \]

or the set 

\[ K = K_1 \cup K_2 \]

in the definition of the space \( H^1_0(Q) = H^1_0(Q, K) \).

We study the following nonlocal elliptic problem:

\[
(6.1) \quad Au \equiv A^0u + A^1u = f_0(x), \quad x \in Q,
\]

\[
(6.2) \quad B_{i\mu}u \equiv \sum_{j=0}^{3} B_{i\mu j}^0u = f_{i\mu}(x), \quad x \in \Gamma_i; \ i = 1, \ldots, N_0; \ \mu = 1, \ldots, m.
\]

Here

\[
B_{i\mu j}^0 = B_{i\mu 0}^0|_{\Gamma_i}, \quad B_{i\mu j}^1 u = \sum_{s=1}^{S_i} (B_{i\mu s}^0(x, D))(\omega_{is}(x))|_{\Gamma_i},
\]

a function \( \xi \in C_0^\infty(\mathbb{R}^n) \) is such that \( \xi(x) = 1 \) for \( x \in K_1^{\varepsilon/2} \) and \( \text{supp} \xi \subset K_1^{\varepsilon} \), while \( \varepsilon > 0 \) is so small that if \( \omega_{is}(K_{1\eta}) = K_{1\nu} \), then \( K_{1\nu} \subset \omega_{is}(K_1^{\varepsilon}) \).

Assume that the operators \( A^0 \) and \( B_{i\mu 0}^0 \) satisfy Conditions 1.1 and 1.2 and that the transformations \( \omega_{is} \) satisfy Conditions 1.3 and 1.4. We also suppose that the following conditions for the operators \( A^1, B_{i\mu}^2, \) and \( B_{i\mu}^3 \) hold.

**Condition 6.1** (Compactness of perturbations). The linear operators 

\[ A^1 : H^{l+2m-1}_a(Q) \to H^1_0(Q), \quad B_{i\mu}^3 : H^{l+2m-1}_a(Q) \to H^{l+2m-m_{\mu}-1/2}_a(\Gamma_i) \]

are bounded (\( i = 1, \ldots, N_0; \ \mu = 1, \ldots, m \)).

**Condition 6.2** (Separability from the conjugation points). The linear operators \( B_{i\mu}^2 : H^{l+2m}_a(Q) \to H^{l+2m-m_{\mu}-1/2}(\Gamma_i) \) are bounded, and there exist numbers \( \sigma > 0 \) and \( \kappa_1 > \kappa_2 > 0 \) such that

\[
(6.3) \quad \|B_{i\mu}^2 u\|_{H^{l+2m-m_{\mu}-1/2}_a(\Gamma_i)} \leq c_1\|u\|_{H^{l+2m}_a(Q \setminus K_1^{\kappa_1})}
\]

for all \( u \in H^{l+2m}_a(Q \setminus K_1^{\kappa_1}) \) and

\[
(6.4) \quad \|B_{i\mu}^2 u\|_{H^{l+2m-m_{\mu}-1/2}_a(\Gamma_i \setminus K_1^{\kappa_2})} \leq c_2\|u\|_{H^{l+2m}_a(Q_\sigma)}
\]

for all \( u \in H^{l+2m}_a(Q_\sigma) \); here \( i = 1, \ldots, N_0; \ \mu = 1, \ldots, m; \ c_1, c_2 > 0 \) do not depend on \( u \).

**Remark 6.1.** It follows from Lemma 1.9 that problem (1.3), (1.4) can be represented in the form (6.1), (6.2) with the operators \( A^1, B_{i\mu}^2, \) and \( B_{i\mu}^3 \) satisfying Conditions 6.1 and 6.2.
Remark 6.2. The proofs of Theorems 6.1 and 6.2 use only Conditions 6.1 and 6.2 rather than any explicit form of the operators $A^i$, $B^2_{ip}$, and $B^3_{ip}$. To prove that those operators satisfy Conditions 6.1 and 6.2, we used Condition 4.1, which provided the choice of the set $K$ and the number $a$ in Secs. 1–5. However, Condition 4.1 is needless in this section because the fulfillment of Conditions 6.1 and 6.2 is postulated rather than proved.

6.2. We introduce the linear bounded operator
\[ L = \{A, B_{ip}\} : H_a^{l+2m}(Q) \to \mathcal{H}_a(Q, \Gamma) \]
corresponding to problem (6.1), (6.2).

For every fixed point $g \in K_1$, we consider the linear bounded operator $L_g(\omega) : \mathcal{E}_a^{l+2m}(\theta) \to \mathcal{E}_a^l(\theta, \gamma)$ given by (2.2), where $\omega \in S^{n-3}$. We also consider the analytic operator-valued function $\hat{L}_g(\lambda) : \mathcal{W}_a^{l+2m}(d_1, d_2) \to \mathcal{W}_a^l[d_1, d_2]$, given by (2.2).

For every fixed point $g \in K_2$, we consider the linear bounded operator $L_g(\omega) : \mathcal{E}_a^{l+2m}(\mathbb{R}_+^2) \to \mathcal{E}_a^{l}(\mathbb{R}_+^2, \gamma)$ given by (2.20), where $\omega \in S^{n-3}$. We also consider the analytic operator-valued function $\hat{L}_g(\lambda) : \mathcal{W}_a^{l+2m}(-\pi/2, \pi/2) \to \mathcal{W}_a^{l}[-\pi/2, \pi/2]$ given by (2.27).

Similarly to the proofs of Theorems 5.1 and 5.2, using Theorems 6.1 and 6.2, we obtain the following two results.

**Theorem 6.1.** Let Conditions 1.1, 1.4, 6.1 and 6.2 hold. Assume that the line $\text{Im} \lambda = a + 1 - t - 2m$ contains no eigenvalues of $\hat{L}_g(\lambda)$ for any $g \in K$ and $\dim \mathcal{N}(L_g(\omega)) = \text{codim} \mathcal{R}(L_g(\omega)) = 0$ for any $g \in K$ and $\omega \in S^{n-3}$. Then the following estimate holds for all $u \in H_a^{l+2m}(Q)$:
\[
\|u\|_{H_a^{l+2m}(Q)} \leq c(\|Lu\|_{\mathcal{H}_a(Q, \Gamma)} + \|u\|_{H_a^{l+2m-1}(Q)}),
\]
where $c > 0$ does not depend on $u$.

**Theorem 6.2.** Let the conditions of Theorem 6.1 be fulfilled. Then there exists a linear bounded operator $R : \mathcal{H}_a(Q, \Gamma) \to H_a^{l+2m}(Q)$ such that
\[
LR = I + T
\]
where $T : \mathcal{H}_a^l(Q, \Gamma) \to \mathcal{H}_a^l(Q, \Gamma)$ is a compact operator.

Along with the operator $L$, we consider the bounded operator
\[
L^1 = \{A^0, B_{ip}^0 + B^1_{ip}\} : H_a^{l+2m}(Q) \to \mathcal{H}_a^l(Q, \Gamma).
\]
It follows from Theorem 6.1 that the operator $L^1$ has the Fredholm property.

Similarly to the proofs of Theorem 5.1 and Corollary 5.1 using Theorems 6.1 and 6.2, we obtain the following result.

**Theorem 6.3.** Let the conditions of Theorem 6.1 be fulfilled. Then the operator $L : H_a^{l+2m}(Q) \to \mathcal{H}_a^l(Q, \Gamma)$ has the Fredholm property and $\text{ind} L = \text{ind} L^1$.

Theorem 6.3 shows that the addition of the operators $A^1$, $B^2_{ip}$, and $B^3_{ip}$ satisfying Conditions 6.1 and 6.2 neither violates the Fredholm property nor changes the index.

6.3. Now we consider an example of an elliptic problem with distributed nonlocal terms satisfying Condition 6.2.

**Example 6.1.** Let $Q \subset \mathbb{R}^3$ be a bounded domain with a boundary $\partial Q$ that is a surface of revolution about the axis $x_3$. Denote $P = \{0, 0, 1\} \cup \{0, 0, -1\}$. Assume that, outside $P^{1/4}$, the surface $\partial Q$ coincides with the boundary of the domain
\[
\{x : x_3 < 1 - \sqrt{x_1^2 + x_2^2} \} \cap \{x : x_3 > -1 + \sqrt{x_1^2 + x_2^2} \}.
\]
Denote
\[ \Gamma_1 = \{ x \in \partial Q : x_3 < 0 \}, \quad \Gamma_2 = \{ x \in \partial Q : x_3 > 0 \}. \]
In this case, we have
\[ K_1 = \{ x : x_1^2 + x_2^2 = 1, \, x_3 = 0 \}. \]
Assume that the boundary \( \partial Q \) is infinitely smooth outside the set \( K_1 \).

We introduce the operators
\[
B_l^1 u = -\alpha_l(\xi u)(\omega_l(x))|_{\Gamma_1}, \quad l = 1, 2.
\]
The transformations \( \omega_l(x) \) in (6.3) are defined for \( x \in K_1^{\varepsilon_0} \) by the formula
\[
\omega_l(x) = \left( \begin{array}{c}
\cos \varphi \left[ 1 - \frac{\varepsilon}{\sqrt{2}}((1-r) + (-1)^l x_3) \right] , \\
\sin \varphi \left[ 1 - \frac{\varepsilon}{\sqrt{2}}((1-r) + (-1)^l x_3) \right] , \\
\frac{1}{\sqrt{2}}[(-1)^{l+1}(1-r) + x_3]
\end{array} \right),
\]
where \( r, \varphi, x_3 \) are the cylindrical coordinates of the point \( x \), the number \( \varepsilon_0 > 0 \) is sufficiently small, the function \( \xi \in C_0^\infty(\mathbb{R}^3) \) is such that \( \xi(x) = 1 \) for \( x \in K_1^{\varepsilon/2} \) and \( \text{supp} \xi \subset K_1^\varepsilon \), \( 0 < \varepsilon \leq \varepsilon_0 \), and \( \alpha_1, \alpha_2 \in \mathbb{R} \). Clearly, we have \( \omega_l(K_1) = K_1 \).

Since \( \Gamma_l \in C^\infty \), one can find a sufficiently small \( \varkappa > 0 \) possessing the following property: for any \( x \in \Gamma_1^{\varkappa} \cap Q \), there exists a unique pair \( (y,t) \), \( y \in \Gamma_l, \, t > 0 \), such that \( x = y + n_y t \), where \( n_y \) denotes the unit normal to \( \Gamma_l \) at the point \( y \), directed inside the domain \( Q \). One can show that the transformation \( x \mapsto (y,t) \) is a \( C^\infty \) diffeomorphism mapping \( \Gamma_l^{\varkappa} \cap Q \) onto \( \Gamma_l \times (0, 5\varkappa) \), provided that \( \varkappa > 0 \) is sufficiently small.

Introduce a function \( \eta \in C_0^\infty(\mathbb{R}) \) such that \( \eta(t) = 1 \) for \( t \in (3\varkappa, 4\varkappa) \) and \( \text{supp} \eta \subset (2\varkappa, 5\varkappa) \). Consider the operators
\[
B_l^2 u = F^{-1}(b_l F(\eta u))|_{t=0}, \quad l = 1, 2,
\]
where
\[
F(\eta u)(y, \lambda) = \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} e^{-i\lambda t} \eta(t)u(y, t) \, dt
\]
is the Fourier transform with respect to \( t \), \( F^{-1} \) is the inverse Fourier transform, and \( b_l(\lambda) \) is a function continuous on \( \mathbb{R} \) such that
\[
\sup_{\lambda \in \mathbb{R}} |b_l(\lambda)| < \infty.
\]

We consider the following nonlocal boundary-value problem:
\[
\Delta u = f_0(x), \quad x \in Q, \quad u|_{\Gamma_1} + B_l^1 u + B_l^2 u = f_l(x), \quad x \in \Gamma_l, \quad l = 1, 2.
\]
We set \( K = K_1 \) in the definition of the space \( H^l_a(Q) = H^l_a(Q, K) \).

The Jacobian \( \frac{D\omega_l}{DX} \) can be calculated on \( K_1 \) as follows:
\[
\frac{D\omega_l}{DX} \bigg|_{K_1} = \frac{D\omega_l}{D(r, \varphi, x_3)} \bigg|_{K_1} \frac{D(r, \varphi, x_3)}{DX} \bigg|_{K_1}.
\]
Since \( \frac{D(r, \varphi, x_3)}{Dx} \bigg|_{K_1} = 1 \), we have
\[
\frac{D\omega_l}{Dx} \bigg|_{K_1} = \det \begin{pmatrix}
\frac{\partial \omega_{l1}}{\partial r} & \frac{\partial \omega_{l1}}{\partial \varphi} & \frac{\partial \omega_{l1}}{\partial x_3} \\
\frac{\partial \omega_{l2}}{\partial r} & \frac{\partial \omega_{l2}}{\partial \varphi} & \frac{\partial \omega_{l2}}{\partial x_3} \\
\frac{\partial \omega_{l3}}{\partial r} & \frac{\partial \omega_{l3}}{\partial \varphi} & \frac{\partial \omega_{l3}}{\partial x_3}
\end{pmatrix}_{K_1}
\]
\[
= \det \begin{pmatrix}
\frac{1}{\sqrt{2}} \cos \varphi & -\sin \varphi & \frac{1}{\sqrt{2}}(-1)^l \cos \varphi \\
\frac{1}{\sqrt{2}} \sin \varphi & \cos \varphi & \frac{1}{\sqrt{2}}(-1)^l \sin \varphi \\
\frac{1}{\sqrt{2}}(-1)^l & 0 & \frac{1}{\sqrt{2}}
\end{pmatrix}
= 1.
\]

Therefore, we can choose \( \varepsilon_0 > 0 \) so small that \( \omega \upharpoonright: K_{\varepsilon_0}^* \rightarrow \omega \upharpoonright(K_{\varepsilon_0}^*) \) is a \( C^\infty \) diffeomorphism. Furthermore, \( \omega \upharpoonright(K_{\varepsilon_0}^*) = K_{\varepsilon_0}^* \) and \( \omega \upharpoonright(\Gamma \cap K_{\varepsilon_0}^*) = \{ x : 1 - \varepsilon_0 < r < 1, x_3 = 0 \} \subset Q \).

Since \( \omega(g) = g \) for \( g \in K_1 \) and \( l = 1, 2 \), the orbit of each point \( g \in K_1 \) consists of one point \( g_1 = g \). For \( x \neq 0 \), we introduce the new variables \( x' = (y', z') \) given by
\[
y'_1 = 1 - r, \quad y'_2 = x_3, \quad z' = \varphi - \varphi_1,
\]
where \( y' = (y'_1, y'_2) \), while \( r, \varphi, x_3 \) and \( 1, \varphi_1, 0 \) are the cylindrical coordinates of the points \( x \) and \( g_1 \), respectively.

Set \( V(0) = \{ x' : |y'| < \varepsilon_1, |z'| < \varepsilon_1 \} \), where \( \varepsilon_1 < \min(\varepsilon_0, 2\varepsilon) \). Let \( \tilde{V}(g_1) = V(g_1) \) be the pre-image of the set \( V(0) \) under the change of variables \( x \rightarrow x' \). Assume that \( \text{supp} u \subset V(g_1) \cap Q \). Introduce the function \( v(x') = u(x(x')) \). Denote \( x' = (y', z') \) by \( x = (y_1, y_2, z) \). Then the boundary-value problem (6.9), (6.10) takes the form
\[
\begin{align}
-\frac{\partial^2 v}{\partial y_1^2} - \frac{\partial^2 v}{\partial y_2^2} - \frac{1}{1-y_1^2} \frac{\partial^2 v}{\partial z^2} - \frac{1}{1-y_1} \frac{\partial v}{\partial y_1} &= f_0'(x), \quad x \in \Theta, \\
v(y, z)|_{\Gamma_{1l}} - \alpha_1 v(\mathcal{G}_l y, z)|_{\Gamma_{1l}} &= f_l'(x), \quad x \in \Gamma_{1l}, \ l = 1, 2,
\end{align}
\]
where \( \mathcal{G}_l \) is the operator of rotation by the angle \( (-1)^l \pi/4 \),
\[
\Theta = \{ x : r > 0, |\varphi| < \pi/4, z \in \mathbb{R} \}, \quad \Gamma_{1l} = \{ x : r > 0, \varphi = (-1)^l \pi/4, z \in \mathbb{R} \},
\]
and \( r, \varphi \) are the polar coordinates of the point \( y \).

Clearly, Conditions (1.14) are fulfilled in this example.

Passing to the principal homogeneous part in (6.11) with the coefficients frozen at the origin, we obtain
\[
-\Delta v = f_0'(x), \quad x \in \Theta.
\]

The nonlocal boundary conditions (6.12) do not change.

In the case of problem (6.13), (6.12), the operator \( \mathcal{L}_g = \mathcal{L} : H^2_{\alpha}(\Theta) \rightarrow H^0_{\alpha}(\Theta, \Gamma) \) given by (1.11) takes the form
\[
\mathcal{L} v = (-\Delta, v(\varphi, r, z)|_{\Gamma_{11}} - \alpha_1 v(\varphi + \pi/4, r, z)|_{\Gamma_{11}}, v(\varphi, r, z)|_{\Gamma_{12}} - \alpha_2 v(\varphi - \pi/4, r, z)|_{\Gamma_{12}}).
\]

Hence, the operators
\[
\mathcal{L}_g(\omega) = \mathcal{L}(\omega) : E^2_{\alpha}(\theta) \rightarrow E^0_{\alpha}(\theta, \gamma)
\]
and
\[
\mathcal{L}_g(\lambda) = \mathcal{L}(\lambda) : W^2(-\pi/4, \pi/4) \rightarrow W^0(-\pi/4, \pi/4)
\]
given by (2.1) and (2.2) have the form
\[ \mathcal{L}(\omega) V = (-\Delta_y V + V(\varphi, r)|_{\gamma_1} - \alpha_1 V(\varphi + \pi/4, r)|_{\gamma_1}, \]
\[ V(\varphi, r)|_{\gamma_1} - \alpha_2 V(\varphi - \pi/4, r)|_{\gamma_2} \]
and
\[ \tilde{\mathcal{L}}(\lambda) w = (-w_{\varphi, \varphi} + \lambda^2 w, w(-\pi/4) - \alpha_1 w(0), w(\pi/4) - \alpha_2 w(0)), \]
respectively, where
\[ \theta = \{ y \in \mathbb{R}^2 : r > 0, |\varphi| < \pi/4 \}, \]
\[ \gamma_1 = \{ y \in \mathbb{R}^2 : r > 0, \varphi = (-1)^l \pi/4 \}, \]
and \( \omega = \pm 1 \) (cf. Example 2.1 for \( d = \pi/2 \)).

It follows from Example 2.1 that the strip \(-1 \leq \text{Im} \lambda \leq 1\) contains no eigenvalues of the operator-valued function \( \mathcal{L}(\lambda) \) and the operator \( \mathcal{L}(\omega) \), \( \omega = \pm 1 \), is an isomorphism for \( 0 < a \leq 2 \) and \( \alpha_1, \alpha_2 \in \mathbb{R} \) such that \( 0 < |\alpha_1 + \alpha_2| < 2 \) and \( \pi/4 < \arctan \sqrt{4(\alpha_1 + \alpha_2)^2 - 1} \).

Therefore, by Theorem 2.2, the operator \( \mathcal{L} \) is an isomorphism for the above \( a \) and \( \alpha_l \).

Suppose that \( a > 1 \) and prove that the operators \( B_t^2 \) satisfy Condition 6.2 with \( \kappa_1 = 2\kappa, \kappa_2 = \kappa, \) and \( \sigma = \kappa \). Using Lemma 4.5, we have
\[ \|B_t^2 u\|_{H^{2/3}_a(\Gamma_1)} \leq k_1 \|F^{-1}(b_t F(\eta u))\|_{W^2(\Omega_1 \times (-\infty, \infty))} \]
\[ = k_1 \sqrt{2\pi} \sum_{|\alpha| + |\beta| \leq 2} \left\| D_y^\alpha D_t^\beta \int_{\mathbb{R}} e^{i\lambda \theta} b_t(\lambda) F(\eta u)(y, \lambda) \, d\lambda \right\|_{L_2(\Gamma_1 \times (-\infty, \infty))} \]
\[ = k_1 \sqrt{2\pi} \sum_{|\alpha| + |\beta| \leq 2} \left\| \int_{\mathbb{R}} e^{i\lambda \theta} b_t(\lambda) D_y^\alpha F(\eta u)(y, \lambda) \, d\lambda \right\|_{L_2(\Gamma_1 \times (-\infty, \infty))}, \]
where \( D_t = -i\partial/\partial t \). Applying the Plancherel theorem and using property (6.8), we obtain
\[ \|B_t^2 u\|_{H^{2/3}_a(\Gamma_1)} \leq k_1 \sqrt{2\pi} \sum_{|\alpha| + |\beta| \leq 2} \left\| \lambda^\beta b_t(\lambda) D_y^\alpha F(\eta u)(y, \lambda) \right\|_{L_2(\Gamma_1 \times (-\infty, \infty))} \]
\[ \leq k_2 \sum_{|\alpha| + |\beta| \leq 2} \left\| \lambda^\beta D_y^\alpha F(\eta u)(y, \lambda) \right\|_{L_2(\Gamma_1 \times (-\infty, \infty))}. \]
Applying the Plancherel theorem once more and taking into account that \( \text{supp} \eta \subset (2\kappa, 5\kappa) \), we have
\[ \|B_t^2 u\|_{H^{2/3}_a(\Gamma_1)} \leq k_3 \|u\|_{W^2(\Omega_1)}, \]
where
\[ \Omega_1 = \{ x = y + n_y t : y \in \Gamma_1, t \in (2\kappa, 5\kappa) \} \]
(see Figure 4). Since \( \Omega_1 \subset Q \setminus K_1^{2\kappa} \) and the norms in \( W^2(Q \setminus K_1^{2\kappa}) \) and \( H^{2/3}_a(Q \setminus K_1^{2\kappa}) \) are equivalent, the last inequality yields
\[ (6.17) \quad \|B_t^2 u\|_{H^{2/3}_a(\Gamma_1)} \leq k_4 \|u\|_{H^2(Q \setminus K_1^{2\kappa})}. \]

Denote
\[ \Omega_2 = \{ x = y + n_y t : y \in \Gamma_1 \setminus K_1^{2\kappa}, t \in (2\kappa, 5\kappa) \}. \]
Since \( \Omega_2 \subset Q_{\kappa} \), similarly to (6.17), we obtain
\[ (6.18) \quad \|B_t^2 u\|_{H^{2/3}(\Gamma_1 \setminus K_1^{2\kappa})} \leq k_5 \|u\|_{H^2(Q_{\kappa})}. \]

It follows from (6.17) and (6.18) that the operators \( B_t^2 \) satisfy Condition 6.2 for \( a > 1 \).

We consider the linear bounded operators
\[ \mathbf{L}, \mathbf{L}^1 : H^2_a(Q) \to H^0_a(Q) \times H^{3/2}_a(\Gamma_1) \times H^{1/2}_a(\Gamma_2) \]
Figure 4. Problem (6.9), (6.10)

given by
\[
L u = \{-\Delta u, u \mid_{\Gamma_1} + B_1^1 u + B_1^2 u\}, \quad L^1 u = \{-\Delta u, u \mid_{\Gamma_1} + B_1^1 u\}.
\]

It follows from Theorem 5.1 that the operator \(L^1\) has the Fredholm property for \(0 \leq a \leq 2\) and \(\alpha_1, \alpha_2 \in \mathbb{R}\) such that \(0 < |\alpha_1 + \alpha_2| < 2\) and
\[
\pi/4 < \arctan \sqrt{4(\alpha_1 + \alpha_2)^2 - 1}.
\]

By Theorem 6.3, the operator \(L\) has the Fredholm property and
\[
\text{ind} L = \text{ind} L^1 \quad \text{for} \quad 1 < a \leq 2, \quad \alpha_1, \alpha_2 \in \mathbb{R}
\]

and for a continuous function \(b(\lambda)\) satisfying relation (6.8).

7. Setting of nonlocal elliptic problems with a parameter model operator

7.1. In Secs. 7 and 8, we prove the unique solvability of nonlocal elliptic problems with a parameter \(p = (p_1, \ldots, p_d) \in \mathbb{R}^d\), where \(d \geq 1\). Similarly to the above, we first establish the unique solvability of model nonlocal problems with a parameter in dihedral angles. Combining these results with those in \([2]\) and \([20]\) and making use of a partition of unity, we will consider nonlocal problems in bounded domains.

Let the domain \(Q\), the transformations \(\omega_i\), and the sets \(K_1, K_2, \text{ and } K\) be the same as in Sec. 6.

To consider nonlocal problems with a parameter, we introduce norms for the weighted spaces, depending on this parameter. First, we introduce the norms on the dihedral angle
\[
\Theta = \{x = (y, z) \in \mathbb{R}^n : d_1 < \varphi < d_2, \ z \in \mathbb{R}^{n-2}\}
\]
and on the half-plane
\[
\Gamma = \{x = (y, z) \in \mathbb{R}^n : \varphi = d', \ z \in \mathbb{R}^{n-2}\}, \quad d_1 \leq d' \leq d_2.
\]

Consider the space \(V_a^k(\Theta) = H_a^k(\Theta) \cap H^0_a(\Theta)\) with the norm
\[
\|u\|_{V_a^k(\Theta)} = (\|u\|^2_{H_a^k(\Theta)} + |p|^{2k} \|u\|^2_{H_a^0(\Theta)})^{1/2} \quad (u \in V_a^k(\Theta)),
\]
where \(k \geq 0\) is an integer.

For an integer \(\nu \geq 0\), we denote
\[
\|\psi\|^2_{H_a^\nu(\Gamma)} = \sum_{|\alpha| \leq \nu} \int_\Gamma r^{2(a-\nu+|\alpha|)} |D^\alpha \psi|^2 \ d\Gamma.
\]
Consider the space $V_a^{k-1/2}(\Gamma) = H_a^{k-1/2}(\Gamma) \cap H_a^0(\Gamma)$ with the norm
\begin{equation}
\|\psi\|_{V_a^{k-1/2}(\Gamma)} = (\|\psi\|^2_{H_a^{k-1/2}(\Gamma)} + |p|^{2(k-1/2)}\|\psi\|^2_{H_a^0(\Gamma)})^{1/2} \quad (\psi \in V_a^{k-1/2}(\Gamma), \ k \geq 1).
\end{equation}

Now we introduce the norms for the domain $Q$ and for the manifolds $\Gamma_i$. Set\footnote{We do not introduce the spaces $V_a^k(Q) = H_a^k(Q) \cap H_a^0(Q)$ and $V_a^{k-1/2}(\Gamma_0) = H_a^{k-1/2}(\Gamma_0) \cap H_a^0(\Gamma_0)$ because they coincide with $H_a^k(Q)$ and $H_a^{k-1/2}(\Gamma_1)$, respectively, in the case of a bounded domain $Q$.}
\begin{align*}
\|u\|_{H_a^k(Q)} &= (\|u\|^2_{H_a^k(Q)} + |p|^{2k}\|u\|^2_{H_a^0(Q)})^{1/2} \quad (u \in H_a^k(Q)),
\|\psi\|_{H_a^{k-1/2}(\Gamma_i)} &= (\|\psi\|^2_{H_a^{k-1/2}(\Gamma_i)} + |p|^{2(k-1/2)}\|\psi\|^2_{H_a^0(\Gamma_i)})^{1/2} \quad (\psi \in H_a^{k-1/2}(\Gamma_i), \ k \geq 1),
\end{align*}
where
\begin{equation}
\|\psi\|^2_{H_a^0(\Gamma_i)} = \int_{\Gamma_i} \rho^2|\psi|^2\,d\Gamma_i
\end{equation}
and $\rho(x)$ is the function occurring in the definition of the spaces $H_a^k(Q)$.

We also set
\begin{equation}
\|f\|_{H_a^s(Q,\Gamma)} = \left(\|f_0\|^2_{H_a^s(Q)} + \sum_{l=0}^s \|f_l\|^2_{H_a^{s-l+1}(\Gamma_i)}\right)^{1/2}
\end{equation}
for $f = \{f_0, f_\mu\} \in H_a^s(Q,\Gamma)$.

**Lemma 7.1.**
\begin{enumerate}
\item For all $u \in V_a^k(\Theta)$, $k \geq 2$ is an integer, $p \in \mathbb{R}^d$, and integer $s$, $0 < s < k$, we have
\begin{equation}
|p|^{k-s}\|u\|_{H_a^s(\Theta)} \leq c_1 \|u\|_{V_a^s(\Theta)},
\end{equation}
where $\Theta$ is defined in (7.1) and $c_1 = c_1(k,s) > 0$ does not depend on $u$ or $p$.
\item For all $u \in H_a^k(Q)$, $k \geq 2$ is an integer, $p \in \mathbb{R}^d$, and integer $s$, $0 < s < k$, we have
\begin{equation}
|p|^{k-s}\|u\|_{H_a^s(Q)} \leq c_2 \|u\|_{H_a^s(Q)},
\end{equation}
where $c_2 = c_2(k,s) > 0$ does not depend on $u$ or $p$.
\end{enumerate}

**Proof.** First, we prove the interpolation inequality (7.3).

Let $\{\xi_l\}_{l=-\infty}^{+\infty}$ be a partition of unity subordinate to the covering of the angle $\theta = \{y \in \mathbb{R}^2 : d_1 < \varphi < d_2\}$ by the sets $\theta_l = \{y \in \theta : 2^{l-1} < r < 2^{l+1}\}$ such that
\begin{equation}
|D^{\alpha}\xi_l(y)| \leq k_\alpha 2^{-|\alpha|}, \quad y \in \theta_l, \ l = 0, \pm 1, \pm 2, \ldots,
\end{equation}
where $k_\alpha > 0$ does not depend on $l$.

Denote $\Theta_l = \theta_l \times \mathbb{R}^{n-2}$, $l = 0, \pm 1, \pm 2, \ldots$.

Using (7.7) and the fact that $\text{supp} \xi_l \cap \Theta_j = \emptyset$ for $j \neq l - 1, l, l + 1$, one can easily verify that
\begin{equation}
\|u\|_{H_a^s(\Theta_l)} \approx \left(\sum_{l=-\infty}^{+\infty} \|\xi_l u\|^2_{H_a^s(\Theta_l)}\right)^{1/2}
\end{equation}
for $s = 0, 1, 2, \ldots$, where the symbol $\approx$ means the equivalence of the norms.

Using the theorem on the extension of functions from a domain with Lipschitz boundary to $\mathbb{R}^n$ and applying the interpolation inequality for the Sobolev space $W^k(\mathbb{R}^n)$ (see [2 Sec. 1]), we obtain
\begin{equation}
q^{2(k-s)}\|v\|_{W^s(\Theta_0)} \leq k_1(\|v\|^2_{H^s(\Theta_0)} + q^{2k}\|v\|^2_{L_2(\Theta_0)})
\end{equation}
for all $v \in W^k(\Theta_0)$ and $q > 0$, where $k_1 > 0$ does not depend on $v$ or $q$. 
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We introduce the new variables \( x' = 2^{-l} x \). Using the equivalence of the norms (7.8) and the interpolation inequality (7.9) with \( q = |p|2^l \) and reverting to the variables \( x = 2^lx' \), we have

\[
|p|^{2(k-s)}\|u\|_{H^s_2(\Theta)}^2 \leq k_2|p|^{2(k-s)} \sum_{l=-\infty}^{+\infty} 2^{2(a-s)+n)l} \sum_{|\alpha| \leq s} \int_{\Theta_0} |D_{\alpha}^a(\xi)u(x')|^2 dx'
\]

\[
\leq k_3 \sum_{l=-\infty}^{+\infty} 2^{2(a-k)+n)l} \left( \sum_{|\alpha| \leq k} \int_{\Theta_0} |D_{\alpha}^a(\xi)u(x')|^2 dx' + |p|^{2k} \sum_{l=-\infty}^{+\infty} \int_{\Theta_0} |(\xi)u(x')|^2 dx' \right)
\]

\[
\leq k_4 \sum_{l=-\infty}^{+\infty} (\|\xi u\|_{H^k_2(\Theta_1)}^2 + |p|^{2k} \|\xi u\|_{H^k_2(\Theta_1)}^2),
\]

where \( k_2, k_3, k_4 > 0 \) do not depend on \( u \) or \( p \). Combining this inequality with (7.8) yields (7.5).

2. Note that the relation \( u \in H^k_2(\Theta) \) implies that \( u \in V^k_2(\Theta) \), provided that \( u \) is compactly supported. Therefore, using a partition of unity, interpolation inequality (7.5), and the interpolation inequality of the kind (7.9) for Sobolev spaces, we obtain (7.6) for all \( u \in H^k_2(\Theta) \) and \( p \in \mathbb{R}^d \). □

**Lemma 7.2.**

1. For all \( u \in V^1_2(\Theta) \) and \( p \in \mathbb{R}^d \), we have

\[
|p|^{1/2}\|u\|_{H^2_2(\Gamma)} \leq c_1\|u\|_{V^1_2(\Theta)},
\]

where \( \Theta \) and \( \Gamma \) are defined in (7.1) and (7.2) respectively, while \( c_1 > 0 \) does not depend on \( u \) or \( p \).

2. For all \( u \in H^1_2(Q) \) and \( p \in \mathbb{R}^d \), we have

\[
|p|^{1/2}\|u\|_{H^2_2(\Gamma)} \leq c_2\|u\|_{H^2_2(Q)},
\]

where \( c_2 > 0 \) does not depend on \( u \) or \( p \).

**Proof.** Similarly to the proof of Lemma (7.1), it suffices to prove inequality (7.10).

Denote \( \Gamma_l = \{ x = (y, z) \in \Gamma : 2^{-l-1} < r = 2^{l+1} \}, l = 0, \pm 1, \pm 2, \ldots \). Let \( \xi_l \) be the same functions as in the proof of Lemma (7.1).

Similarly to (7.3), we have

\[
\|u\|_{H^2_2(\Gamma)} \approx \sum_{l=-\infty}^{+\infty} \|\xi_l u\|_{H^2_2(\Gamma_l)},
\]

where the symbol \( \approx \) means the equivalence of the norms.

Using the theorem on the extension of functions from a domain with Lipschitz boundary to \( \mathbb{R}^n \) and applying the interpolation inequality for the Sobolev space \( W^1_2(\mathbb{R}^n) \) (see [2, Sec. 1]), we obtain

\[
q\|v\|_{H^2_2(\Theta)} \leq k_1 \left( \|v\|_{W^1_2(\Theta)}^2 + q^2 \|v\|^2_{L^2(\Theta)} \right),
\]

for all \( v \in W^k_2(\Theta_0) \) and \( q > 0 \), where \( k_1 > 0 \) does not depend on \( v \) or \( q \).

We introduce the new variables \( x' = 2^{-l} x \). Using the equivalence of the norms (7.12) and the interpolation inequality (7.13) with \( q = |p|2^l \) and reverting to the variables
\( x = 2^l x' \), we have
\[
|p| \cdot \|u| \|_{H^s_2(\Gamma)}^2 \leq k_2 |p|^\frac{l}{2} \sum_{l=-\infty}^{+\infty} 2^{(2a+n-1)l} \int_{\Gamma_0} \|z_l(u)(x')\|_{r_0}^2 d\Gamma_0
\]
\[
\leq k_3 \sum_{l=-\infty}^{+\infty} 2^{(2a+n-2)l} \left\{ \sum_{|\alpha| \leq 1} \int_{\Theta_0} |D^\alpha z_l(u)(x')|^2 dx' + |p|^2 2^{2l} \int_{\Theta_0} |z_l(u)(x')|^2 dx' \right\}
\]
\[
\leq k_4 \sum_{l=-\infty}^{+\infty} \left( \|z_l u\|_{H^2_4(\Theta_1)}^2 + |p|^2 \|\xi u\|_{H^2_4(\Theta_1)}^2 \right),
\]
where \( k, k_3, k_4 > 0 \) do not depend on \( u \) and \( p \). Combining this inequality with (7.8) yields (7.10).

In particular, it follows from Lemmas 7.1 and 7.2 that
\[
\|u| \|_{V^{k-1/2}_a(\Gamma)} \leq c \|u\|_{V^k_a(\Theta)}, \tag{7.14}
\]
\[
\|u| \|_{H^{k-1/2}_a(\Gamma)} \leq C \|u\|_{H^k_a(Q)}, \tag{7.15}
\]
where \( c, C > 0 \) do not depend on \( u \) and \( p \).

**Lemma 7.3.** For all \( \psi \in V^{k-1/2}_a(\Gamma) \), \( k \geq 2 \) is an integer, \( p \in \mathbb{R}^d \), and integer \( s \), \( 0 < s < k \), we have
\[
|p|^{k-s-1/2} \|\psi\|_{H^s_2(\Gamma)} \leq c \|\psi\|_{V^{k-1/2}_a(\Gamma)}, \tag{7.16}
\]
where \( \Gamma \) is defined by (7.2) and \( c > 0 \) does not depend on \( \psi \) or \( p \).

**Proof.** The proof is based on the following interpolation inequality for Sobolev spaces in \( \mathbb{R}^{n-1} \) (see [2, Sec. 1]):
\[
q^{2(k-s-1/2)} \|v\|_{W^{k-1/2}(\mathbb{R}^{n-1})} \leq k_1 \|v\|_{W^k(\mathbb{R}^{n-1})} + q^{2(k-1/2)} \|v\|_{L^2(\mathbb{R}^{n-1})}, \tag{7.17}
\]
for all \( v \in W^{k-1/2}(\mathbb{R}^{n-1}) \), \( q > 0 \), and integer \( s \), \( 0 < s < k \), where \( k_1 > 0 \) does not depend on \( v \) or \( q \). We will use the following equivalent norm in the space \( W^{k-1/2}(\mathbb{R}^{n-1}) \):
\[
\left( \sum_{|\alpha|=k-1} \int_{\mathbb{R}^{n-1}} \int_{\mathbb{R}^{n-1}} |D^\alpha v(x_1)|^2 \left[ \sum_{|\alpha|=k-1} \int_{\mathbb{R}^{n-1}} |D^\alpha v(x_2)|^2 \frac{dx_1 dx_2}{|x_1-x_2|^n} + \int_{\mathbb{R}^{n-1}} |D^\alpha v(x)|^2 dx \right] \right)^{1/2}
\]
(see, e.g., [20]).

Denote \( \Gamma_l = \{ x = (y, z) \in \Gamma : 2^{l-1} < r < 2^{l+1}, l = 0, \pm 1, \pm 2, \ldots \} \). Let \( \xi_l \) be the same functions as in the proofs of Lemmas 7.1 and 7.2.

Using relations (7.4) and the fact that \( \text{supp} \xi_l \cap \overline{\Theta_j} = \emptyset \) for \( j \neq l-1, l, l+1 \), one can easily verify that
\[
\|\psi\|_{H^s_2(\Gamma)} \approx \left( \sum_{l=-\infty}^{+\infty} \|\xi_l \|_{H^s_2(\Gamma_l)}^2 \right)^{1/2}
\]
for \( s = 0, 1/2, 1, 3/2, \ldots \), where the symbol \( \approx \) means the equivalence of the norms (in particular, see Lemma 1.1 in [20] for noninteger \( s \)).

Further, introducing the new variables \( x' = 2^{-l} x \) and using equivalence (7.19), the interpolation inequality (7.17) with \( q = |p|^2 \), and the equivalent norm (7.18) in the
Sobolev space (which is possible because the functions \( \xi \) are compactly supported), we obtain

\[
|p|^{2(k-s-1/2)} \| \psi \|^2_{H^s_2(\Gamma)} \\
\leq k_2 \sum_{l=-\infty}^{+\infty} 2^{2l(a-k+1/2)} q_l^{(n-1)} \cdot |p|^{2(k-s-1/2)} 2^{2l(k-s-1/2)} \sum_{|\alpha| \leq 1} \int_{\Omega_0} |D_x^\alpha (\xi \psi) (x')|^2 dx' \\
\leq k_3 \sum_{l=-\infty}^{+\infty} 2^{2l(a-k+1/2)} q_l^{(n-1)} \\
\times \left( \sum_{|\alpha| = k-1} \int_{\Gamma} \int_{\Gamma} |D_x^\alpha (\xi \psi) (x') - D_x^\alpha (\xi \psi) (x')|^2 dx_1 dx_2 / |x_1 - x_2|^n \right) \\
+ \sum_{|\alpha| \leq k-1} \int_{\Omega_0} |D_x^\alpha (\xi \psi) (x')|^2 dx' + |p|^{2(k-1/2)} 2^{2l(k-1/2)} \int_{\Omega_0} |(\xi \psi) (x')|^2 dx' \\
\leq k_4 \sum_{l=-\infty}^{+\infty} 2^{2l(a-k+1/2)} q_l^{(n-1)} \\
\times \left( \sum_{|\alpha| = k-1} \int_{\Gamma} \int_{\Gamma} \left| \left| y'_{1}^\alpha D_x^\alpha (\xi \psi) (x') - y'_{2}^\alpha D_x^\alpha (\xi \psi) (x') \right|^2 dx_1 dx_2 / |x_1 - x_2|^n \right) \\
+ \sum_{|\alpha| \leq k-1} \int_{\Omega_0} |y'_{2}^{2(a+|\alpha|-k+1/2)} |D_x^\alpha (\xi \psi) (x')|^2 dx' \\
\quad + |p|^{2(k-1/2)} 2^{2l(k-1/2)} \int_{\Omega_0} |y'_{2}^{2a} |(\xi \psi) (x')|^2 dx' \right),
\]

where \( k_2, k_3, \ldots > 0 \) do not depend on \( \psi \) and \( p \), \( x'_1 = (y'_1, z'_1) \in \Gamma, y'_i \in \mathbb{R}^2 \), and \( z'_i \in \mathbb{R}^{n-2} \), \( i = 1, 2 \). In the last inequality, we have also used the fact that \( \text{supp} \xi \cap Q_j = \emptyset \) for \( j \neq l - 1, l, l + 1 \). Reverting to the variables \( x = 2^l x' \), we have

\[
|p|^{2(k-s-1/2)} \| \psi \|^2_{H^s_2(\Gamma)} \\
\leq k_5 \sum_{l=-\infty}^{+\infty} \left( \sum_{|\alpha| = k-1} \int_{\Gamma} \int_{\Gamma} \left| \left| y_{1}^\alpha D_x^\alpha (\xi \psi) (x_1) - y_{2}^\alpha D_x^\alpha (\xi \psi) (x_2) \right|^2 dx_1 dx_2 / |x_1 - x_2|^n \right) \\
+ \sum_{|\alpha| \leq k-1} \int_{\Gamma} \left| y_{2}^{2(a+|\alpha|-k+1/2)} |D_x^\alpha (\xi \psi) (x)|^2 dx + |p|^{2(k-1/2)} \int_{\Gamma} |y_{2}^{2a} |(\xi \psi) (x)|^2 dx \right) \right),
\]

where \( x_i = (y_i, z_i) \in \Gamma, y_i \in \mathbb{R}^2 \), and \( z_i \in \mathbb{R}^{n-2} \), \( i = 1, 2 \). It follows from this inequality and from Lemma 1.3 in [20] (on the equivalent norms in the weighted trace spaces) that

\[
(7.20) \quad |p|^{2(k-s-1/2)} \| \psi \|^2_{H^s_2(\Gamma)} \leq k_6 \sum_{l=-\infty}^{+\infty} (\| \xi \psi \|^2_{H^{k-1/2}_s(\Gamma)}) + |p|^{2(k-1/2)} \| \xi \psi \|^2_{H^{k}_s(\Gamma)}).
\]

Combining (7.20) with the equivalence of the norms (7.19), we obtain (7.16). \( \square \)
7.2. Consider the differential operators

\[ A^0(p) = A^0(x, D, p) = \sum_{|\alpha|+|\beta|=2m} a_{\alpha\beta}(x)p^{\beta}D^\alpha, \]

\[ B_{i\mu}^0(p) = B_{i\mu}^0(x, D, p) = \sum_{|\alpha|+|\beta|=m_{i\mu}} b_{i\mu\alpha}(x)p^{\beta}D^\alpha, \]

where \( a_{\alpha\beta}, b_{i\mu\alpha\beta} \in C^\infty(\mathbb{R}^n) \) are complex-valued functions \((i = 1, \ldots, N_0; \mu = 1, \ldots, m; s = 0, \ldots, S_i), \beta = (\beta_1, \ldots, \beta_d), |\beta| = |\beta_1| + \cdots + |\beta_d|, p^\beta = p_1^{\beta_1} \cdots p_d^{\beta_d}, \) and \( m_{i\mu} \leq 2m - 1. \)

We study the following nonlocal elliptic problem:

\[ (7.21) \quad A(p)u \equiv A^0(p)u + A^1(p)u = f_0(x), \quad x \in Q, \]

\[ (7.22) \quad B_{i\mu}(p)u \equiv \sum_{j=0}^{3} B_{i\mu}^j(p)u = f_{i\mu}(x), \quad x \in \Gamma_i; \ i = 1, \ldots, N_0; \ \mu = 1, \ldots, m. \]

Here

\[ B_{i\mu}(p)u = B_{i\mu}^0(p)u|_{\Gamma_i}, \quad B_{i\mu}^1(p)u = \sum_{s=1}^{S_i} (B_{i\mu}^0(x, D, p)(\xi u)\{\omega_{is}(x)\})|_{\Gamma_i}, \]

the function \( \xi \) and the transformations \( \omega_{is} \) are the same as in Sec. 6. In particular, we assume that Conditions [1.3] and [1.4] hold.

Introduce the variable \( t = (t_1, \ldots, t_d) \in \mathbb{R}^d \) and formally replace the expressions \( p^\beta \) in the operators \( A^0(x, D_x, p) \) and \( B_{i\mu}^0(x, D_x, p) \) by the differential operators \( D_t^\beta. \) Assume that the following conditions hold (cf. [240]).

**Condition 7.1.** The operator \( A^0(x, D_x, D_t) \) is properly elliptic for \((x, t) \in \overline{Q}_a \times \mathbb{R}^d.\)

**Condition 7.2.** The system \( \{B_{i\mu}^0(x, D_x, D_t)\}_{i=1}^{m_0} \) covers the operator \( A^0(x, D_x, D_t) \) and is normal for all \( i = 1, \ldots, N_0 \) and \((x, t) \in \overline{Q}_a \times \mathbb{R}^d.\)

We also assume that the following conditions for the operators \( A^1(p), B_{i\mu}^2(p), \) and \( B_{i\mu}^3(p) \) hold.

**Condition 7.3** (Smallness of perturbations). We have

\[ \|A^1(p)u\|_{H^{i+2m}_a(Q)} \leq c_1 \|u\|_{H^{i+2m-1}_a(Q)}, \]

\[ \|B_{i\mu}^1(p)u\|_{H^{i+2m-m_{i\mu}-1/2}_a(\Gamma_i)} \leq c_2 \|u\|_{H^{i+2m-1}_a(Q)}, \]

where \( i = 1, \ldots, N_0, \mu = 1, \ldots, m, \) and \( c_1, c_2 > 0 \) do not depend on \( u \) or \( p.\)

**Condition 7.4** (Separability from the conjugation points). There exist numbers \( \sigma > 0 \) and \( \varsigma_1 > \varsigma_2 > 0 \) such that

\[ (7.23) \quad \|B^2_{i\mu}(p)u\|_{H^{i+2m-m_{i\mu}-1/2}_a(\Gamma_i)} \leq c_1 \|u\|_{H^{i+2m}_a(Q \setminus \overline{K}_1)}, \]

for all \( u \in H^{i+2m}_a(Q \setminus \overline{K}_1) \) and

\[ (7.24) \quad \|B^2_{i\mu}(p)u\|_{H^{i+2m-m_{i\mu}-1/2}_a(\Gamma_i \setminus \overline{K}_1)} \leq c_2 \|u\|_{H^{i+2m}_a(Q_\sigma)}, \]

for all \( u \in H^{i+2m}_a(Q_\sigma); \) here \( i = 1, \ldots, N_0; \mu = 1, \ldots, m; c_1, c_2 > 0 \) do not depend on \( u \) or \( p.\)

**Remark 7.1.** 1. It follows from Condition [7.3] and from Lemma [7.1] that

\[ \|A^1(p)u\|_{H^{i+2m}_a(Q)} \leq c_1 |p|^{-1} \|u\|_{H^{i+2m}_a(Q)}, \]

\[ \|B^3_{i\mu}(p)u\|_{H^{i+2m-m_{i\mu}-1/2}_a(\Gamma_i)} \leq c_2 |p|^{-1} \|u\|_{H^{i+2m}_a(Q)}. \]
Consider the problem for $A$ and $B$

$$\sum_{|\alpha| + |\beta| \leq 2m} a_{\alpha\beta}(x)p^{\alpha}D^{\alpha}u(x) = f_{0}(x), \quad x \in Q,$$

$$\sum_{|\alpha| + |\beta| \leq m_{\mu}} S_{\mu} \sum_{s=0}^{3} b_{i\mu}s_{\alpha\beta}(\omega_{i\alpha}(x))p^{\beta}(D^{\alpha}u)(\omega_{is}(x))|_{\Gamma_{i}} = f_{i\mu}(x), \quad x \in \Gamma_{i}; \quad i = 1, \ldots, N_{0}; \quad \mu = 1, \ldots, m.$$

This problem can be represented in the form (7.21), (7.22). Indeed, set

$$A^{0}(p) = \sum_{|\alpha| + |\beta| = 2m} a_{\alpha\beta}(x)p^{\alpha}D^{\alpha}, \quad A^{1}(p) = \sum_{|\alpha| + |\beta| = 2m - 1} a_{\alpha\beta}(x)p^{\alpha}D^{\alpha},$$

$$B^{0}_{i\mu}(p) = \sum_{|\alpha| + |\beta| = m_{\mu}} b_{i\mu0\alpha\beta}(x)p^{\beta}D^{\alpha}u|_{\Gamma_{i}},$$

$$B^{1}_{i\mu}(p) = \sum_{|\alpha| + |\beta| = m_{\mu}} \sum_{s=1}^{3} b_{i\mu s\alpha\beta}(\omega_{i\alpha}(x))p^{\beta}(D^{\alpha}(\xi u))(\omega_{is}(x))|_{\Gamma_{i}},$$

$$B^{2}_{i\mu}(p) = \sum_{|\alpha| + |\beta| = m_{\mu}} \sum_{s=1}^{3} b_{i\mu s\alpha\beta}(\omega_{i\alpha}(x))p^{\beta}(D^{\alpha}((1 - \xi)u))(\omega_{is}(x))|_{\Gamma_{i}},$$

$$B^{3}_{i\mu}(p) = \sum_{|\alpha| + |\beta| \leq m_{\mu} - 1} \sum_{s=0}^{3} b_{i\mu s\alpha\beta}(\omega_{i\alpha}(x))p^{\beta}(D^{\alpha}u)(\omega_{is}(x))|_{\Gamma_{i}}.$$

Clearly, the operator $A^{1}(p)$ satisfies Condition 7.3

Let $s = 0, \ldots, S_{i}$ and $|\alpha| + |\beta| \leq m_{\mu} - 1$. Denote by $u_{1}$ an extension of the function $u$ to $Q \cup \omega_{i\alpha}(\Omega_{i})$, defined by Lemma 4.3 and satisfying the inequalities

$$\|u_{1}\|_{H^{\nu}_{\alpha}(Q \cup \omega_{i\alpha}(\Omega_{i}))} \leq k_{1}\|u\|_{H^{\nu}_{\alpha}(Q)}, \quad \nu = 0, \ldots, l + 2m - 1. \quad (7.25)$$

Clearly,

$$b_{i\mu s\alpha\beta}(\omega_{i\alpha}(x))p^{\beta}(D^{\alpha}u)(\omega_{is}(x))|_{\Gamma_{i}} = b_{i\mu s\alpha\beta}(\omega_{i\alpha}(x))p^{\beta}(D^{\alpha}u_{1})(\omega_{is}(x))|_{\Gamma_{i}}.$$

Therefore, using (7.15) and (7.25), we have

$$\|b_{i\mu s\alpha\beta}(\omega_{i\alpha}(x))p^{\beta}(D^{\alpha}u)(\omega_{is}(x))|_{\Gamma_{i}}\|_{H^{l + 2m - 1/2}_{\alpha}(\Gamma_{i})} \leq k_{2}\|u_{1}\|_{H^{l + 2m - 1/2}_{\alpha}(\omega_{i\alpha}(\Omega_{i}))} \leq k_{3}\|u\|_{H^{l + 2m - 1}_{\alpha}(Q)}$$

for $\alpha$ and $\beta$ such that $|\alpha| + |\beta| \leq m_{\mu} - 1$. This inequality proves that the operators $B^{3}_{i\mu}(p)$ satisfy Condition 7.3

To show that the operators $B^{2}_{i\mu}(p)$ satisfy Condition 7.3 one must repeat the proof of Lemma 4.4 with the norms $\|\cdot\|$ replaced by the norms $\|\cdot\|$, taking into account inequality 7.15.

We consider the linear bounded operators $L_{0}(p), L_{1}(p), L(p) : H^{l + 2m}_{\alpha}(Q) \to H^{l}_{\alpha}(Q, \Gamma)$ given by

$$L_{0}(p) = \{A(p), B_{i\mu}^{0}(p)\}, \quad L_{1}(p) = \{A(p), B_{i\mu}^{0}(p) + B_{i\mu}^{1}(p)\}, \quad L(p) = \{A(p), B_{i\mu}(p)\}. $$
The invertibility of the operator $\mathbf{L}^0(p)$ was proved in [20]. Our aim is to study the operator $\mathbf{L}^1(p)$ and then $\mathbf{L}(p)$. First, we will consider model problems with a parameter corresponding to the points of the sets $K_1$ and $K_2$.

7.3. Fix a point $g \in K_1$. Using the reasoning similar to that in Sec. 1, we arrive at the following model problem (cf. (1.9), (1.10)):

\begin{align}
A_j(x, D_y, D_z, p) v_j(x) &= f_j(x), & x \in \Theta_j; & j = 1, \ldots, N,
\end{align}

\begin{align}
\sum_{k=1}^{N} \sum_{s=0}^{S_{jk}} (B_{j\rho\eta}(x, D_y, D_z, p) v_k)(G_{j\rho\eta}(x, y, z))|\Gamma_{j\rho}| &= f_{jj}(x), & x \in \Gamma_{jj};
\end{align}

where $A_j(x, D_y, D_z, p)$ and $B_{j\rho\eta}(x, D_y, D_z, p)$ are differential operators of order $2m$ and $m_{j\rho\eta}$, respectively, with the parameter $p$, having variable coefficients of class $C^\infty$, while $\Theta_j$, $\Gamma_{jj}$, and $G_{j\rho\eta}$ are the same as in (1.9), (1.10).

Introduce the spaces of vector-valued functions

\[ V^k_a(\theta) = \prod_{j=1}^{N} V^k_a(\theta_j), \quad V^l_a(\theta, \Gamma) = V^l_a(\theta) \times \prod_{j=1}^{N} \prod_{\rho=1,2}^{m} \prod_{\mu=1}^{m_{\rho\eta}} V^{l+2m-m_{j\rho\eta}-1/2}(\Gamma_{j\rho}), \]

where $m_{j\rho\eta}$ is the order of the operator $B_{j\rho\eta}(x, D_y, D_z, p)$. Consider the linear bounded operator $L_g(p) : V^l_a(\theta, \Gamma) \to V^l_a(\theta, \Gamma)$ given by

\begin{align}
L_g(p)v &= \left\{ A_j(D_y, D_z, p) v_j(y, z), \sum_{k,s} (B_{j\rho\eta}(D_y, D_z, p) v_k)(G_{j\rho\eta}(y, z))|\Gamma_{j\rho}| \right\},
\end{align}

where $A_j(D_y, D_z, p)$ and $B_{j\rho\eta}(D_y, D_z, p)$ are principal homogeneous parts of the operators $A_j(0, D_y, D_z, p)$ and $B_{j\rho\eta}(0, D_y, D_z, p)$, respectively. Clearly, if we replace $p^\beta$ by $D_y^\beta$, then each of the obtained operators $A_j(D_y, D_z, D_t)$ will be properly elliptic for $(x, t) \in \Theta_j \times \mathbb{R}^d$, while the system $B_{j\rho\eta}(D_y, D_z, D_t)$ will cover the operator $A_j(D_y, D_z, D_t)$ and be normal for all $(x, t) \in \Gamma_{jj} \times \mathbb{R}^d$, $j = 1, \ldots, N$, and $\rho = 1, 2$.

Further, we set

\[ L_g(p)\eta = \left\{ A_j(D_y, \eta, p) V_j(y), \sum_{k,s} (B_{j\rho\eta}(D_y, \eta, p) V_k)(G_{j\rho\eta}(y))|\Gamma_{j\rho}| \right\}, \quad \eta \in \mathbb{R}^{n-2}. \]

Replacing $(\eta, p)$ by $\omega = (\eta, p)/|((\eta, p)|$, we obtain the bounded operator

\[ L_g(\omega) : E^l \to E^l(\theta, \gamma) \]

given by

\begin{align}
L_g(\omega)V &= \left\{ A_j(D_y, \omega) V_j(y), \sum_{k,s} (B_{j\rho\eta}(D_y, \omega) V_k)(G_{j\rho\eta}(y))|\Gamma_{j\rho}| \right\}, \quad \omega \in S^{n+d-3}.
\end{align}

Finally, we consider the analytic operator-valued function

\[ L_g(\lambda) : \mathcal{W}^{l+2m}(d_1, d_2) \to \mathcal{W}^l(d_1, d_2) \]

given by (2.22).

---

3In this section, the notion "principal homogeneous part" takes into account the parameter $p$, e.g., the operator $A_j(D_y, D_z, p)$ consists of the terms $a_{j\rho\eta}(x)p^\beta D^\alpha$, where $|\alpha| + |\beta| = 2m$. 
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In this subsection, we prove that the absence of eigenvalues of $\hat{L}_g(\lambda)$ on the line $\text{Im} \lambda = a + 1 - l - 2m$ and the triviality of the kernel and cokernel of $L_h(\omega)$ guarantee the existence of the inverse operators $L_h^{-1}(p)$ for $p \in \mathbb{R}^d \setminus \{0\}$, uniformly bounded in the corresponding norms $\| \cdot \|$. We introduce these norms by setting

\[
\|u\|_{V^2_\infty(\Theta)} = \left( \sum_j \|u_j\|^2_{V^2_\infty(\Theta_j)} \right)^{1/2},
\]

\[
\|f\|_{V^2_\infty(\Theta, \Gamma)} = \left( \sum_j \|f_{j,\rho}\|^2_{V^2_\infty(\Theta_j)} + \sum_{j,\rho,\mu} \|f_{j,\rho,\mu}\|^2_{V^2_\infty(\Theta_j)} \right)^{1/2}, \quad f = \{f_j, f_{j,\rho}\}.
\]

**Theorem 7.1.** Let Conditions 7.1, 7.2, 7.3, and 14 hold. Assume that the line $\text{Im} \lambda = a + 1 - l - 2m$ contains no eigenvalues of $\hat{L}_g(\lambda)$ and $\dim \mathcal{N}(L_h(\omega)) = \text{codim} \mathcal{R}(L_h(\omega)) = 0$ for any $\omega \in S^{n+d-3}$. Then the operator $L_h(p)$ is an isomorphism for $p \in \mathbb{R}^d \setminus \{0\}$ and

\[
\|u\|_{V^2_\infty(\Theta)} \leq c\|L_h(p)u\|_{V^2_\infty(\Theta, \Gamma)}, \quad p \in \mathbb{R}^d \setminus \{0\},
\]

where $c > 0$ does not depend on $u$ or $p$.

To prove Theorem 7.1, we preliminarily consider the bounded operator

\[
L_h(p) : \mathcal{E}_{a+2m}^l(\Theta) \to \mathcal{E}_{a+2m}^l(\Theta, \Gamma)
\]

given by (7.28) for $p \in S^{d-1}$, where

\[
\mathcal{E}_a^k(\Theta) = \prod_{j=1}^N E_a^k(\Theta_j), \quad \mathcal{E}_a^l(\Theta, \Gamma) = \mathcal{E}_a^l(\Theta) \times \prod_{j=1}^N \prod_{\rho=1,2} \prod_{\mu=1}^m E_{a+2m-2m_{\rho,\mu}-1/2}(\Gamma_{j,\rho}),
\]

while $E_a^k(\Theta_j)$ is the completion of the set $C^\infty(\overline{\Theta_j} \setminus \{0\})$ with respect to the norm

\[
\|v\|_{E_a^k(\Theta_j)} = \left( \sum_{|\alpha| \leq k} \int_{\Theta_j} |y|^{2\alpha} (|y|^{2(|\alpha|-k)} + 1) |D^\alpha_x v(x)|^2 \, dx \right)^{1/2}
\]

and $E_a^{k-1/2}(\Gamma_{j,\rho})$ ($k \geq 1$ is an integer) is the space of traces on $\Gamma_{j,\rho}$ with the norm

\[
\|\psi\|_{E_a^{k-1/2}(\Gamma_{j,\rho})} = \inf \|v\|_{E_a^k(\Theta_j)} \quad (v \in E_a^k(\Theta_j) : v|_{\Gamma_{j,\rho}} = \psi).
\]

**Lemma 7.4.** Let Conditions 7.2, 13, and 14 hold, and let $f_{j,\rho,\mu} \in E_{a+2m-2m_{\rho,\mu}-1/2}(\Gamma_{j,\rho})$. Then there exists a function $u \in \mathcal{E}_{a+2m}^l(\Theta)$ such that

\[
\sum_{k,s} (B_{j,\rho,ks}(D_y, D_z, p)v_k)(G_{j,\rho,ks}y, z)|_{\Gamma_{j,\rho}} = f_{j,\rho,\mu}, \quad p \in S^{d-1},
\]

\[
\|u\|_{\mathcal{E}_{a+2m}^l(\Theta)} \leq c \sum_{j,\rho,\mu} \|f_{j,\rho,\mu}\|_{E_{a+2m-2m_{\rho,\mu}-1/2}(\Gamma_{j,\rho})}, \quad p \in S^{d-1},
\]

where $c > 0$ does not depend on $u$ or $p$.

**Proof.** By Lemma 9.2' in [20], there exists a function $v = (v_1, \ldots, v_N) \in \mathcal{E}_{a+2m}^l(\Theta)$ such that $B_{j,\rho,0}(D_y, D_z, p)v_j|_{\Gamma_{j,\rho}} = f_{j,\rho,\mu}$ and

\[
\|v\|_{\mathcal{E}_{a+2m}^l(\Theta)} \leq k \sum_{j,\rho,\mu} \|f_{j,\rho,\mu}\|_{E_{a+2m-2m_{\rho,\mu}-1/2}(\Gamma_{j,\rho})}, \quad p \in S^{d-1}.
\]

Let $d_0$ be the number defined in (5.21). Consider functions $\xi_k \in C^\infty(\mathbb{R})$ depending on the polar angle $\varphi$ of the point $y \in \mathbb{R}^d$, such that $\xi_k(\varphi) = 1$ for $d_1 \leq \varphi \leq d_1 + d_0/2$ and $d_2 - d_0/2 \leq \varphi \leq d_2$ and $\xi_k(\varphi) = 0$ for $d_1 + d_0 \leq \varphi \leq d_2 - d_0$.

Since the operator of multiplication by $\xi_k$ is bounded in $E_{a+2m}^l(\Theta_j)$, we see that the function $u = (\xi_1 v_1, \ldots, \xi_N v_N)$ is the desired one. \[\square\]
Lemma 7.5. Let the conditions of Theorem 7.4 be fulfilled. Then the operator $L_g(p) : E^{l+2m}_\alpha(\Theta) \to E^{l}_\alpha(\Theta, \Gamma)$ is an isomorphism for $p \in S^{d-1}$ and

$$\|u\|_{E^{l+2m}_\alpha(\Theta)} \leq c\|L_g(p)u\|_{E^{l}_\alpha(\Theta, \Gamma)}, \quad p \in S^{d-1},$$

where $c > 0$ does not depend on $u$ or $p$.

Proof. 1. Due to Lemma 7.4, it suffices to prove the unique solvability of the problem

$$(7.31) \quad A_j(D_y, D_z, p)u_j(y, z) = f_j(y, z), \quad (y, z) \in \Theta_j,$$

$$(7.32) \quad \sum_{k, s}(B_{j p k s}(D_y, D_z, p)u_k)(\mathcal{G}_{j p k s} y, z)|_{\Gamma_j} = 0$$

and to show that

$$\|u\|_{E^{l+2m}_\alpha(\Theta)} \leq k_1\|\{f_j\}\|_{E^{l}_\alpha(\Theta)}, \quad p \in S^{d-1},$$

where $k_1 > 0$ does not depend on $u$ or $p$.

2. Making the Fourier transform with respect to $z$, we see that problem (7.31), (7.32) is equivalent to the following one:

$$(7.33) \quad A_j(D_y, \eta, p)\hat{u}_j(y, \eta) = \hat{f}_j(y, \eta), \quad y \in \Theta_j, \quad \eta \in \mathbb{R}^{n-2},$$

$$(7.34) \quad \sum_{k, s}(B_{j p k s}(D_y, \eta, p)\hat{u}_k)(\mathcal{G}_{j p k s} y, \eta)|_{\Gamma_j} = 0, \quad \eta \in \mathbb{R}^{n-2},$$

where $\hat{u}_j(y, \eta)$ is the Fourier transform of $u_j(y, z)$ with respect to $z$.

Set $\hat{u}_j(y, \eta) = \{(\eta, p)\}^{-2m}U_j((\eta, p)|y, \eta)$ and $\hat{f}_j(y, \eta) = F_j((\eta, p)|y, \eta)$. Then problem (7.33), (7.34) takes the form

$$(7.35) \quad A_j(D_Y, \omega)U_j(Y, \eta) = F_j(Y, \eta), \quad y \in \Theta_j, \quad \eta \in \mathbb{R}^{n-2},$$

$$(7.36) \quad \sum_{k, s}(B_{j p k s}(D_Y, \omega)U_k)(\mathcal{G}_{j p k s} Y, \eta)|_{\Gamma_j} = 0, \quad \eta \in \mathbb{R}^{n-2},$$

where $\omega = (\eta, p)/(\eta, p)| \in S^{n+d-3}$ and $Y = (\eta, p)|y$.

It follows from the conditions of the lemma and from Theorem 2.1 that problem (7.35), (7.36) has a unique solution $U \in E^{l+2m}_\alpha(\Theta)$ for any right-hand side $\{F_j\} \in E^{l}_\alpha(\Theta)$ and

$$\|U\|_{E^{l+2m}_\alpha(\Theta)} \leq k_2\|\{F_j\}\|_{E^{l}_\alpha(\Theta)}, \quad \omega \in S^{n+d-3},$$

where $k_2 > 0$ does not depend on $u$ or $\omega$.

Thus, the lemma will be proved if we show that

$$(7.37) \quad \|\{f_j\}\|_{E^{l}_\alpha(\Theta)} \approx \int_{\mathbb{R}^{n-2}} \|\{(\eta, p)\}^{-2(a+l+1)}\|\{F_j(\cdot, \eta)\}\|_{E^{l}_\alpha(\Theta)} \|d\eta,$$

$$(7.38) \quad \|u\|_{E^{l+2m}_\alpha(\Theta)} \approx \int_{\mathbb{R}^{n-2}} \|\{(\eta, p)\}^{-2(a+l+1)}\|U(\cdot, \eta)\|_{E^{l+2m}_\alpha(\Theta)}^2 \|d\eta;$$

here the symbol $\approx$ between two expressions means that the first expression can be estimated from below and from above by the second expression with positive constants independent of $p \in S^{d-1}$.

3. Let us prove relation (7.37). Using the Parseval equality, we have

$$\|f_j\|_{E^{l}_\alpha(\Theta)} = \sum_{|\alpha|+|\beta| \leq l} \int_{\Theta_j} \int_{\mathbb{R}^{n-2}} |y|^{2a}(|y|^{2(|\alpha|+|\beta|-l)} + 1)|D_y^\alpha D_z^\beta f_j(y, z)|^2 dydz$$

$$= \sum_{|\alpha|+|\beta| \leq l} \int_{\Theta_j} \int_{\mathbb{R}^{n-2}} |y|^{2a}(|y|^{2(|\alpha|+|\beta|-l)} + 1)|\eta|^{\beta_2} |D_y^\alpha \hat{f}_j(y, \eta)|^2 dyd\eta.$$
Using Fubini's theorem and making the change of variables \( Y = |(\eta, p)|y \) for each fixed \( \eta \), we obtain
\[
\|f_j\|_{E^\nu_\mathbb{R}((\theta_j))}^2 = \sum_{|\alpha|+|\beta| \leq l} \int_{\mathbb{R}^{n-2}} \int_{\theta_j} |(\eta, p)|^{-2(|\alpha|+|\beta|)} |Y|^{2a} \\
\quad \times \left( |(\eta, p)|^{-2(|\alpha|+|\beta|-1)} |Y|^{2(|\alpha|+|\beta|-1)} + 1 \right) |\eta|^{2|D^\nu_{\theta_j} F(Y, \eta)|^2} dY d\eta
\]
(7.39)
\[
= \sum_{|\alpha| \leq l} \sum_{\nu=0}^{l-|\alpha|} \int_{\mathbb{R}^{n-2}} \int_{\theta_j} \Phi_{\alpha\nu}(\eta, p, Y)|D^\nu_{\theta_j} F(Y, \eta)|^2 dY d\eta,
\]
where
\[
\Phi_{\alpha\nu}(\eta, p, Y) = \sum_{|\beta|=\nu} |(\eta, p)|^{-2(|\alpha|-l+1)} |Y|^{2a} \frac{|\eta|^{2|\beta|}}{|(\eta, p)|^{2|\beta|}} \left( |Y|^{2(|\alpha|+|\beta|-1)} + |(\eta, p)|^{2(|\alpha|+|\beta|-1)} \right).
\]

Note that \( p \in S^{d-1} \) and \( |\alpha| + |\beta| - l \leq 0 \), which implies that
\[
|(\eta, p)|^{2(|\alpha|+|\beta|-1)} \leq 1.
\]
Therefore,
\[
|Y|^{2(|\alpha|+|\beta|-1)} + |(\eta, p)|^{2(|\alpha|+|\beta|-1)} \leq |Y|^{2(|\alpha|+|\beta|-1)} + 1.
\]
(7.40) Furthermore, since \( p \in S^{d-1} \), we have
\[
\sum_{|\beta|=\nu} \frac{|\eta|^{2|\beta|}}{|(\eta, p)|^{2|\beta|}} \leq k_3 \quad (\eta \in \mathbb{R}^{n-2}, \ p \in S^{d-1}, \ \nu = 0, \ldots, l),
\]
where \( k_3 > 0 \) does not depend on \( \eta \) or \( p \).

Relations (7.39) and (7.41) imply that
\[
\|f_j\|_{E^\nu_\mathbb{R}((\theta_j))}^2 \leq k_3 \sum_{|\alpha| \leq l} \sum_{\nu=0}^{l-|\alpha|} \int_{\mathbb{R}^{n-2}} \int_{\theta_j} |(\eta, p)|^{-2(|\alpha|-l+1)} |Y|^{2a} (|Y|^{2(|\alpha|+\nu|-1)} + 1) |D^\nu_{\theta_j} F(Y, \eta)|^2 dY d\eta.
\]
(7.42) Clearly,
\[
|Y|^{2(|\alpha|-l)} + 1 \leq \sum_{\nu=0}^{l-|\alpha|} |Y|^{2(|\alpha|+\nu|-1)} \leq k_4 (|Y|^{2(|\alpha|-l)} + 1), \quad Y \in \mathbb{R}^2,
\]
where \( k_4 > 0 \) does not depend on \( Y \).

Inequalities (7.42) and (7.43) imply that
\[
\|f_j\|_{E^\nu_\mathbb{R}((\theta_j))}^2 \leq k_3 k_4 \int_{\mathbb{R}^{n-2}} |(\eta, p)|^{-2(|\alpha|-l+1)} \|F_j(\cdot, \eta)\|_{E^\nu_\mathbb{R}((\theta_j))}^2 d\eta.
\]
(7.44) Now we estimate the norm \( \|f_j\|_{E^\nu_\mathbb{R}((\theta_j))}^2 \) from below. To do this, we write it as follows:
\[
\|f_j\|_{E^\nu_\mathbb{R}((\theta_j))}^2 = \sum_{|\alpha| \leq l} \sum_{\nu=0}^{l-|\alpha|} \left( \int_{|\eta|<1} \int_{\theta_j} \Phi_{\alpha\nu}(\eta, p, Y)|D^\nu_{\theta_j} F(Y, \eta)|^2 dY d\eta \\
+ \int_{|\eta|>1} \int_{\theta_j} \Phi_{\alpha\nu}(\eta, p, Y)|D^\nu_{\theta_j} F(Y, \eta)|^2 dY d\eta \right).
\]
(7.45)
where $k > 0$ does not depend on $Y$, $\eta$, or $p$. Therefore,

\begin{equation}
\sum_{|\alpha| \leq l} \sum_{\nu=0}^{l-|\alpha|} \int_{|\eta|<1} \int_{\theta_j} \Phi_{\alpha\nu}(\eta, p, Y)|D^\alpha Y F(Y, \eta)|^2 dY d\eta \\
\geq k_5 \sum_{|\alpha| \leq l} \int_{|\eta|<1} |(\eta, p)|^{-2(\alpha-l+1)} |Y|^{2\alpha} (|Y|^{2(|\alpha|-l)} + 1)|D^\alpha Y F(Y, \eta)|^2 dY d\eta.
\end{equation}

For $|\eta| > 1$, we have

\begin{equation}
\sum_{|\alpha| \leq l} \sum_{\nu=0}^{l-|\alpha|} \int_{|\eta|>1} \int_{\theta_j} \Phi_{\alpha\nu}(\eta, p, Y)|D^\alpha Y F(Y, \eta)|^2 dY d\eta \\
\geq k_6 \sum_{|\alpha| \leq l} \sum_{\nu=0}^{l-|\alpha|} \int_{|\eta|>1} |(\eta, p)|^{-2(\alpha-l+1)} |Y|^{2\alpha} (|Y|^{2(|\alpha|-l)} + 1)|D^\alpha Y F(Y, \eta)|^2 dY d\eta.
\end{equation}

Inequalities (7.45), (7.46), and (7.48) imply that

\begin{equation}
\|f_j\|_{L^2(\Theta_j)}^2 \geq k_7 \int_{\mathbb{R}^{d-1}} |(\eta, p)|^{-2(\alpha-l+1)} \|F_j(\cdot, \eta)\|_{L^2(\Theta_j)}^2 d\eta,
\end{equation}

where $k_7 > 0$ does not depend on $p$. Relation (7.47) follows from (7.44) and (7.49). Similarly, one can prove (7.48).

Now we can prove Theorem 7.1.

**Proof of Theorem 7.1** It is easy to see that $u(x)$ is a solution of the problem

\begin{align*}
A_j(D_y, D_z) u_j(y, z) &= f_j(y, z), \\
B_{j\rho\mu}(p) u &= \sum_{k,s} (B_{j\rho\mu\nu}(D_y, D_z, p) u_k)(G_{j\rho\mu\nu}(y, z))|_{\Gamma_{j\mu}} = f_{j\rho\mu}(y, z), \\
&\quad (y, z) \in \Theta_j,
\end{align*}

iff the function $u(x) = v(|p|^{-1} x)$ is a solution of the problem

\begin{align*}
A_j(D_y, D_z, p|^{-1}) v_j(y, z) &= |p|^{-2m} f_j(|p|^{-1} y, |p|^{-1} z), \\
B_{j\rho\mu}(p|^{-1}) v &= \sum_{k,s} (B_{j\rho\mu\nu}(D_y, D_z, p|^{-1}) u_k)(G_{j\rho\mu\nu}(y, z))|_{\Gamma_{j\mu}} \\
&= |p|^{-m_{j\rho\mu}} f_{j\rho\mu}(|p|^{-1} y, |p|^{-1} z), \\
&\quad (y, z) \in \Gamma_{j\mu},
\end{align*}

where $p \in \mathbb{R}^d \setminus \{0\}$. 
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Further, we shall use the following inequalities:

\[(7.50) \quad \|v_j\|^2_{E^{l+2m}_a(\Theta_j)} \geq \|p|^{2a+n-2(l+2m)}u_j\|^2_{L^{l+2m}_a(\Theta_j)}, \quad p \in \mathbb{R}^d \setminus \{0\},\]

\[(7.51) \quad \|A_j(D_y, D_z, p)p|^{-1}v_j\|^2_{E^{l}_a(\Theta_j)} \leq k_1\|p|^{2a+n-2(l+2m)}\|A_j(D_y, D_z, p)u_j\|^2_{V^{l}_a(\Theta_j)}, \quad p \in \mathbb{R}^d \setminus \{0\},\]

\[(7.52) \quad \|B_{jpp}(p)p|^{-1}v\|^2_{E^{l+m-2(l-2m)}_a(\Gamma_{j,p})} \leq k_2\|p|^{2a+n-2(l+2m)}\|B_{jpp}(p)u\|^2_{V^{l+m-2(l-2m)}_a(\Gamma_{j,p})}, \quad p \in \mathbb{R}^d \setminus \{0\},\]

where \(k_1, k_2 > 0\) do not depend on \(u\) and \(p\). To obtain inequality \((7.50)\), we introduce the new variables \(x' = |p|^{-1}x\) and \(y' = |p|^{-1}y\), where \(x = (y, z)\), \(x' = (y', z')\), \(y, y' \in \mathbb{R}^2\), and \(z, z' \in \mathbb{R}^{n-2}\). Then we have

\[
\|v_j\|^2_{E^{l+2m}_a(\Theta_j)} = \sum_{|\alpha| \leq l+2m} \int_{\Theta_j} |y|^{2a}(|y|^{2(|\alpha|-l-2m)} + 1)|D^\alpha u_j(|p|^{-1}x)|^2dx
\]

\[= |p|^{2a+n-2(l+2m)} \sum_{|\alpha| \leq l+2m} \int_{\Theta_j} |y'|^{2a}(|y'|^{2(|\alpha|-l-2m)} + |p|^{2(l+2m-|\alpha|)})|D^\alpha u_j(x')|^2dx'
\]

\[\geq |p|^{2a+n-2(l+2m)} \|u_j\|^2_{V^{l+2m}_a(\Theta_j)}.\]

Using Lemma \((7.3)\) similarly to \((7.50)\), we derive \((7.51)\).

To obtain inequality \((7.52)\), one can use the equivalent norms in \(E^{k-1/2}_a(\Gamma_{j,p})\) and \(H^{k-1/2}_a(\Gamma_{j,p})\) given by

\[
\|u\|^2_{E^{k-1/2}_a(\Gamma_{j,p})} = \left( \sum_{|\alpha|=k-1} \int_{\Gamma_{j,p}} \int_{\Gamma_{j,p}} |y_1|^a D^\alpha u(x_1) - |y_2|^a D^\alpha u(x_2)|^2 \frac{dx_1dx_2}{|x_1-x_2|^n} \right)^{1/2}
\]

\[+ \sum_{|\alpha| \leq k-1} \int_{\Gamma_{j,p}} |y|^{2a}(|y|^{2(|\alpha|-k+1/2)} + 1)|D^\alpha u(x)|^2dx \right)^{1/2},\]

\[
\|u\|^2_{H^{k-1/2}_a(\Gamma_{j,p})} = \left( \sum_{|\alpha|=k-1} \int_{\Gamma_{j,p}} \int_{\Gamma_{j,p}} |y_1|^a D^\alpha u(x_1) - |y_2|^a D^\alpha u(x_2)|^2 \frac{dx_1dx_2}{|x_1-x_2|^n} \right)^{1/2}
\]

\[+ \sum_{|\alpha| \leq k-1} \int_{\Gamma_{j,p}} |y|^{2(a+|\alpha|-k+1/2)}|D^\alpha u(x)|^2dx \right)^{1/2},\]

(see Lemmas 9.1 and 1.3 in \([20]\)) and Lemma \((7.3)\).

Now the assertion of the theorem follows from Lemma \((7.5)\) and inequalities \((7.50)\), \((7.51)\), and \((7.52)\).

Further, we prove an analog of Corollary \((2.1)\). Introduce the linear bounded operator \(L''_\eta(p) : \mathcal{V}_{a}^{l+2m}(\Theta) \to \mathcal{V}_{a}^{l}(\Theta, \Gamma)\) by the formula

\[
L''_\eta(p)v = L_p(v) + \eta(L'_\eta(p) - L_p(p))v,
\]

where \(\eta\) is the same function as in Sec. \((2.3)\).

**Corollary 7.1.** Let the conditions of Theorem \((2.1)\) hold. Then the operator \(L''_\eta(p) : \mathcal{V}_{a}^{l+2m}(\Theta) \to \mathcal{V}_{a}^{l}(\Theta, \Gamma)\) is an isomorphism for all sufficiently small \(\delta > 0\) and \(p \in \mathbb{R}^d \setminus \{0\}\).
and
\[ \|u\|_{V^{l+2m}_{a}(\Theta)} \leq c\|L''_{g}(p)u\|_{V^{l}_{a}(\Theta, \Gamma)}, \quad p \in \mathbb{R}^d \setminus \{0\}, \]
where \( c > 0 \) does not depend on \( u \) or \( p \).

**Proof.** By Theorem 7.1, there is a bounded operator \( L^{-1}_{g}(p) \) and estimate (7.30) holds. We have
\[ L''_{g}(p)L^{-1}_{g}(p) = \mathcal{I} + \mathcal{M}(p), \]
where \( \mathcal{I} \) denotes the identity operator on \( V^{l}_{a}(\Theta, \Gamma) \) and
\[ \mathcal{M}(p) = \eta(L'_{g}(p) - L_{g}(p))L^{-1}_{g}(p). \]
It follows from (7.14) that
\[ \|u|_{G_{\mu + k}(\Gamma)}\|_{V^{l+2m-m,j,\mu -1/2}_{a}(G_{\mu + k}, (\Gamma))} \leq k_{1} \|u\|_{V^{l+2m-m,j,\mu -1/2}_{a}(\Theta + k)}, \]
where \( k_{1}, k_{2}, \ldots > 0 \) do not depend on \( u \) or \( p \). Therefore, similarly to the proof of Corollary 2.1 we obtain
\[ \|\mathcal{M}(p)f\|_{V^{l}_{a}(\Theta, \Gamma)} \leq k_{2}\delta\|L^{-1}_{g}(p)f\|_{V^{l+2m}_{a}(\Theta)}. \]
Combining this inequality with (7.30) yields
\[ \|\mathcal{M}(p)f\|_{V^{l}_{a}(\Theta, \Gamma)} \leq k_{3}\delta\|f\|_{V^{l}_{a}(\Theta, \Gamma)}. \]
If \( \delta > 0 \) is so small that \( k_{3}\delta \leq 1/2 \), then there exists the inverse operator \( (\mathcal{I} + \mathcal{M}(p))^{-1} \) bounded in the norms \( \|\cdot\|_{V^{l}_{a}(\Theta, \Gamma)} \) uniformly with respect to \( p \in \mathbb{R}^d \setminus \{0\}. \)

Clearly, the operator \( L^{-1}_{g}(p)(\mathcal{I} + \mathcal{M}(p))^{-1} \) is the right inverse for \( L''_{g}(p) \) and
\[ \|L^{-1}_{g}(p)(\mathcal{I} + \mathcal{M}(p))^{-1}f\|_{V^{l+2m}_{a}(\Theta)} \leq k_{4}\|f\|_{V^{l}_{a}(\Theta, \Gamma)}, \quad p \in \mathbb{R}^d \setminus \{0\}. \]
Similarly, one can prove the existence of a left inverse operator for \( L''_{g}(p) \). \( \square \)

7.4. Now we fix an arbitrary point \( g \in K_{2} \). Similarly to Sec. 1.4 we arrive at the following model operator:
\[ L_{g}(p) : V_{a}^{l+2m}(\mathbb{R}^d_{+}) \to V^{l}_{a}(\mathbb{R}^d_{+}, \Gamma) \]
\[ = V^{l}_{a}(\mathbb{R}^d_{+}) \times V^{l+2m-m,j,\mu -1/2}_{a}(\mathbb{R}^d_{+} \setminus \{0\}) \times V^{l+2m-m,j,\mu -1/2}_{a}(\mathbb{R}^d_{+} \setminus \{0\}), \]
given by
\[ L_{g}(p)u = (A(D_{y}, D_{z}, p)u, B_{i\mu 0}(D_{y}, D_{z}, p)u|_{\varphi = -\pi/2}, B_{i\mu 0}(D_{y}, D_{z}, p)u|_{\varphi = \pi/2}) \]
(cf. (1.10)). We assume that the space \( V_{a}^{l+2m}(\mathbb{R}^d_{+}) \) is equipped with the norm (7.3) and \( V^{l}_{a}(\mathbb{R}^d_{+}, \Gamma) \) with the norm
\[ \|f\|_{V^{l}_{a}(\mathbb{R}^d_{+}, \Gamma)} = (\|f_{0}\|_{V^{l}_{a}(\mathbb{R}^d_{+})}^{2} + \|f_{-}\|_{V^{l+2m-m,j,\mu -1/2}_{a}(\mathbb{R}^d_{+} \setminus \{0\})}^{2} + \|f_{+}\|_{V^{l+2m-m,j,\mu -1/2}_{a}(\mathbb{R}^d_{+} \setminus \{0\})}^{2})^{1/2}, \]
where \( f = (f_{0}, f_{-}, f_{+}) \) and the norm \( \|f_{\pm}\|_{V^{l+2m-m,j,\mu -1/2}_{a}(\mathbb{R}^d_{+} \setminus \{0\})} \) is defined by (7.3).

Analogously to Sec. 2.5 we consider the linear bounded operator
\[ L_{g}(\omega) : E^{l+2m}_{a}(\mathbb{R}^d_{+}) \to E^{l}_{a}(\mathbb{R}^d_{+}, \Gamma) \]
given by
\[ L_{g}(\omega)V = (A(D_{y}, \omega)\varphi, B_{i\mu 0}(D_{y}, \omega)\varphi|_{\varphi = -\pi/2}, B_{i\mu 0}(D_{y}, \omega)\varphi|_{\varphi = \pi/2}), \]
where \( \omega = (\eta, p)/(|(\eta, p)| \in \mathbb{S}^{n+d-3} \) (cf. (2.20) and (7.23)).

Finally, we consider the analytic operator-valued function
\[ \hat{L}_{g}(\lambda) : W^{l+2m}(-\pi/2, \pi/2) \to W^{l}(-\pi/2, \pi/2) \]
given by (2.27).
The following theorem is an analog of Theorem 2.3 (cf. Theorem 9.1 and Corollary 9.1 in [20]).

**Theorem 7.2.** Let Conditions (8.1) and (7.2) hold. Assume that the line Im $\lambda = a + 1 - l - 2m$ contains no eigenvalues of $L_g(\lambda)$ and $\dim \mathcal{N}(L_g(\omega)) = \text{codim} \mathcal{R}(L_g(\omega)) = 0$ for any $\omega \in S^{n+d-3}$. Then the operator $L_g(p) : V^0_+^{2m}(\mathbb{R}^n_+) \to V^0_+^1(\mathbb{R}^n_+)\Gamma$ is an isomorphism for $p \in \mathbb{R}^d \setminus \{0\}$ and

$$
\|u\|_{V^0_+^{2m}(\mathbb{R}^n_+)} \leq c\|L_g(p)u\|_{V^0_+^1(\mathbb{R}^n_+)\Gamma}, \quad p \in \mathbb{R}^d \setminus \{0\},
$$

where $c > 0$ does not depend on $u$ or $p$.

The proof is similar to the proof of Theorem 7.1.

8. SOLVABILITY OF NONLOCAL ELLIPTIC PROBLEMS WITH A PARAMETER

8.1. In this section, we prove the unique solvability of nonlocal elliptic problems with a parameter in bounded domains.

**Lemma 8.1.** Let $H$ be a Hilbert space and $I$ the identity operator on $H$. Let $M_\varepsilon(p)$ and $S_\varepsilon(p)$ $(\varepsilon > 0, p \in \mathbb{R}^d$, and $|p|$ is sufficiently large) be families of bounded operators on $H$ such that

$$
(8.1) \quad \|M_\varepsilon(p)\| \leq c_1\varepsilon, \quad \|S_\varepsilon(p)\| \leq c_2, \quad \|S^2_\varepsilon(p)\| \leq c_3|p|^{-1},
$$

where $c_1, c_2, c_3 > 0$ do not depend on $\varepsilon$ or $p$. Then the operators

$$
L_\varepsilon(p) = I + M_\varepsilon(p) + S_\varepsilon(p)
$$

have bounded inverse operators $L_\varepsilon^{-1}(p)$ and the estimate

$$
\|L_\varepsilon^{-1}(p)\| \leq c_4
$$

holds for sufficiently small $\varepsilon > 0$ and sufficiently large $|p|$, where $c_4 > 0$ does not depend on $\varepsilon$ or $p$.

**Proof.** To prove the lemma, we will construct a right and a left inverse operator for $L_\varepsilon(p)$. We have

$$
L_\varepsilon(p)(I - (M_\varepsilon(p) + S_\varepsilon(p))) = I - M^2_\varepsilon(p) - M_\varepsilon(p)S_\varepsilon(p) - S_\varepsilon(p)M_\varepsilon(p) - S^2_\varepsilon(p).
$$

It follows from (8.1) that

$$
\|S^2_\varepsilon(p)\| \leq 1/6
$$

for sufficiently large $|p|$ and

$$
\|M_\varepsilon(p)\| \leq \min\left(\frac{1}{\sqrt{6}}, \frac{1}{12c_2}\right)
$$

for sufficiently small $\varepsilon$. Therefore,

$$
\|M^2_\varepsilon(p) + M_\varepsilon(p)S_\varepsilon(p) + S_\varepsilon(p)M_\varepsilon(p) + S^2_\varepsilon(p)\| \leq 1/2.
$$

Thus, the operators $(I - M^2_\varepsilon(p) - M_\varepsilon(p)S_\varepsilon(p) - S_\varepsilon(p)M_\varepsilon(p) - S^2_\varepsilon(p))^{-1}$ exist and are uniformly bounded with respect to $\varepsilon$ and $p$. Combining this fact with the uniform boundedness of the operators $I - (M_\varepsilon(p) + S_\varepsilon(p))$, we see that each of the operators

$$
L_\varepsilon^{-1}(p) = (I - (M_\varepsilon(p) + S_\varepsilon(p)))(I - M^2_\varepsilon(p) - M_\varepsilon(p)S_\varepsilon(p) - S_\varepsilon(p)M_\varepsilon(p) - S^2_\varepsilon(p))^{-1}
$$

is the right inverse for the operator $L_\varepsilon(p)$ and

$$
\|L_\varepsilon^{-1}(p)\| \leq c_4.
$$

Similarly, one can prove that there exist uniformly bounded left inverse operators for the operators $L_\varepsilon(p)$. $\square$
Lemma 8.2. Let Conditions (7.1), (7.2), (7.3) and (7.4) hold. Assume that the line \( \text{Im} \lambda = a + 1 - t - 2m \) contains no eigenvalues of \( \mathcal{L}_g(\lambda) \) for any \( g \in K \) and \( \dim \mathcal{N}(\mathcal{L}_g(\omega)) = \text{codim} \mathcal{R}(\mathcal{L}_g(\omega)) = 0 \) for any \( g \in K \) and \( \omega \in S^{n+d-3} \). Then there is a number \( p_0 > 0 \) such that the operator \( \mathbf{L}^1(p) \), \( |p| \geq p_0 \), has a bounded inverse and

\[
(8.2) \quad c_1\|\mathbf{L}^1(p)u\|_{\mathcal{H}^1_a(Q,\Gamma)} \leq \|u\|_{\mathcal{H}^{1+2m}_a(p)} \leq c_2\|\mathbf{L}^1(p)u\|_{\mathcal{H}^1_a(Q,\Gamma)}, \quad |p| \geq p_0,
\]

where \( c_1, c_2 > 0 \) do not depend on \( u \) or \( p \).

Proof. 1. The first inequality in (8.2) follows from the definition of the norms \( \| \cdot \| \), from Lemma 4.3, and from estimate (7.15). To prove the second inequality in (8.2), we repeat the proof of Lemma 7.1, replacing there the norms \( \| \cdot \| \) by the norms \( \| \cdot \| \), Corollary 7.1 and Theorem 7.2 by Corollary 7.1 and Theorem 7.2 respectively, and the results on elliptic problems in the interior of the domain and near a smooth part of the boundary by the corresponding results on elliptic problems with a parameter [2] and taking into account estimate (7.15). Then we obtain the following a priori estimate:

\[
\|u\|_{\mathcal{H}^{1+2m}_a(p)} \leq k_1(\|\mathbf{L}^1(p)u\|_{\mathcal{H}^1_a(Q,\Gamma)} + \|u\|_{\mathcal{H}^{1+2m-1}_a(Q)}), \quad p \in \mathbb{R}^d \setminus \{0\},
\]

where \( k_1 > 0 \) does not depend on \( u \) and \( p \). Combining this estimate with the relation

\[
\|u\|_{\mathcal{H}^{1+2m-1}_a(Q)} \leq |p|^{-1}\|u\|_{\mathcal{H}^{1+2m}_a(p)}
\]

and taking \( |p| \geq p' \), where \( p' > 0 \) is sufficiently large, we obtain the second inequality in (8.2).

2. It remains to prove the existence of a right inverse operator for \( \mathbf{L}^1(p) \). Using the notation from the proof of Lemma 5.2, we introduce the operator

\[
R_{K_1}(p)f = \sum \xi_i(U^t)^{-1}\left(\hat{\xi}^t((\mathcal{L}''_\varphi(p)))^{-1}F^t\left(\sum_\varphi \xi'_\varphi f_\varphi\right)\right)
\]

(cf. (5.9)). Similarly to (5.24), we prove that

\[
(8.3) \quad \mathbf{L}^1(p)R_{K_1}(p)f = \xi_0f + T_{K_1}(p)f,
\]

where \( T_{K_1}(p) : \mathcal{H}^1_a(Q,\Gamma) \to \mathcal{H}^1_a(Q,\Gamma) \) is a bounded operator such that

\[
(8.4) \quad \|T_{K_1}(p)f\|_{\mathcal{H}^1_a(Q,\Gamma)} \leq c_1\|f\|_{\mathcal{H}^1_a(Q,\Gamma)},
\]

\[
(8.5) \quad \|T_{K_1}^2(p)f\|_{\mathcal{H}^1_a(Q,\Gamma)} \leq c_2p^{-1}\|f\|_{\mathcal{H}^1_a(Q,\Gamma)},
\]

and \( c_1, c_2, \ldots > 0 \) do not depend on \( f, p \), and on the number \( \epsilon \) in the definition of the function \( \xi, |p| \geq p' \).

Estimate (8.4) follows from Corollary 7.1 and inequalities (7.6) and (7.15). Let us prove (8.5). By analogy with the operators \( T_{j,k}^1 \), \( A''_k \), and \( T_i, i = 1, 2, 3 \), from the proof of Lemma 5.2 we consider the corresponding operators \( T_{j,k}^1(p), A''_k(p) \), and \( T_i(p), i = 1, 2, 3 \), depending on the parameter \( p \). First, we estimate the norm of \( T_{K_1}^2(p)f \). Introduce functions \( \psi_i^\prime \in C_0^\infty(\Omega_k) \) such that \( \psi_i^\prime(x') = 1 \) for \( x' \in \Omega_k^i \). Using inequality (5.20) with the norms \( \| \cdot \| \) replaced by the norms \( \| \cdot \| \), the equivalence of the norms \( \| \cdot \| \) in the subspaces of \( \mathcal{H}^1_a(\Omega_k) \) and \( W^1(\Omega_k) \) consisting of compactly supported functions vanishing near the edge \( \mathcal{P} \), Theorem 4.1 in [2], equality (5.22), Leibniz’ formula, inequality (7.6),
and Corollary 7.1, we have

\[
\left\| T_{j_{\mu}}^\gamma (\mathcal{L}_j^\alpha (p))^{-1} \mathfrak{f} \left( \sum_q \xi_q T_3(p) f \right) \right\|_{\mathcal{L}_{q+2m-\gamma}^{j_{\mu}-1/2}(\mathcal{L}_j^\alpha (p))} \\
\leq k_1 \sum_k A_k^\gamma (p) \left( (\mathcal{L}_j^\alpha (p))^{-1} \mathfrak{f} \left( \sum_q \xi_q T_3(p) f \right) \right)_k \left\| \mathcal{L}_{q+2m-\gamma}(\mathcal{L}_j^\alpha (p)) \right\|_{\mathcal{L}_{q+2m-\gamma}(\mathcal{L}_j^\alpha (p))} \leq k_2 \left\| (\mathcal{L}_j^\alpha (p))^{-1} \mathfrak{f} \left( \sum_q \xi_q T_3(p) f \right) \right\|_{\mathcal{L}_{q+2m-\gamma}(\mathcal{L}_j^\alpha (p))} \leq k_3 |p|^{-1} \left\| f \right\|_{\mathcal{H}_d^\alpha (Q,R)},
\]

where \( p \in \mathbb{R}^d \setminus \{0\} \) and \( k_1, \ldots, k_4 > 0 \) do not depend on \( f \), \( p \), or \( \varepsilon \).

The latter inequality implies that

\[
\left\| T_2^\alpha (p) f \right\|_{\mathcal{H}_d^\alpha (Q,R)} \leq k_4 |p|^{-1} \left\| f \right\|_{\mathcal{H}_d^\alpha (Q,R)} ; \quad p \in \mathbb{R}^d \setminus \{0\}.
\]

Similarly, we estimate the norm of \( T_2^\alpha (p) f \). The analogous estimate for \( T_2 (p) f \) is evident. Thus, we obtain inequality (5.30) for \( \mathcal{K}_d^\alpha (p) = T_1 (p) + T_2 (p) + T_3 (p) \).

Let \( \zeta \) be a function defined in (5.28). Set \( \zeta_1 = 1 - \zeta \). Since \( \zeta (x) = 1 \) for \( x \in K_d^\alpha \), it follows that \( \sup \zeta_1 \subset \mathbb{Q} \setminus K_d^\alpha \). Introduce a function \( \hat{\zeta}_1 \in C^\infty (\mathbb{R}^n) \) such that \( \hat{\zeta}_1 (x) = 1 \) for \( x \in \mathbb{Q} \setminus K_d^\alpha \) and \( \sup \hat{\zeta}_1 \subset \mathbb{Q} \setminus K_d^\alpha \).

Due to Theorem 10.4 in [20], there exists a bounded operator \( R_0 (p) \) such that

\[
L_0 (p) R_0 (p) f = f
\]

for \( f \in \mathcal{H}_d^\alpha (Q,R) \), \( \sup f \subset \mathbb{Q} \setminus K_d^\alpha \), provided that \( |p| \geq p'' \), where \( p'' \geq p' \) is sufficiently large. Thus, we can set

\[
R (p) f = R_{\mathcal{K}_d^\alpha} (p) f + R_{\mathcal{K}_d^\alpha} (p) (\eta f) + \hat{\zeta}_1 R_0 (p) (\zeta_1 f),
\]

where \( \eta (x) = \zeta_0 (x) (1 - \zeta_0 (x)) / \zeta_0 (x) \) for \( x \in K_d^\alpha \) and \( \eta (x) = 0 \) for \( x \notin K_d^\alpha \) (cf. (5.30)). Since \( \sup \hat{\zeta}_1 \subset \mathbb{Q} \setminus K_d^\alpha \), we have

\[
B_{1_{\mu}}^\alpha (p) (\hat{\zeta}_1 R_0 (p) (\zeta_1 f)) = 0
\]

and hence

(8.6) \[
L_1 (p) R (p) f = L_1 (p) R_{\mathcal{K}_d^\alpha} (p) f + L_1 (p) R_{\mathcal{K}_d^\alpha} (p) (\eta f) + L_0 (p) (\hat{\zeta}_1 R_0 (p) (\zeta_1 f)).
\]

Combining this relation with (5.33) and using Leibniz’ formula and Lemmas 7.1 and 7.2, we obtain

(8.7) \[
L_1 (p) R (p) f = \xi_0 f + T_{\mathcal{K}_d^\alpha} (p) f + \xi_0 (1 - \xi_0) f + T_{\mathcal{K}_d^\alpha} (p) (\eta f) + \zeta_1 f + T (p) f
\]

or, equivalently,

\[
L_1 (p) R (p) f = I + T_{\mathcal{K}_d^\alpha} (p) + M (p) + T (p),
\]

where

\[
M (p) f = T_{\mathcal{K}_d^\alpha} (p) (\eta f),
\]

while \( T (p) : \mathcal{H}_d^\alpha (Q,R) \rightarrow \mathcal{H}_d^\alpha (Q,R) \) is a bounded operator such that

(8.8) \[
\left\| T (p) f \right\|_{\mathcal{H}_d^\alpha (Q,R)} \leq k_1 |p|^{-1} \left\| f \right\|_{\mathcal{H}_d^\alpha (Q,R)},
\]

where \( k_1 = k_1 (\varepsilon) > 0 \) does not depend on \( f \) or \( p \).

By inequality (5.30), we have

\[
\left\| M (p) f \right\|_{\mathcal{H}_d^\alpha (Q,R)} \leq \epsilon_3 \left\| f \right\|_{\mathcal{H}_d^\alpha (Q,R)},
\]
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However, \((1 - \xi_0(x))/\xi_0(x) = 0\) for \(x \in K\), while the function \(\xi_0\) is supported in \(K^\epsilon\) and satisfies the inequality in (5.27). Therefore, it follows from the last estimate, from Lemmas 4.1 and 4.2 and from Remark 4.1 that

\[
\|M(p)f\|_{H^s(Q,\Gamma)} \leq c_4 \varepsilon \|f\|_{H^s(Q,\Gamma)}.
\]

By virtue of inequalities (5.4), (5.3) and (8.9) and Lemma 8.1 the operator

\[
(\mathbf{I} + T_{K^\epsilon}(p) + M(p))^{-1}
\]

exists and is bounded in the norms \(\mathbf{L}^1\), uniformly with respect to \(p\), \(|p| \geq p''\), where \(p''' \geq p''\) is sufficiently large, provided that \(\varepsilon > 0\) is a sufficiently small fixed number. Therefore, relation (8.7) is equivalent to the following one:

\[
\mathbf{L}^1(p)R(p)(\mathbf{I} + T_{K^\epsilon}(p) + M(p))^{-1} = \mathbf{I} + T'(p),
\]

where

\[
T'(p) = T(p)(\mathbf{I} + T_{K^\epsilon}(p) + M(p))^{-1}.
\]

By virtue of the uniform boundedness of the operator (8.10) and estimate (8.8), there is a sufficiently large number \(p_0 \geq p'''\) such that \(\|T'(p)\| \leq 1/2\) for \(|p| \geq p_0\) (recall that \(\varepsilon\) is fixed) and hence

\[
\mathbf{L}^1(p)R(p)(\mathbf{I} + T_{K^\epsilon}(p) + M(p))^{-1}(\mathbf{I} + T'(p))^{-1} = \mathbf{I}.
\]

Thus, we have proved the existence of the right inverse operator for \(\mathbf{L}^1(p)\), \(|p| \geq p_0\). Combining this with the second estimate in (8.2), we complete the proof. \(\Box\)

### 8.2. In this subsection, we generalize the result of the previous subsection to the operator \(\mathbf{L}(p)\).

**Theorem 8.1.** Let Conditions \([7.1, 7.4, 7.3, 7.4]\) hold. Assume that the line \(\text{Im} \lambda = a + 1 - t - 2m\) contains no eigenvalues of \(\hat{L}_g(\lambda)\) for any \(g \in K\) and \(\dim N(L_g(\omega)) = \text{codim} \mathcal{R}(L_g(\omega)) = 0\) for any \(g \in K\) and \(\omega \in S^{n+d-3}\). Then the following assertions are true:

1. there is a number \(p_1 > 0\) such that the operator \(\mathbf{L}(p)\), \(|p| \geq p_1\), has a bounded inverse and

\[
(8.11) \quad c_1 \mathbf{L}(p)u \|_{H^s_{\Gamma}(Q)} \leq \|u\|_{H^{2m}_{\Gamma}(Q)} \leq c_2 \mathbf{L}(p)u \|_{H^s_{\Gamma}(Q)} , \quad |p| \geq p_1,
\]

where \(c_1, c_2 > 0\) do not depend on \(u\) or \(p\);

2. the operator \(\mathbf{L}(p)\) has the Fredholm property and \(\text{ind} \mathbf{L}(p) = 0\) for \(p \in \mathbb{R}^d\).

To prove Theorem 8.1, we preliminarily consider the operators

\[
L_1(p) = \mathbf{L}^1(p) + t(\mathbf{L}(p) - \mathbf{L}^1(p)), \quad 0 \leq t \leq 1.
\]

Clearly, \(L_0(p) = \mathbf{L}^1(p), \ L_1(p) = \mathbf{L}(p)\).

**Lemma 8.3.** Let the conditions of Theorem 8.1 hold. Then there is a number \(p_1 > 0\) such that the following estimates hold for \(u \in H^{2m}_{\Gamma}(Q)\):

\[
(8.12) \quad c_1 \|L_1(p)u\|_{H^s_{\Gamma}(Q)} \leq \|u\|_{H^{2m}_{\Gamma}(Q)} \leq c_2 \|L_1(p)u\|_{H^s_{\Gamma}(Q)} , \quad |p| \geq p_1, \ 0 \leq t \leq 1,
\]

where \(c_1, c_2 > 0\) do not depend on \(u, p,\) or \(t\).

**Proof.** The definition of the norms \(\|\cdot\|,\) Lemma 7.1, inequality (7.15), and Conditions 7.3 and 7.4 imply the first estimate in (8.12).
Let us prove the second estimate in (8.12). Applying Lemma 8.2 and using Condition 7.3 and the fact that 0 ≤ t ≤ 1, we have

\[
\|u\|_{H^{l+2m}(Q)} \leq k_1 \|L_0(p)u\|_{H^{l}(Q,\Gamma)}
\]

(8.13)

\[
\leq k_2 \left( \|L_t(p)u\|_{H^{l}(Q,\Gamma)} + \sum_{i,\mu} \|B_{i,\mu}^2(p)\|_{H^{l+2m-m,\mu-1/2}(\Gamma)} + \|u\|_{H^{l+2m-1}(Q)} \right),
\]

where |\text{p}| ≥ p_0 and k_1, k_2, \ldots > 0 do not depend on u, p, or t.

Further, we can repeat the proof of inequalities (4.35) and (4.36), using Lemma 7.1 and estimate (7.15) and replacing the operators \(B_{i,\mu}^2\) by \(B_{i,\mu}^2(p)\), the norms \(\|\cdot\|\) by the norms \(\|\cdot\|_{L^1}\) by Condition 7.4, and the results on elliptic problems in the interior of the domain and near a smooth part of the boundary by the corresponding results for elliptic problems with a parameter [2]. Thus, we obtain

\[
\|B_{i,\mu}^2(p)u\|_{H^{l+2m-m,\mu-1/2}(\Gamma)} \leq k_3 (\|L_tu\|_{H^{l}(Q,\Gamma)} + \|u\|_{H^{l+2m-1}(Q)}),
\]

(8.14)

Combining estimates (8.13) and (8.14) with Lemma 7.1 and taking \|\text{p}\| ≥ p_1, where p_1 ≥ p_0 is sufficiently large, we complete the proof.

Now we will prove Theorem 8.1 using Lemmas 8.2 and 8.3 and the method of continuation along the parameter t.

Proof of Theorem 8.1

1. Applying Lemmas 8.2 and 8.3 we see that the operator

\[
L_t(p) = L_0(p)(I + tL_0^{-1}(p)(L_1(p) - L_0(p)))
\]

has a bounded inverse for 0 ≤ t ≤ t_1 = c_1/(4c_2) with the norm \(\|L_t^{-1}(p)\| \leq c_2\). Therefore, the operator

\[
L_t(p) = L_1(p)(I + (t - t_1)L_1^{-1}(p)(L_1(p) - L_0(p)))
\]

has a bounded inverse for t_1 ≤ t ≤ 2t_1 with the norm \(\|L_t^{-1}(p)\| \leq c_2\). Repeating this procedure finitely many times, we see that the operator \(L_1(p) = L(p)\) has a bounded inverse. Estimate (8.11) follows from (8.12) for t = 1.

2. Fix \(\hat{\text{p}} \in \mathbb{R}^d\) such that \|\hat{\text{p}}\| ≥ p_0. In this case, there exists a bounded operator \((L_1(\hat{\text{p}}))^{-1} : H^l_a(Q,\Gamma) \to H^{l+2m}_a(Q)\) due to Lemma 8.2. Thus, we have

\[
L_1(p) = L_1(\hat{\text{p}})(I + T(p)),
\]

where

\[
T(p) = (L_1(\hat{\text{p}}))^{-1}(L_1(p) - L_1(\hat{\text{p}})).
\]

Clearly, the operator \(L_1(p) - L_1(\hat{\text{p}}) : H^{l+2m-1}_a(Q) \to \mathcal{H}_a^{l}(Q,\Gamma)\) is bounded. It follows from the compactness of the embedding \(H^{l+2m}_a(Q) \subset H^{l+2m-1}_a(Q)\) that the operator \(L_1(p) - L_1(\hat{\text{p}}) : H^{l+2m}_a(Q) \to \mathcal{H}_a^{l}(Q,\Gamma)\) is compact. Therefore, the operator \(T(p) : H^{l+2m}_a(Q) \to \mathcal{H}_a^{l}(Q,\Gamma)\) is also compact. By Theorem 13.2 in [18], the operator \(I + T(p)\) has the Fredholm property and \(\text{ind}(I + T(p)) = 0\). Now, applying Theorem 12.2 in [18], we see that the operator \(L_1(p)\) has the Fredholm property and

\[
\text{ind}L_1(p) = \text{ind}L_1(\hat{\text{p}}) + \text{ind}(I + T(p)) = 0.
\]

Finally, we note that the fulfillment of Conditions 7.3 and 7.4 implies the fulfillment of Conditions 6.1 and 6.2 respectively. Therefore, by Theorem 6.3 the operator \(L(p)\) has the Fredholm property and

\[
\text{ind}L(p) = \text{ind}L_1(p) = 0.
\]

\[\square\]
8.3. In this subsection, we consider an example of an elliptic problem with a parameter, having distributed nonlocal terms and satisfying Conditions 7.1–7.4, 1.3, and 1.4.

**Example 8.1.** 1. In the notation of Example 6.1, we consider the following nonlocal problem:

(8.15) \[-\Delta u + e^{ih} p^2 u = f_0(x), \quad x \in Q,\]

(8.16) \[u|_{\Gamma_l} + B^1_l u + B^2_l u = f_l(x), \quad x \in \Gamma_l, \ l = 1, 2,\]

where \(-\pi/2 < h < \pi/2\) and \(p \geq 0\).

For each point \(g \in K_1\), the operator \(L_g(p) = L(p) : H^2_a(\Theta) \to H^0_a(\Theta, \Gamma)\) given by (7.28) takes the form (cf. 6.14)

\[L(p)v = (-\Delta v + e^{ih} p^2, v(\varphi, r, z)|_{\Gamma_{11}} - \alpha_1 v(\varphi + \pi/4, r, z)|_{\Gamma_{11}},\]

\[v(\varphi, r, z)|_{\Gamma_{12}} - \alpha_2 v(\varphi - \pi/4, r, z)|_{\Gamma_{12}}).\]

Hence, the operators

\[L_g(\omega) = E^2_a(\theta) \to E^0_a(\theta, \gamma),\]

\[\hat{L}_g(\lambda) = \hat{L}(\lambda) : W^2(-\pi/4, \pi/4) \to W^0[-\pi/4, \pi/4]\]

given by (7.29) and 2.2 have the form

\[L(\omega)V = (-\Delta_V + (\omega^2 + e^{ih}\omega_2^2)V,\]

\[V(\varphi, r)|_{\Gamma_{11}} - \alpha_1 V(\varphi + \pi/4, r)|_{\Gamma_{11}},\]

\[V(\varphi, r)|_{\Gamma_{12}} - \alpha_2 V(\varphi - \pi/4, r)|_{\Gamma_{12}})\]

and

\[\hat{L}(\lambda)w = (-w_\varphi + \lambda^2 w, w(-\pi/4) - \alpha_1 w(0), w(\pi/4) - \alpha_2 w(0)),\]

respectively, where \(\omega = (\omega_1, \omega_2) \in S^1\).

Let the numbers \(a, \alpha_1, \alpha_2\) satisfy the following relations:

(8.17) \[0 \leq a \leq 2, \quad 0 < |\alpha_1 + \alpha_2| < 2, \quad \pi/4 < \arctan \sqrt{(\alpha_1 + \alpha_2)^2 - 1}.\]

2. We claim that there is a number \(h_1 = h_1(\alpha_1, \alpha_2) > 0\) such that the operator \(L(\omega),\)

\(\omega \in S^1\), is an isomorphism for \(|h| \leq h_1\). To prove this fact, one must repeat the reasoning of Example 2.1, where the sesquilinear form (2.14) is replaced by the form

\[b_R[u, v] = \int_\theta \left( \sum_{i=1,2} (R_{\theta}u)_{yi} \overline{R_{\theta}v_{yi}} + (\omega^2 + e^{ih}\omega_2^2)R_{\theta}u \overline{v} \right) dy\]

with the same domain \(D(b_R) = \hat{W}^1(\theta)\). Let us show that this sesquilinear form is again a closed sectorial form.

It follows from the Schwarz inequality and from (2.15) that

(8.18) \[|b_R[u, v]| \leq k_1\|u\|_{\hat{W}^1(\theta)}\|v\|_{\hat{W}^1(\theta)},\]

where \(k_1 > 0\) does not depend on \(u\) or \(v\).

Introduce the isomorphism \(U : L_2(\theta) \to L_2(\theta_1) \times L_2(\theta_1)\) by the formula

\[(Uu)(y) = u(\varphi + (i - 1)d/2, r), \quad y \in \theta_1, \ i = 1, 2,\]

and let \(R_1 = \left( \begin{array}{cc} 1 & \alpha_1 \\ \frac{1}{\alpha_2} & 1 \end{array} \right)\). Then, using (2.15) and (2.17), we obtain

\[Re b_R[u, u] = \int_{\theta_1} \left\{ \sum_i \left( \frac{R_1 + R_1^*}{2}(Uu_{yi}, Uu_{yi})_{C^2} + \omega_1^2 \left( \frac{R_1 + R_1^*}{2}Uu, Uu \right)_{C^2} \right) + \omega_2^2 \left( \frac{e^{ih}R_1 + (e^{ih}R_1)^*}{2}Uu, Uu \right)_{C^2} \right\} dy,\]
Since \(|\alpha_1 + \alpha_2| < 2\), it follows that the matrix
\[
R_1 + R_1' = \begin{pmatrix} 2 & \alpha_1 + \alpha_2 \\ \alpha_1 + \alpha_2 & 2 \end{pmatrix}
\]
is positive definite. Using the Silvester criterion, we will show that the matrix
\[
e^{ih}R_1 + (e^{ih}R_1)^* = \begin{pmatrix} e^{ih} + e^{-ih} & e^{ih}\alpha_1 + e^{-ih}\alpha_2 \\ e^{ih}\alpha_2 + e^{-ih}\alpha_1 & e^{ih} + e^{-ih} \end{pmatrix}
\]
is also positive definite. Since \(-\pi/2 < h < \pi/2\), it follows that \(e^{ih} + e^{-ih} > 0\). Thus, we have to prove that \(\det(e^{ih}R_1 + (e^{ih}R_1)^*) > 0\). Let \(e^{ih} = \mu + i\nu\), where \(\mu > 0\). Using the equality \(\nu^2 = 1 - \mu^2\), we obtain
\[
\det(e^{ih}R_1 + (e^{ih}R_1)^*) = 4\mu^2 - [(\alpha_1 + \alpha_2)^2 + (4\mu^2 - 4)\alpha_1\alpha_2].
\]
Since \(|\alpha_1 + \alpha_2| < 2\), it follows that, for \(h = 0\) (i.e., \(\mu = 1\)),
\[
\det(e^{ih}R_1 + (e^{ih}R_1)^*) = 4 - (\alpha_1 + \alpha_2)^2 > 0.
\]
Therefore, there is a number \(h_1 = h_1(\alpha_1, \alpha_2) > 0\) such that
\[
\det(e^{ih}R_1 + (e^{ih}R_1)^*) > 0, \quad |h| \leq h_1.
\]

It follows from (8.19), from the positive definiteness of the matrices (8.20) and (8.21), and from the relation \(\omega^2 + \omega^2 = 1\) that
\[
\Re b_R[u, u] \geq k_2 \int \{ \sum_i \langle Uu_{y_i}, Uu, \rangle_{C^2} + \langle Uu, Uu \rangle_{C^2} \} dy = k_2 \|u\|_{W^1(\theta)}^2,
\]
where \(k_2 > 0\) does not depend on \(u\).

Inequalities (8.18) and (8.22) imply that \(b_R\) is a closed sectorial form on \(L_2(\theta)\), with the domain \(D(b_R) = W^1(\theta)\) and vertex \(k_2 > 0\) (see [13 Chap. 6]).

Thus, repeating the reasoning of Example 2.2 we see that \(L(\omega), \omega \in S^1\), is an isomorphism for the above \(a, \alpha_1, \alpha_2, \) and \(h\). Moreover, since \(h\) and \(\omega\) belong to compact sets, it follows that the inequality
\[
\|V\|_{E^2_\alpha(\theta)} \leq k_3 \|L(\omega)V\|_{\mathcal{E}^2_\alpha(\theta, \gamma)}, \quad \omega \in S^1,
\]
holds with a constant \(k_3 > 0\) that does not depend on \(V, \omega, \) or \(h\).

Now Theorem 8.1 implies that the operator \(L(p)\) is also an isomorphism for \(p > p_0\), where \(p_0 > 0\). Moreover, it follows from (8.23) that the inequality
\[
\|u\|_{H^2_a(\alpha)} \leq k_4 \|L(p)u\|_{\mathcal{E}^2_a(\alpha, \gamma)}, \quad p > p_0,
\]
holds with a constant \(k_4 > 0\) that does not depend on \(u, p, \) or \(h\).

3. Similarly to (6.17) and (6.18), using Lemma 2.4, estimate (8.15), and the interpolation inequalities in Sobolev spaces (see [2 Chap. 1, Sec. 1]), we obtain
\[
\|B^2_T u\|_{H^{3/2}_a(\Gamma_1)} \leq k_5 \|u\|_{H^2_a(Q)} + k_6 \|u\|_{H^2_a(Q_\omega)},
\]
where \(a > 1\) and \(k_5, k_6 > 0\) do not depend on \(u\). Thus, the operators \(B^2_T\) satisfy Condition 7.4 for \(a > 1\).

We consider the linear bounded operators
\[
L(p), L^1(p) : H^2_a(Q) \rightarrow H^0_a(Q) \times H^{3/2}_a(\Gamma_1) \times H^{3/2}_a(\Gamma_2)
\]
otherwise, denoting \(L_h(\omega) = L(\omega)\), we see that there are sequences \(h(k), \omega(k), \) and \(V(k), k = 1, 2, \ldots, \) such that
\[
h(k) \rightarrow h, \omega(k) \rightarrow \omega, \|L_h(\omega(k))V(k)\|_{E^2_\alpha(\theta, \gamma)} \rightarrow 0, \quad \text{and} \quad \|V(k)\|_{E^2_\alpha(\theta)} = 1.
\]
This leads to a contradiction since
\[
1 = \|V(k)\|_{E^2_\alpha(\theta)} \leq c\|L_h(\omega)V(k)\|_{E^2_\alpha(\theta, \gamma)} \leq c(\|L_h(\omega(k))V(k)\|_{E^2_\alpha(\theta, \gamma)} + \|L_h(\omega(k))V(k) - L_h(\omega)V(k)\|_{E^2_\alpha(\theta, \gamma)}) \rightarrow 0.
\]
given by
\[ L(p)u = \{-\Delta u + e^{ih}p^2u, \ u|_{\Gamma_1} + B_1^h u + B_2^h u\}, \]
\[ L^1(p)u = \{-\Delta u + e^{ih}p^2u, \ u|_{\Gamma_1} + B_1^h u\}. \]

The two results below follow from Lemma 8.2 and Theorem 8.1.

**Corollary 8.1.** Let the numbers \(a, \alpha_1, \alpha_2\) satisfy relations (8.17). Then there exist a number \(h_1 = h_1(\alpha_1, \alpha_2) > 0\) and a number \(p_0 > 0\), independent of \(h\), such that the operator \(L^1(p), \ p \geq p_0, |h| \leq h_1\), has a bounded inverse and
\[ c_1 \|L^1(p)u\|_{H^2_0(Q, \Gamma)} \leq \|u\|_{H^2_0(Q)} \leq c_2 \|L^1(p)u\|_{H^2_0(Q, \Gamma)}, \]
where \(c_1, c_2 > 0\) do not depend on \(u, h\), or \(p\).

**Corollary 8.2.** Let \(1 < a \leq 2\), while the numbers \(\alpha_1, \alpha_2\), and \(h_1\) are the same as in Corollary 8.1. Then there is a number \(p_1 > 0\), independent of \(h\), such that the operator \(L(p), \ p \geq p_1, |h| \leq h_1\), has a bounded inverse and
\[ c_1 \|L(p)u\|_{H^2_0(Q, \Gamma)} \leq \|u\|_{H^2_0(Q)} \leq c_2 \|L(p)u\|_{H^2_0(Q, \Gamma)}, \]
where \(c_1, c_2 > 0\) do not depend on \(u, h\), or \(p\).

**Remark 8.1.** Let \(\alpha_1 = \alpha_2\) and \(|\alpha_1| < 1\). In this case, Corollaries 8.1 and 8.2 are true for any \(h_1\) satisfying the relation \(0 < h_1 < \pi/2\). Indeed, the det matrix (8.21) remains positive definite because
\[ e^{ih} + e^{-ih} = 2\mu > 0, \quad \text{det}(e^{ih}R_1 + (e^{ih}R_1)^*) = 4\mu^2(1 - \alpha_1^2) > 0, \]
where \(\mu = \text{Re} e^{ih} > 0\). Therefore, the form \(b_R\) is again a closed sectorial form on \(L_2(\theta)\) with the domain \(D(b_R) = W^1(\theta)\) and vertex \(k_2 > 0\). Further argument does not change.

4. Consider the unbounded operators \(A, A^1 : H^2_0(Q) \rightarrow H^2_0(Q)\) given by
\[ A u = -\Delta u, \quad u \in D(A) = \{u \in H^2(Q) : \ u|_{\Gamma_1} + B_1^h u + B_2^h u = 0\}, \]
\[ A^1 u = -\Delta u, \quad u \in D(A) = \{u \in H^2(Q) : \ u|_{\Gamma_1} + B_1^h u = 0\}. \]

Corollary 8.1 implies the following result (see Figure 5).

**Figure 5.** Spectra of the operators \(A^1\) and \(A\)

**Corollary 8.3.** Let the conditions of Corollary 8.1 hold. Then the following assertions are true:

1. the spectrum \(\sigma(A^1)\) is discrete.\(^5\)

\(^5\)This means that the spectrum consists of a finite or a countable set of isolated eigenvalues of finite multiplicity.
are true

\textit{Proof.} Set \(-\lambda = e^{i\theta}p^2\) and \(\lambda_1 = p_0^2\), where \(p_0\) is the constant occurring in Corollary 8.1. In this case, assertions 2 and 3 follow from Corollary 8.1. By the same corollary, the fact with the compactness of the embedding \(H^2(Q) \subset H^0(Q)\), we see that the resolvent \((A - \lambda I)^{-1} : H^0(Q) \to H^0(Q)\) is compact for \(\lambda \in \Omega_{h_1, \lambda_1}\). Therefore, by Theorem 6.29 in [13, Chap. 3, Sec. 6], assertion 1 is true.

Using Corollary 8.2 instead of Corollary 8.1 we obtain the following result (see Figure 6).

**Corollary 8.4.** Let the conditions of Corollary 8.2 hold. Then the following assertions are true:

1. the spectrum \(\sigma(A)\) is discrete;
2. there exists a number \(\lambda_2 > 0\) such that \(\sigma(A) \subset \mathbb{C} \setminus \Omega_{h_1, \lambda_2}\);
3. the estimate
   \[
   \| (A - \lambda I)^{-1} \|_{H^0(Q) \to H^0(Q)} \leq c_2/|\lambda|, \quad \lambda \in \Omega_{h_1, \lambda_2},
   \]
   holds with a constant \(c_2 = c_2(h_1) > 0\), where \(h_1 > 0\) is the constant from Corollary 8.3.

**Remark 8.2.** Let \(\alpha_1 = \alpha_2\) and \(|\alpha_1| < 1\). In this case, Corollaries 8.3 and 8.4 are true for any \(h_1\) satisfying the relation \(0 < h_1 < \pi/2\) (cf. Remark 8.1).

The following questions are unanswered. Do there exist a number \(h_1, \pi/2 \leq h_1 < \pi\), and numbers \(\lambda_1, \lambda_2 > 0\) such that

\[
\sigma(A^1) \subset \mathbb{C} \setminus \Omega_{h_1, \lambda_1}, \quad \sigma(A) \subset \mathbb{C} \setminus \Omega_{h_1, \lambda_2}.
\]

Can one find, for any \(h_1, 0 < h_1 < \pi\), numbers \(\lambda_1, \lambda_2 > 0\) such that relations 8.25 hold (cf. Problem 13.1 in [28, Sec. 13])?
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